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1. Introduction  

Surveillance videos are important for social security. However, 

it is time-consuming and labor-intensive to watch surveillance 

videos for a long time. Therefore, it is necessary to detect video 

anomalies automatically. It is challenging, because the anomalies 

rarely happen and the types of anomalies are uncountable. 

The development of video anomaly detection can be divided 

into two stages: traditional machine learning stage [1,2] and deep 

learning stage [3]. In the deep learning stage, using the GE of a 

GNN to detect anomalies is an important branch. They firstly train 

a GNN to generate (reconstruct or predict) normal samples, then 

judge the samples with large GEs as anomalies.  

Utilizing the trained GNN model and the ground truth of the 

output of GNN, we can calculate the GE (intensity) map. The GE 

maps have two characters: i) The GE mainly existed on the 

foreground targets area. The reason is that the background is static, 

the information of the background is easy to learn, while the 

foreground targets change a lot over time. ii) The GE of the 

anomalous areas are larger than the GE of the normal areas. The 

reason is that the GNNs have learned the knowledge about normal 

events, but not about abnormal events. An example of GE map is 

shown in Fig. 1. 

In the testing period, after the GE maps been generated, most 

of the existed works utilize the frame-level GE to detect anomalies, 

which has a shortcoming: The GE of normal areas disturbs 

anomaly detection. i) They reduce the anomaly saliencies of the 

anomalous frames. The reasons are as follows. In anomalous frame, 

the frame-level GE averages the GE of anomalous area with the 

GE of normal area, that reduces the impact of the GE of anomalous 
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area to the final GE which is used to detect anomalies, thus reduces 

anomaly saliency. ii) They result in that different video segments 

have different normal GE-levels, which causes that it is hard to set 

a unified threshold for all video segments to detect anomalies. The 

reason for this problem is that different videos have different 

numbers of foreground targets, while GE exists in every 

foreground target area. Many works [4][5][6] solve this problem 

by normalizing the GEs in each video segment. However, this 

method brings another problem: it produces high anomaly scores 

in each video segment, even if there is no anomaly existed. This is 

not in line with the application needs of our real life.  

In this paper, we propose a promotion method to solve the 

above problems. We reduce the disturbance of the GE in normal 

areas to anomaly detection. In the testing period, after the GE maps 

been generated, we firstly calculate the block-level GE at each 

position on the scene. This process can be implemented by a mean 

filter operation. Then, we utilize the maximum of the block-level 

GEs in the frame to detect anomalies. The pipeline of our method 

is illustrated in Fig. 2. 

AB ST R ACT  

Surveillance video anomaly detection is to detect events that rarely or never happened in a certain scene. The generation error (GE)-based methods 

exhibit excellent performance on this task. They firstly train a generative neural network (GNN) to generate normal samples, then judge the samples 

with large GEs as anomalies. Almost all the GE-based methods utilize frame-level GEs to detect anomalies. However, anomalies generally occur in 

local areas, the frame-level GE introduces GEs of normal areas to anomaly discriminations, that brings two problems: i) The GE of normal areas 

reduces the anomaly saliency of the anomalous frame. ii) Different videos have different normal-GE-levels, thus it is hard to set a uniform threshold 

for all videos to detect anomalies. To address these problems, we propose a promotion method: utilize the maximum of block-level GEs on the frame 

to detect anomaly. Firstly, we calculate the block-level GEs at each position on the frame. Then, we utilize the maximum of the block-level GEs on 

the frame to detect anomalies. Based on the existed GNN models, experiments are carried out on multiple datasets. The results demonstrate the 

effectiveness of the proposed method and achieve state-of-the-art performance. 
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Fig. 1. The GE map generated by the GNN in work [6]. (a) The ground truth 

of the output. (b) The GE intensity map. (c) The GE heat map. 
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We summarize our contributions as follows: We propose a 

promotion method for GE-based methods to reduce the 

interference of the GEs in normal areas to anomaly detection, thus 

to improve their anomaly detection performance. We carry out 

experiments on multiple datasets. The results prove the 

effectiveness of the proposed method and achieve state-of-the-art 

performance on multiple datasets. 

2. Related work 

The development of video anomaly detection can be divided 

into two stages: traditional machine learning stage [1,2] and deep 

learning stage [3][7]. 

The algorithms in the traditional machine learning stage usually 

use hand-crafted-features [8–20] or deep-features [21–28] to 

construct feature space, and then utilize the traditional machine 

learning models to detect the outliers. Mahadevan et al.[17] 

utilized the mixture of dynamic textures (MDT) to detect the 

temporal anomalies. Kratz et al.[15] utilized hidden Markov model 

(HMM) to learn the natural motion transitions in each local area, 

and coupled multiple HMMs to model the spatial relationship 

between nearby regions. Hu et al. [13] utilized the topic model to 

detect anomalies. They divided the normal features into different 

topics, and classified the samples which do not belong to any 

existed topics as anomalies. Hinami et al. [22] and Tran et al.[27] 

utilized pretrained convolutional neural network (CNN) to extract 

features and used one-class support vector machine (OC-SVM) to 

detect anomalies. After the anomalies detected, Hinami et al. [22] 

used the semantic information in the features to recount the 

anomalies. Besides the above methods, sparse coding (SC) is also 

a popular method to detect anomalies [8–10,12,16,18,20,21,26]. 

They firstly learn an over-complete dictionary to reconstruct 

normal samples with small reconstruction errors, and then judge 

the samples with large reconstruction errors as anomalies. The 

process of SC is time-consuming. To accelerate the process, Lu et 

al. [16] proposed to learn multiple small dictionaries to encode the 

normal samples.  

The algorithms in the deep learning stage can be divided into 

three categories:  

i) Cluster-based methods [29][30][31]. They firstly utilize 

neural networks to classify samples into multiple clusters, and then 

determine the samples do not belong to any existed clusters as 

anomalies. Fan et al. [31] utilized gaussian mixture variational 

autoencoder (VAE) to classify samples into multiple clusters, then 

utilized the conditional probabilities of the test samples to detect 

anomalies. The samples with low conditional probabilities on all 

clusters were judged as anomalies.  

ii) Generative adversarial network (GAN)-based methods 

[32][33][34]. They firstly utilize GAN to learn the manifold 

distribution of normal samples by generating normal samples. 

Then, they utilize the discriminator to detect anomalies. Tang et al. 

[32] utilized U-net to predict and reconstruct the future frames, 

then utilized discriminator to detect anomalies.  

iii) GE-based methods [4][6][33][35][36]. They firstly utilize 

GNN to learn the manifold distribution of normal samples by 

reconstructing the input frames [4][35], predicting the future 

frames [6], generating another modality of the inputs [33][36], or 

generating the combination of the above [32][37][38,39]. Then 

they utilize the GE to measure the deviation of the test samples 

from the normal distribution. The commonly used GNNs include: 

autoencoder (AE) [4,40], long-short-term-memory AE (LSTM-

AE) [5,35,38,39], U-net [6,32][36], sparse AE [41], VAE [42]. In 

the testing phase, they usually utilize frame-level GE to detect 

anomalies. For example, Hasan et al. [4] utilized AE as GNN, and 

utilize the frame-level GEs to detect anomalies.  

In some cases, the anomaly scores generated by GE maps and 

that generated by discriminator are combined [5][43]. For example, 

Lee et al. [5] utilized a bidirectional LSTM-AE as GNN to 

generate the inter-frame in a sequence, and used a 3D 

convolutional discriminator to determine whether the generated 

sequence is real. Finally, they combined the anomaly scores 

generated by GE maps and that generated by discriminator to 

detect anomalies.  

In this paper, we focus on the GE-based methods. 

3. Our method 

The process of GE-based deep learning methods can be divided 

into two steps: training step and testing step. Our promotion 

method is utilized in the testing step.  

3.1. GE-maps 

After the GNN been trained, we firstly utilize GNN to generate 

GE maps. Let 𝒢 be the GNN, 𝐼 be the output of 𝒢, 𝐼 be the ground 

truth of 𝐼. We calculate the GE map 𝐸 with the following formula: 

𝐸𝑖,𝑗 = ∑‖ 𝐼𝑖,𝑗 − 𝐼𝑖,𝑗 ‖
ℒ𝑛

𝐶

𝑐=1

, (1) 

where 𝐶 is the channel number of 𝐼, 𝑖 and 𝑗 are spatial coordinates 

on the frame, ℒ𝑛 means the norm when calculating the errors. 

3.2. Block-level process 

In a video segment, the GE saliency of an abnormal frame 

compared to a normal frame, which we term as anomaly saliency, 

can be written as: 

𝑆𝑎𝑙𝑖𝑒𝑛𝑐𝑦 =
𝐿𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙 − 𝐿𝑛𝑜𝑟𝑚𝑎𝑙

𝐿𝑛𝑜𝑟𝑚𝑎𝑙

, (2) 

𝐿𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙 =
∑ 𝑒𝑗

′𝑛
𝑗=1 +  ∑ 𝑒𝑖

𝑃−𝑛
𝑖=1

𝑃
, (3) 

𝐿𝑛𝑜𝑟𝑚𝑎𝑙 =
∑ 𝑒𝑖

𝑛
𝑖=1 +  ∑ 𝑒𝑖

𝑃
𝑖=𝑛

𝑃
, (4) 

Fig. 2. The pipeline of the proposed method. (a) Training period. We train a generator to generate normal samples. In this process, we use frame-level GE as loss 

to learn the information of the whole scene. (b) Testing period. After the GE map for a test frame been calculated, we utilize a block-level process module to 

calculate a block-level GE for the frame, and then use the block-level GE to calculate anomaly score and to detect anomaly.  
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where 𝐿𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙 and 𝐿𝑛𝑜𝑟𝑚𝑎𝑙 are GEs of an abnormal frame and a 

normal frame respectively, 𝑃 is the number of pixels on 𝐼, 𝑒𝑖 is the 

GE value of the 𝑖-th normal pixel on the normal or abnormal GE 

map, 𝑒𝑗
′ is the GE value of the 𝑗-th anomaly pixel on the abnormal 

frame, 𝑛 is the number of abnormal pixels on the abnormal frame. 

We can assume that the GE of the normal area in an abnormal 

frame is equal to the GE of the corresponding normal area in a 

normal frame. We substitute formula (3)(4) into formula (2), then 

the anomaly saliency can be written as: 

𝑆𝑎𝑙𝑖𝑒𝑛𝑐𝑦 =
∑ 𝑒𝑗

′𝑛
𝑗=1 − ∑ 𝑒𝑖

𝑛
𝑖=1

∑ 𝑒𝑖
𝑛
𝑖=1 +  ∑ 𝑒𝑖

𝑃
𝑖=𝑛

. (5) 

From equation (5), we can find that the anomaly saliency is 

negatively correlated to ∑ 𝑒𝑖
𝑃
𝑖=𝑛 , which means the GE of normal 

areas in the anomalous frame. That indicate that the more the GE 

of normal regions contributes to the final GE, the lower the GE 

saliency of the abnormal frame.  

Therefore, by reducing the contribution of the GE of normal 

regions to the final GE, we can improve anomaly saliencies. In this 

paper, we achieve this goal by substituting the frame-level GE with 

block-level GE: We firstly put a size-fixed sliding window on the 

frame, and calculate the block-level GE at each window position. 

Then, we select the maximum of the block-level GEs on the frame 

to detect anomalies. 

𝐿𝐵𝑘
(𝑡) =

1

ℎ ∗ 𝑤
∑ ∑ 𝐵𝑘,𝑖,𝑗

𝑤

𝑗=1

ℎ

𝑖=1
, (6) 

𝐿𝐵(𝑡) = 𝑚𝑎𝑥{𝐿𝐵1
(𝑡), … , 𝐿𝐵𝐾

(𝑡)} , (7) 

where 𝐿𝐵𝑘
(𝑡) means the block-level GE in the 𝑘-th block 𝐵𝑘  on 

the frame, 𝐾 is the total number of the blocks on a frame, ℎ and 𝑤 

are the height and width of the block, respectively, 𝐿𝐵(𝑡) is the 

maximum of all the 𝐿𝐵𝑘
(𝑡) on a frame. Note that the block-level 

operation can be implemented by a convolution layer for mean 

filter and a max-pooling layer. Therefore, this operation can be 

accelerated on the GPU. After the block-level process, we use a 

median filter to smooth the GEs along the time axis. In this paper, 

we set the median filter radius as 15.  

3.3. Anomaly Score 

When utilizing the GE values to calculate the anomaly scores, 

most of the existed GE-based methods [4][5][6] utilize the max-

min normalization strategy to normalize the GEs in each video. 

Their reason is that different video segments have different 

normal-GE-levels.  

In this paper, we calculate anomaly scores by normalizing GEs 

in the whole dataset instead of in each video. Our reasons are as 

follows: i) The block-level process improves the anomaly 

saliencies, that alleviates the problem brought by different normal 

GE-levels. ii) The different normal-GE-levels are mainly caused 

by different foreground target numbers in the scene. Block-level 

process reduces the relativity between the foreground target 

numbers and the normal-GE-levels, and thus reduces the 

difference between different normal-GE-levels. iii) Normalizing 

the GEs in each video segment produces high anomaly scores in 

each video segment, which results in that anomalies would be 

detected in each video segments even if there is no anomaly 

existed. This makes the algorithms inapplicable to the situations 

where a large number of normal samples are existed. 

Therefore, we utilize equation (8) to calculate the anomaly 

scores. 

𝑠(𝑡) =
𝐿𝐵(𝑡) − 𝑚𝑖𝑛(𝐿𝐵)

𝑚𝑎𝑥(𝐿𝐵) − 𝑚𝑖𝑛(𝐿𝐵)
, (8) 

where the 𝑚𝑖𝑛(𝐿𝐵) and 𝑚𝑎𝑥(𝐿𝐵) are, respectively, the minimum 

and maximum values of the GEs of all the frames in the dataset. 

When multiple anomaly scores are available for a frame, we utilize 

the weighted sum of them to calculate the final anomaly score: 

𝑠̂(𝑡) = ∑ 𝛼𝑖𝑠𝑖(𝑡)

𝑛

𝑖=1

, (9) 

where 𝑠𝑖(𝑡) is the 𝑖-th anomaly score for the 𝑡-th frame in dataset, 

𝛼𝑖  is the weight for 𝑠𝑖(𝑡).  

4. Experiments  

In this section, we utilize work [6] as baseline to evaluate our 

method. The reason for choosing work [6] as baseline are as 

follows: i) Work [6] is a typical GE-based method. ii) Multiple GE 

maps are available in this work, include: the GE map of the pixel 

value 𝐺𝐸𝑝𝑖𝑥𝑒𝑙 , the GE map of the optical flow 𝐺𝐸𝑓𝑙𝑜𝑤 , and the GE 

map of the gradient value 𝐺𝐸𝑔𝑑𝑙 , that is convenient for us to 

evaluate our method more sufficiently. 

We evaluate the effectiveness of the promotion method from 

three perspectives: anomaly saliency, normal GE-level, anomaly 

detection performance. Then we analyze the impact of block-size 

and different normalization strategies to anomaly detection. 

Finally, we compare the proposed method with the existed 

methods. 

4.1. Dataset and Evaluation Criteria 

The experiments are carried out on two datasets: CUHK 

Avenue dataset [16] and UCSD Pedestrian dataset [17]. The 

Avenue dataset contains 16 training videos and 21 testing videos. 

The abnormal events include running, throwing schoolbag, 

throwing papers, etc. The UCSD dataset has two sub-datasets: 

Ped1, Ped2. The two sub-datasets capture different scenarios but 

have the similar definition of abnormal events, include cycling, 

skateboarding, crossing lawns, cars, etc. These two sub-datasets 

are usually used separately. 

The most commonly used evaluation metric is the Receiver 

Operation Characteristic (ROC) and the Area Under Curve (AUC). 

The higher the AUC, the better the anomaly detection performance. 

Following the work [6], we detect the frame-level anomalies and 

use the frame-level AUC for performance evaluation.  

4.2. Impact of block-level process to anomaly saliency 

In this section, we firstly visualize the frame-level GE curve 

and block-level GE curve. Then, we calculate and compare the 

anomaly saliencies before and after block-level process on 

multiple datasets and multiple types of GE maps. 

The frame-level GE curve and block-level GE curve are shown 

in Fig. 3. In the block-level GE curve, ℎ = 𝑤 = 30.  

Fig. 3. The GE curves of 𝐺𝐸𝑝𝑖𝑥𝑒𝑙 in Ped2. The horizontal axis indicates the 

indexes of the frames. The vertical axis indicates the GEs of different frames. 

Vertical dashed lines separate different video samples. The frames in the gray 

areas are normal frames, and the frames in the red areas are abnormal frames. 

(a) The frame-level GE curve. (b) The block-level GE curve. 
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As shown in Fig. 3, in the block-level GE curve, the GE of the 

anomalous frames are more salient compared with that in the 

frame-level GE curve, which is better for anomaly detection task.  

The anomaly saliencies before and after block-level process in 

multiple datasets and multiple types of GE maps are shown in 

Table 1, where we use the average of the GEs of all the normal 

frames to replace 𝐿𝑛𝑜𝑟𝑚𝑎𝑙, and use all the average of the GEs of 

abnormal frames to replace 𝐿𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙.  

As shown in Table 1, the anomaly saliencies in block-level GEs 

are much higher than that in the frame-level GEs, which proves 

that the block-level process can help to improve the anomaly 

saliencies.  

4.3. Impact of block-level process to normal GE-levels 

Different video segments have different normal GE-levels, that 

disturbs anomaly detection. In this section, we prove the 

effectiveness of block-level process to solve this problem from 

three aspects: i) Prove that normal GE-levels are positively 

correlated with foreground targets numbers. ii) Prove that the 

block-level process can reduce the correlation between the 

foreground targets numbers and the normal GE-levels. iii) Prove 

that the block-level process can reduce the difference between 

different normal GE-levels of different video segments. 

Fig. 4 visualizes the relationship between normal GE-levels and 

foreground targets numbers in Ped2 dataset. The GEs are 

calculated based on 𝐺𝐸𝑝𝑖𝑥𝑒𝑙 , the parameters in block-level process 

are: ℎ = 𝑤 = 30. In Ped2 dataset, all the video segments are short, 

we can assume that the number of objects in a video segment is 

steady. Therefore, we calculate the average of objects numbers in 

each video. In order to visualize the GE curve and foreground 

targets numbers curve in a same figure, we divide the foreground 

targets numbers by a fixed value.  

Table 2 shows the correlation coefficients in Ped2 dataset in 

multiple types of GE maps. 

From Fig. 4 and Table 2, we can find that the correlation 

between foreground target numbers and normal GE levels are high, 

and block-level process can reduce this correlation. 

In Table 3, we utilize several couples of samples in Ped2 to 

show the effectiveness of the block-level process to reduce the 

difference between different normal-GE-levels. We utilize the 

ratios of different normal-GE-levels to measure their difference. 

We utilize the average of GEs of normal frames in a video segment 

to calculate the normal-GE-level, and divide the higher normal-

GE-level by lower normal-GE-level to calculate ratios to evaluate 

their difference. The closer the ratio gets to 1, the better. The video 

indexes are same to that shows in Fig. 4. As shown in Table 3, the 

block-level process can reduce the difference between different 

normal GE-levels. 

4.4. Impact of block-level process to AUC 

In this section, we utilize frame-level AUC to evaluate the 

effectiveness of block-level process. The results are shown in table 

4. The parameters in block-level process are: ℎ = 𝑤 = 30. 

As shown in Table 4, the frame-level AUCs are significantly 

improved after the block-level process in multiple datasets and 

multiple types of GE maps. 

4.5. Best block-size for block-level process 

In this section, by changing the block-size in block-level 

process, we prove that the effectiveness of block-level process is 

not an accidental result, and further, we analyze the best choice to 

set block-size in each dataset. 

Fig. 5 (a) shows the impact of block-size to AUCs on 𝐺𝐸𝑓𝑙𝑜𝑤 

on multiple datasets. The map-size of 𝐺𝐸𝑓𝑙𝑜𝑤  is (384,512). As Fig. 

5 (a) shows, with the increase of the block-size, the improvement 

of block-level process to AUCs first increase and then decrease, 

all the block sizes are effective to improve the anomaly detection 

performance, which prove that the effectiveness of block-level 

process is not accidental. Fig. 5 (b-d) shows the best block-sizes in 

different datasets. They show that different dataset has different 

Table1 

Anomaly saliences in multiple datasets and multiple generation error maps. 
The higher the anomaly saliency, the better.  

Generation Error Ped1 Ped2 Avenue 

𝐺𝐸𝑝𝑖𝑥𝑒𝑙 Frame-level 1.158 0.7475 2.6341 

Block-level 2.5239 2.4162 3.4552 

𝐺𝐸𝑓𝑙𝑜𝑤 Frame-level 1.0667 0.7212 2.4865 

Block-level 1.6224 1.4112 2.7777 

𝐺𝐸𝑔𝑑𝑙 Frame-level 0.1119 0.1141 0.2965 

Block-level 0.4454 0.6714 0.7185 

 

Fig. 4. Visualization of the relationship between normal GE-levels and 

foreground targets numbers in Ped2 dataset. The blue curve indicates the GE 

of different frames. The green curve reflects the averages of foreground targets 

numbers in different video segments. The gray area indicates normal frames, 
the red area indicates abnormal frames. (a) The relationship between frame-

level GEs and foreground targets numbers. (b) The relationship between 
block-level GEs and foreground targets numbers. 

Table 2 

The correlation coefficients between the number of foreground targets and 

the normal GE-levels. The lower the correlation coefficients, the better. 

Generation Error Ped2 

𝐺𝐸𝑝𝑖𝑥𝑒𝑙 Frame-level 0.9843 

Block-level 0.8528 

𝐺𝐸𝑓𝑙𝑜𝑤 Frame-level 0.9818 

Block-level 0.8822 

𝐺𝐸𝑔𝑑𝑙 Frame-level 0.985 

Block-level 0.8461 

 

Table 3 

Ratios of different normal GE-levels of different video segments. We 

calculate the ratios by dividing the higher normal GE-level by the lower GE-

level. The closer the ratio gets to 1, the better. 

Video 

index 

Foreground 

target number 

Ratio in  

frame-level GEs  

Ratio in  

block-level GEs 

3  30 2.6305 1.6264 

4  10 

17  25 2.0822 1.2875 

20  10 

21 25 2.1739 1.5104 

23 15 

 

Table 4 

Frame-level AUCs on multiple generation maps and multiple datasets 

Generation Error  Ped1 Ped2 Avenue 

𝐺𝐸𝑝𝑖𝑥𝑒𝑙 Frame-level 0.7966 0.8846 0.8885 

Block-level 0.8288 0.9678 0.8982 

𝐺𝐸𝑓𝑙𝑜𝑤 Frame-level 0.7859 0.8694 0.8221 

Block-level 0.8666 0.98 0.8607 

𝐺𝐸𝑔𝑑𝑙 Frame-level 0.7097 0.8187 0.7855 

Block-level 0.778 0.9689 0.842 
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best block-size, and the best block-sizes in all datasets are target-

size level. We think the reason for this phenomenon is that 

anomalies usually caused by targets, the target-size block can 

contain more information about anomalies, and can reduce the 

sensitivity to noise. 

4.6. Impact of different normalize methods 

There are two methods to normalize GEs to calculate anomaly 

scores: i) Normalize all the GEs in a dataset with uniform standard. 

ii) Normalize GEs in each video. In this section, we call them 

norm0 and norm1 respectively.  

In this section, we evaluate the impacts of different normalize 

methods to anomaly detection in two cases: i) We know in advance 

that all the test videos contain anomalies, we just need to locate the 

anomaly event. In this case, we use the test samples in the dataset, 

because every sample in the test set contains anomalies. ii) We do 

not know whether the test videos contain anomalies, the test videos 

include normal videos and anomalous videos at the same time. In 

this case, we use all the videos in the dataset.  

Firstly, we visualize the anomaly score curves calculated by 

these two normalize methods. As shown in Fig. 6, normalizing in 

whole dataset do not change the shape of the GE curve, while 

normalizing in each video changes the GE curve a lot and 

generates strong anomaly scores in every normal video, that will 

bring false alarms in every normal video segment. 

Secondly, we evaluate the performance of anomaly scores 

generated by these two normalize methods on both cases 

mentioned above. As shown in Table 5, in the first case, norm1 

can improve the performances of block-level GEs on some 

datasets and some GEs, but it's not universal. In the second case, 

norm1 seriously reduces the anomaly detection performance of the 

block-level GEs. That prove that, norm1 is not applicable in the 

case where we do not know whether there exist anomalies in the 

video.  

In real-world applications, most cases are the second case. 

Therefore, we adopt norm0 to calculate anomaly scores. 

4.7. Comparison with Existing Methods 

Utilizing equation (9), we compute the final anomaly scores by 
combining the anomaly scores 𝑠𝑝𝑖𝑥𝑒𝑙  generated in 𝐺𝐸𝑝𝑖𝑥𝑒𝑙  and 
anomaly scores 𝑠𝑓𝑙𝑜𝑤  generated in 𝐺𝐸𝑓𝑙𝑜𝑤 : 𝑠̂(𝑡)  =  𝑠𝑝𝑖𝑥𝑒𝑙(𝑡)  +
 𝑠𝑓𝑙𝑜𝑤(𝑡) . We utilize 𝑠̂(𝑡)  to detect anomalies. The anomaly 
detection performance is listed in Table 6, compared with some 
state-of-the-art approaches. In the block-level process, ℎ = 𝑤 =
30.  

Compared with the baseline [6], our method improves the 

frame-level AUC significantly on all the datasets, that proves the 

effectiveness of the proposed method. Compared with other 

methods, we achieve state-of-the-art performance on Ped2 and 

Avenue datasets. 

5. Conclusion  

In this letter, we proposed a promotion method for GE based 

method: We reduce the interference of the GE of normal regions 

to anomaly detection by using a block-level process module. 

Experimentations across multiple datasets show that the proposed 

method is effective to improve the anomaly detection performance 

of GE-based method, and achieve state-of-the-art performances on 

multiple datasets. 
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