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Abstract

Multicriteria decision analysis (MCDA) is a widely used tool to support decisions in which a set of alternatives should
be ranked or classified based on multiple criteria. Recent studies in MCDA have shown the relevance of considering
not only current evaluations of each criterion but also past data. Past-data-based approaches carry new challenges,
especially in time-varying environments. This study deals with this challenge via essential tools of signal processing,
such as tensorial representations and adaptive prediction. More specifically, we structure the criteria’ past data as a
tensor and, by applying adaptive prediction, we compose signals with these prediction values of the criteria. Besides,
we transform the prediction in the time domain into a most favorable decision making domain, called the feature
domain. We present a novel extension of the MCDA method PROMETHEE II, aimed at addressing the tensor in
the feature domain to obtain a ranking of alternatives. Numerical experiments were performed using real-world time
series, and our approach is compared with other existing strategies. The results highlight the relevance and efficiency
of our proposal, especially for nonstationary time series.

Keywords: Adaptive prediction methods, multi-criteria decision analysis, MCDA, temporal analysis, Multi-period,
Dynamic multi-attribute decision making.

1. Introduction

Signal processing (SP) methods are widely used in
many areas, including application fields such as acous-
tics, and biomedical data analysis. In contrast to these
well-established applications, we address the use of SP
methods in decision science, a field for which the poten-
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tials of SP methods have not yet been fully exploited. In-
deed, there is an obvious room for consider SP-based ap-
proaches in decision-related tasks, which has been atested
by several works which consider different aspects of the
decision process. For instance, the least-mean-square al-
gorithm was employed in decision making related to the
COVID-19 pandemic in Italy [1].

In this study, we aim to exploit the potentialities of
SP methods in a particular subfield of decision sciences,
known as multiple-criteria decision analysis (MCDA) [2].
An important task in MCDA is to rank a set of alternatives
based on multiple criteria. The input data of MCDA meth-
ods is usually a decision matrix, in which the rows are as-
sociated with a set of alternatives, and the columns with
a set of criteria. Each element of this matrix corresponds
to the evaluation of an alternative in a given criterion. An
illustrative example of an MCDA problem is to ranking
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some countries for deciding where to open a branch of-
fice considering as decision criteria the per capita income
(PCI) and the purchasing index of the product (PI). The
alternatives are the countries, and criteria 1 and 2 corre-
spond to the PCI and PI values, respectively.

Most MCDA methods assume a single value for each
criterion, which may be the average of the criterion per-
formance in a given period, the latest available data of
the criterion value, or some static data [3, 4]. However,
several decisions are made considering the evolution of
the criteria over time (their time series or signals) or more
than one criteria’ attribute simultaneously (e.g., their aver-
age and tendency). This statement is supported by several
studies, such as [5], which highlight the importance of
time series analysis in economics; [6] in socio-political,
and [7] in healthcare decision-making.

Despite the relevance of temporal analysis in decision-
making, few studies in MCDA have focused on time
series-based approaches, as shown in [4, 3, 8]. Exam-
ples of time-based approaches in MCDA include the stud-
ies by [9, 10], which proposed a methodology for dealing
with time series in sustainable contexts, and [11], which
applied multi-period analysis in a case study from the
German energy sector. Other recent studies that deal with
time series analysis in MCDA are those by [12, 13, 3].

In [14, 4, 15] we extended the classical decision ma-
trix to a tensorial formulation [16, 17, 18]. The extension
allows a representation in which one takes into account
a temporal evaluation of the decision data. The result-
ing decision tensor comprises three dimensions that rep-
resent the alternatives, the criteria, and the time index.
Having defined the decision tensor, we applied in [14]
the Normalized Least-mean-square (NLMS) and Recur-
sive Least Square (RLS) algorithms to predict future cri-
teria values, structuring these future values into a decision
matrix. Then, we applied PROMETHEE II [19], a well-
established MCDA method, to obtain a ranking of alter-
natives. Alternatively, in [4], we proposed an approach
where the decision tensor of past time series is mapped
to a tensor of time series features, such as trend, vari-
ance, and average. Thus, we proposed an extension of
an MCDA method, known as TOPSIS [2, 20], to obtain
a ranking of alternatives from these features. The results
in both strategies showed that time-series-based approach
brings valuable information to the decision-making pro-
cess.

In this study, we propose a novel methodology that uses
the decision tensor of past time series to predict future
time series of the criteria. The predicted data is struc-
tured in a tensor, from which features are extracted. These
data are formulated as a third-order tensor, where the di-
mensions represent the alternatives, the criteria, and the
features of the predicted time series. To obtain the final
ranking of the alternatives, we introduce a new extension
of the PROMETHEE II method.

This work differs from previous papers that have ex-
plored time series in MCDA, as they obtain the ranking
in two steps. First, a classical MCDA method is applied
at each period of time. Then, again, the classical MCDA
method is used to obtain a final ranking, as revised and
highlighted in the study [4]. In contrast, our approach
aims to predict future criteria values and extract features.
Furthermore, in the study [4], we utilize features from
past data, and the resulting ranking may differ from that
obtained using predicted data. This new approach can
be particularly useful for decision-making when the cri-
teria features are relevant and their time series are non-
stationary.

Besides, to our knowledge, the only study that has pro-
posed a method for dealing with tensors is [4], which
utilized an extension of TOPSIS. Therefore, it is rele-
vant to develop additional techniques for handling ten-
sors, as different MCDA methods can yield distinct results
for the same problem, and the method chosen should be
appropriately selected based on the context of the prob-
lem [21]. In this study, we introduce an extension of the
PROMETHEE II method, expanding its applicability to
tensors and offering a novel methodological contribution.

It is worth to highlight that, in the field of decision
analysis, unlike, for instance, supervised machine learn-
ing, determining the superiority of methods is difficult as
there is no access to ground truth. Considering this per-
spective, it is crucial to emphasize that the choice of a
particular decision method should take into account the
characteristics of the decision problem [22, 4]. Our pro-
posal is specifically tailored to exploit the decision space
that arises when temporal characteristics are available.

The paper is organized as follows. Section 2 describes
the MCDA problem and the motivation of the study . Sec-
tion 3 introduces the proposed methodology. Section 4
provides a set of numerical experiments. Section 5 con-
cludes this study.
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2. Problem statement and motivation

MCDA methods are widely used to rank alternatives
according to several criteria. In the classical MCDA ap-
proaches, the data are modeling as a decision matrix,
H ∈ Rn×m. The rows of H are associated with a set of
n alternatives, A = {a1, a2, · · · , an}, and the columns, with
m criteria, C = {c1, c2, · · · , cm}. The elements of this ma-
trix are hi j, representing the evaluation of alternative i in
criterion j.

Most MCDA approaches relies on the concept of ma-
trix aggregation. In brief, the aggregation consists of
mapping the decision matrix H ∈ Rn×m into a scoring vec-
tor f ∈ Rn. Thus, each row i (alternative i) of the matrix
H is mapped into a score fi, used to rank the alternatives.
There are many aggregation methods available [23], each
with different characteristics that can be useful for differ-
ent types of decision-making [21].

A well-established MCDA aggregation technique is the
Preference Ranking Organization Method for Enrichment
Evaluation (PROMETHEE) family method [19]. The
preference structure used in this approach is based on
a set of pairwise comparisons. It compares the evalua-
tions of two alternatives on a given criterion, for all pairs
of alternatives in all criteria. A weight vector Γ is con-
sidered to model the criteria’ relative importance. The
PROMETHEE II [19] technique uses as input the decision
matrix H, and the output is the vector f ∈ Rn containing
the aggregated scores.

Many MCDA procedures statically use a criteria evalu-
ation without considering their temporal evaluations. This
study proposes to extend the classic static MCDA ap-
proach to a dynamic evaluation of the performance of al-
ternatives. This dynamic approach should be made by
evaluating the criteria’ characteristics of the future time
series.

The motivation of our approach can be seen in the
branch office example given in Section 1. In this example,
the decision maker needs to rank two countries according
to PCI and PI criteria. Figure 1 shows the past signals and
the predicted signals of both PCI and PI. Based on the cur-
rent data at tT , we can conclude that Country 1 is a more
favorable option than Country 2, as it has a higher PCI
compared to Country 2 (i.e., h11 > h21) while having the
same PI as Country 2 (i.e., h22 = h12). Country 1 may also
be the more favorable option using approaches that aggre-

Figure 1: An example of opening a branch office in which the criteria
prediction signals are considered.

gate time-series of criteria, as all PCI time-series values of
Country 1 are higher than those of Country 2. Thus, if one
only considers the data at instant time tT or the time series
of the criteria, then one misses important information re-
lated to the downward trend of the Country 1 PCI as well
as the upward trend of the Country 2 PCI.

Let us now consider the approach proposed in [14],
which consists in applying some point prediction method
in each signal of the PCI and PI criteria, in order to ob-
tain the criteria predicted values for the period tT+λ (be-
ing λ the prediction step). At period tT+λ, h11 > h21 and
h22 = h12, indicating that Country 1 remains the more fa-
vorable alternative, despite a trend indicating that Country
2 may outperform Country 1.

Finally, this approach can be compared with the one
proposed by [4], where features were extracted from past
data. It is noteworthy that the average PCI of Country 1
based on past data is greater than that of Country 2. How-
ever, the average prediction signal for both countries is
similar. Therefore, the approach proposed by [4] yields a
different ranking compared to our approach, where Coun-
try 1 and Country 2 may have equal performance.

Thus, according to the methodology employed in pre-
vious studies, Country 1 may dominate Country 2. How-
ever, our approach reveals that Country 2 can emerge as
the preferred choice. This example serves to illustrate
that disregarding the features of future signals can poten-
tially lead to overlooking a more suitable solution, partic-
ularly when the decision-making horizon extends to the
medium- or long-term and signals exhibit non-stationary
behavior.

3. METHODOLOGY

Figure 2 provides an outline of our proposal. The input
data corresponds to a tensor as represented in Figure 2(a).

3



Figure 2: Tensorial proposal in which the features of the prediction signal are obtained from the past data.

Given this tensor, the first step consists in predicting the
values of each criterion over the next q-steps. These q pre-
dicted values compose the prediction signal, p̂(i, j, :), as
shown in Figure 2(a) – (b), and described in Section 3.1.
In a second step, described in Section 3.2, for each al-
ternative i and criterion j, we compute the time series
features and structure them into a tensor of features, as
illustrated in Figure 2(c). Finally, we propose an exten-
sion of the PROMETHEE II method to obtain the alterna-
tives’ ranking from the tensor of features. We adopted the
PROMETHEE II technique since it presented satisfactory
results in [14] using predicted values.

3.1. Prediction step
In classic adaptive prediction, the problem of λ-steps

prediction lies in establishing a mapping that, when ap-
plied to a set of samples of a time series, provides a
predicted value λ-steps forward [24]. Given a time se-
ries h(i, j, :) and its elements hi jt, the input of the filter
is a set of samples of h(i, j, :), denoted by hi j(t − λ) =
[hi j(t−λ), . . . , hi j(t−λ−M)]T , where M is the filter size, and
t = 1, . . . ,T . The filter output is

p̂i jt = f {hi j(t − λ)}. (1)

The mapping f {.} is a combination of the past samples
hi j(t − λ) with a set of M parameters w = [w1, . . . ,wM].
In a linear combination, Eq. (1) can be rewritten as p̂i jt =

wT hi j(t − λ), and the prediction at the instant T + λ is:

p̂i j(T+λ) = wT
T+1hi j(T ) (2)

In this study, the prediction step is carried out by the
RLS algorithm for two main reasons: the fast convergence
rate with which RLS tends to the optimal solution; and the
ability to adapt to dynamic changes in the data. Addition-
ally, RLS is relatively easy to implement and requires a

computational complexity compatible with our problem.
The input data for the prediction step is the decision ten-
sor H ∈ Rn×m×T , where n, m and T denote the index as-
sociated with the alternatives, criteria and time samples,
respectively, and by using prediction steps λ = 1, . . . , q,
the output is P̂ ∈ Rn×m×q.

3.2. PROMETHEE II extension for a tensor
PROMETHEE is considered an outranking-based ap-

proach, in which the preference structure is computed
by means of pairwise comparisons between alternatives.
Due to the nature of its technique, it is not necessary
to normalize the input data, which is an advantage as
it can avoid round-off errors that may occur during nor-
malization [25]. Additionally, PROMETHEE has proven
to be useful in many real-world applications [26]. Be-
cause of the strength of PROMETHEE in both concep-
tion and application, we propose in this study a new vari-
ant of PROMETHEE II, in which the input is a tensor
P̂ ∈ Rn×m×q (obtained in the prediction step) and the out-
put is the vector f̂, which represents an aggregated scores.

In the first step, the features of each fiber p̂(i, j, :), is
computed, mapping the time-space into the feature space,
as:

P̂ ∈ Rn×m×q ⇒ S ∈ Rn×m×w, (3)

where w is the number of features. In our case, we con-
sider, without lost of generality, three features: average,
slope coefficient (S.C.), and coefficient of variation (C.V.).

In the next step, for each slice S (:, :, ℓ), ℓ = 1, . . . ,w
a pairwise comparisons is made by compute the differ-
ence between the performance of each couple of alterna-
tive ai, ak ∈ A, for each criterion j:

d jℓ(ai, ak) = hi jℓ − hk jℓ ∀ j, ℓ. (4)

From (4), we obtain a tensorD ∈ Rn×n×m×w. Each slice
D(:, :, j, ℓ) ∈ Rn×n ofD is a pairwise comparison matrix.
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Afterward, a function is applied, called preference
function P, in D(:, :, j, ℓ) as:

P jℓ(d jℓ(ai, ak)) = P jℓ(D(:, :, j, ℓ)) ∀ j, ℓ. (5)

where 0 ≤ P jℓ(D(:, :, j, ℓ)) ≤ 1. The primary prefer-
ence function [19] is used, given by P jℓ(d jℓ(ai, ak)) =
sgn(d jℓ(ai, ak)) + 1

2
, where sgn(d jℓ(ai, ak)) represents the

sign function.
By considering a set of m × w weights Γℓ =

{γ1ℓ, γ2ℓ, · · · , γmℓ}; where γ jℓ ≥ 0 ∀ j, ℓ, and
∑w
ℓ=1
∑m

j=1
γ jℓ = 1, the next step mapping Rn×n×m×w → Rn×n, which
provides a global preference index of ai over ak ∀ i, k:

π(ai, ak) =
w∑
ℓ=1

m∑
j=1

γ jℓP jℓ(D(:, :, j, ℓ)). (6)

Since P jℓ(D(:, :, j, ℓ)) ≥ 0 and γ jℓ ≥ 0, then π(ai, ak) ≥ 0.
The final step is an aggregation process that maps

π(ai, ak) to a vector f̂. This process is given computing
the difference between the mean preference of ai over the
other alternatives, and the mean preference of all alterna-
tives over ai:

f̂ =
1

n − 1

∑
a∈A

π(a, ai) −
1

n − 1

∑
a∈A

π(ai, a), ∀i. (7)

Each element of vector f̂, which lies in the interval
[−1, 1], allows one to ranking the alternatives.

4. Numerical experiments

In this section the proposed approach is tested by
considering real time series taken from the International
Monetary Fund (IMF): https://www.imf.org/en/Data.
We provide these time series, their respec-
tive graphs, and the Python code on the link
https://github.com/BSCCampello/tensorpredictionsignals.

Let us suppose the decision maker wants to rank five
countries (n = 5): a1 – Belgium; a2 – Canada; a3 –
France; a4 – Japan; a5 – Netherlands, according to three
financial-economic criteria (m = 3): gross national sav-
ings (c1), inflation (c2), and unemployment rate (c3). The
criterion c1 is considered of maximum, the criteria c2 and
c3 of minimum. The feature given by the coefficient of
variation is expected to be minimized, as it is related to
risk. The available time series consists of 39 samples
(T = 39): t = 1980, . . . , 2018.

To minimize prediction error, we performed prelimi-
nary adjustments before determining the parameters of the

Table 1: Comparison of rankings obtained from three different strate-
gies.

Year Ranking 1st 2nd 3rd 4th 5th

Features Benchmark f∗ a5 a4 a3 a1 a2

2013–2018 Prediction f̂ a5 a4 a3 a1 a2

2012 Current gc a4 a5 a1 a2 a3

2013 Reference g∗ a4 a5 a1 a2 a3
Prediction ĝ a4 a5 a1 a2 a3

2014 Reference g∗ a4 a5 a1 a2 a3
Prediction ĝ a4 a5 a1 a2 a3

2015 Reference g∗ a5 a4 a1 a3 a2
Prediction ĝ a5 a4 a1 a2 a3

2016 Reference g∗ a4 a5 a1 a3 a2
Prediction ĝ a5 a4 a1 a2 a3

2017 Reference g∗ a4 a5 a1 a3 a2
Prediction ĝ a5 a4 a1 a3 a2

2018 Reference g∗ a4 a5 a1 a3 a2
Prediction ĝ a5 a4 a1 a3 a2

Features 2007–2012 g a5 a4 a1 a3 a2

RLS algorithm obtaining: the forgetting factor was 0.99
for signals of criterion 2 and 0.90 for signals of criteria
1 and 3. Additionally, we used two parameters (w). The
weights of the PROMETHEE II criteria were determined
to be equal for all criteria: γiℓ =

1
9 , ∀i, ℓ.

We consider a situation in which the decision should
be made in 2012 (i.e., suppose the time series are avail-
able from 1980 until 2012); thus, we can use data for
2013 to 2018 as benchmark for assessing the proposed
strategy. Therefore, the ranking provided by the pro-
posal (represented by f̂) is obtained by considering the
tensor H ∈ Rn×m×T , where n = 5, m = 3, T = 33
(t = 1980,. . . , 2012), as input for the prediction step. The
output is a tensor of predicted values P̂ ∈ R5×3×q, where
q = 6, i.e., the prediction is for t = 2013, . . . , 2018. The
tensor P̂ ∈ R5×3×6 is used as input for Eq. (3) - (7), to
obtain f̂.

We compare the ranking of features using prediction
data f̂ with five other rankings obtained from different
approaches: (1) A benchmark f∗ – this ranking is ob-
tained using actual data of the years t = 2013, . . . , 2018
to structure the tensor P∗ ∈ R5×3×6 and used as input for
PROMETHEE II extension, Eq. (3) - (7). Note that f∗ is
the f̂ ’s benchmark since, if the RLS algorithm provides
good predicted values (low prediction error), f̂ should be
at least similar to f∗; (2) The classical approach used in
MCDA, herein denoted by the current ranking (gc) – this
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Table 2: Feature tensor of the prediction signals, the matrix of current data, and feature tensor of the signals from 2007 to 2012.

ai

Feature tensor of the prediction signals S H Feature tensor of the past data signals T
Average S.C. C.V. Current data Average S.C. C.V.

c1 c2 c3 c1 c2 c3 c1 c2 c3 c1 c2 c3 c1 c2 c3 c1 c2 c3 c1 c2 c3
Max Min Min Max Min Min Min Min Min Max Min Min Max Min Min Max Min Min Min Min Min

a1 22.7 105.6 7.2 -0.069 2.255 -0.114 0.007 0.037 0.027 23.15 97.68 7.55 23.631 91.846 7.563 -0.443 2.154 0.035 0.072 0.041 0.060
a2 20.9 131.5 7.0 -0.003 2.905 -0.078 0.012 0.038 0.021 21.28 121.68 7.32 21.733 116.333 7.229 -0.699 2.010 0.289 0.095 0.030 0.120
a3 21.4 105.6 9.8 -0.054 2.110 -0.050 0.006 0.034 0.011 21.66 98.33 9.79 22.298 93.813 8.798 -0.444 1.635 0.414 0.054 0.030 0.092
a4 22.4 97.8 4.4 -0.277 0.453 0.047 0.027 0.008 0.022 23.62 96.22 4.33 25.610 97.006 4.476 -1.036 -0.360 0.121 0.079 0.008 0.107
a5 30.1 103.9 5.4 0.149 2.011 -0.2 0.009 0.033 0.113 29.39 96.98 5.83 28.011 92.203 4.666 0.274 1.598 0.370 0.045 0.030 0.150

ranking is obtained using the matrix H ∈ R5×3, which is
structured with the data in T = 33 (the data in the year
2012), and used as input for the classical PROMETHEE
II; (3) and (4) Ranking obtained by the proposal in [14],
that will be called prediction ranking (ĝ), and its refer-
ence ranking (g∗) – to obtain the ranking (ĝ) the data
is represented as a tensor H ∈ R5×3×33, which feeds
the algorithm proposed in [14]. The output is the rank-
ing ĝ for each year t = 2013 . . . , 2018. To obtain the
reference ranking ĝ, the matrix H ∈ R5×3 is structured
with the target values (actual data) for each year, fol-
lowed by the application of the classical PROMETHEE
II method; (5) The ranking obtained using the approach
in [4], represented here by g – this ranking is obtained
using a window of past data, specifically, the last six
years’ values (t = 2007, . . . , 2012). Therefore, the ten-
sor with past data is structured as B ∈ R5×3×6, for data in
t = 2007, . . . , 2012, which is the input for PROMETHEE
II extension, Eq. (3) – (7), and the output is the ranking g.
All these rankings are shown in Table 1.

As can be seen in the first two rows of Table 1, the
rankings provided by our approach (f̂) and its main bench-
mark (f∗) are the same ones, which means the prediction
error did not affect the ranking. Besides, from Table 1, we
observe that f̂ is very different from gc since all alterna-
tives are in a different position. Such differences can be
explained with the aid of Table 2, which shows the ten-
sor with features of the predicted values S ∈ R5×3×3 (the
features of the predict signals), as well as the matrix of
current values, H ∈ R5×3. Let us focus on the values of
the Alternatives 1 and 3 (which are ranked differently in f̂
and gc). From matrix H, one can note that a1 outperforms
a3 for all criteria. In contrast, by analyzing the features
obtained from the predicted signals, a3 presents lower co-
efficient of variation for all criteria. Also, in the feature of

S related to the average, a3 is equal to a1 in c2. Thus, in
the classical approach in MCDA, many essential decision
elements are disregarded, even if they brings valuable in-
formation.

Moreover, it is interesting to note from Table 1 that
even when ĝ and f̂ are obtained using predicted values, the
introduced approach brings additional information to the
problem, which, in turn, may lead to different rankings,
which may be more suitable in a given situation. For in-
stance, a1 ranks fourth in f̂; however, it always ranks third
in ĝ and g∗. These results show in practice the discussion
presented by Figure 1.

Continuing the analysis of Table 1, it is noteworthy that
g , f̂, as evidenced by the change in positions of a3 and
a1. Table 2 presents the tensor T containing the features
calculated from the past samples; this tensor is obtained
according to Eq. (2), but using B (tensor with past data)
as input. From this table, we observe why a3 and a1 are in
different positions in g and f̂. From S, we see that, for the
feature given by the average, the value of a1 is equal to the
value of a3 for c2. In contrast, in T , the value of a3 in c2 is
worse than the value of a1 for c2. Also, in S, a3 presents
a lower coefficient of variation for all criteria than a1. In-
stead, in c3 from a3 (in T ), the coefficient of variation is
worse than in a1. Therefore, in a six-year window, the
signals show a change in their behavior. Such a behavior
points out that the proposed approach was able to provide
a meaningful even when there are abrupt changes in the
average, tendency or variance.

We conducted further analysis of our proposal by elab-
orating Table 3, which includes different methods of adap-
tive prediction and MCDA tensor aggregation. Rankings
f∗ and f̂ were obtained as previously explained. To obtain
ranking f̂NLMS we applied NLMS, instead of RLS, in the
prediction step. Rankings fT∗, f̂T

, and f̂T
NLMS were gener-
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Table 3: Comparison of rankings obtained using NLMS and RLS as
prediction methods, and the TOPSIS extension proposed by [4] and
PROMETHEE II extension as MCDA methods.

MCDA Prediction Ranking 1st 2nd 3rd 4th 5th

PROMETHEE II
Benchmark f∗ a5 a4 a3 a1 a2

RLS Prediction f̂ a5 a4 a3 a1 a2

LMS Prediction f̂NLMS a1 a2 a3 a4 a5

TOPSIS
Benchmark fT∗ a2 a5 a3 a1 a4

RLS Prediction f̂T
a2 a5 a3 a1 a4

LMS Prediction f̂T
NLMS a3 a1 a5 a2 a4

ated using the TOPSIS extension proposed in [4] instead
of the PROMETHEE II extension. The input data used
were the actual data, prediction data obtained from RLS,
and prediction data obtained from the NLMS algorithm,
respectively. It’s important to note that the ranking fT∗ is
the benchmark for rankings f̂T

, and f̂T
NLMS .

The first remark of Table 3 regards the prediction rank-
ings generated using NLMS and RLS with both MCDA
methods. The NLMS performs worse than RLS, as evi-
denced by the discrepancies f̂NLMS , f∗ and f̂T

NLMS , fT∗.
The second observation is that both MCDA methods per-
formed well in achieving the same ranking as their respec-
tive benchmarks, f̂ = f∗ and f̂T

= fT∗, when RLS was used
for the prediction data. Moreover, the obtained rankings
using PROMETHEE II and TOPSIS differ, f∗ , fT∗, high-
lighting the importance of developing multiple methods
for aggregating tensors, as previously discussed in the In-
troduction of this work.

5. Conclusion

This study presents an approach to support multiple cri-
teria decisions using tensorial structures, an adaptive pre-
diction algorithm, and a variant of the PROMETHEE II
method to obtain a ranking of alternatives. The new ap-
proach was tested in a numerical experiment using real-
life time series. We compare the ranking obtained with
our proposal with the rankings obtained from other strate-
gies. Such an analysis suggested that our proposal was
able to capture temporal information of the prediction sig-
nals that is meaningful in many decisions processes. The
proposed approach provided a proper ranking even in a
nonstationary scenario in which the criteria present sig-
nificant variations over a short time interval.

Moreover, we used different prediction methods for
comparison, and RLS performed better than NLMS. Ad-
ditionally, we compared the ranking obtained from the
PROMETHEE II extension with the ranking obtained us-
ing a TOPSIS extension proposed in a previous study, and
both rankings achieved their benchmark. However, they
differed from each other due to their distinct characteris-
tics.
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