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Abstract—In the context of the ‘selfish-mine’ strategy pro-  blockchain which is maintained by a community of partici-
posed by Eyal and Sirer, we study the effect of propagation pants, known asniners
delay on the evolution of the Bitcoin blockchain. First, we e ) ) . .
a simplified Markov model that tracks the contrasting statesof It can happen that different miners have different versions
belief about the blockchain of a small pool of miners and the Of the blockchain, something which occurs because of prop-

‘rest of the community’ to establish that the use of block-hding ~ agation delays, see Decker and Wattenhaféer [1]. For Bitcoin
strategies, such as selfish-mine, causes the rate of prodiact of to be able to function, it is essential that these inconscsés
orphan blocks to increase. Then we use a spatial Poisson pess  are resolved within a short timescale. We are interestedw h
model to study values of Eyal and Sirer's parametery, which  the inconsistencies arise and how they are resolved (1) when
denotes the proportion of the honest community that mine ona 4 participants are acting according to the Bitcoin prolpc

previously-secret block released by the pool in response the 5, o) \when a pool of participants is using the ‘selfish-rnine
mining of a block by the honest community. Finally, we use trat d by Eval and Sirr [2
discrete-event simulation to study the behaviour of a netwidk strategy proposed by Eyal and Siref [2].

of Bitcoin miners, a proportion of which is colluding in using .
the selfish-mine strategy, under the assumption that theresia  A. The blockchain

pr::i(?]p‘)::gation delay in the communication of information between At the heart of the Bitcoin system is the computational
’ process calledmining which involves the solution of a

Keywords—Bitcoin, blockchain, block hiding strategies, honest computationally-difficult cryptographic problem. Bitcoimin-

mining, selfish-mine. ers receive copies of all transactions as they are generated
They examine the blockchain to investigate the history of
. INTRODUCTION the bitcoins involved in each transaction. If the proposed

transaction has sufficient bitcoin credit, then it is aceddbr
Iﬁ\ncorporation into the block that the miner is currently kiog
on.

Bitcoin is a peer to peer electronic payment system i
which transactions are performed without the need for araknt
clearing agency to authorize transactions. Bitcoin users c
duct transactions by transmitting electronic messagestwhi Each transaction is identified with a double SHA-256
identify who is to be debited, who is to be credited, and wherédash. Miners gather transactions together and use thdiebas
the change (if any) is to be deposited. together with the hash that is at the current head of the
. . . blockchain, as inputs to the cryptographic problem. If aenin

Bitcoin payments use Public Key Encryption. The payersy,.cooqs in soIvFi)ng the probl)g?”n,git ig sairt)j to hamimeda
and payees are identified by the public keys of their Bitcoinyq .\ that contains records of all the transactions thagvpeart
wallet identities. Each Bitcoin transaction is (_ancryptefcda .of the calculation. The miner receives a reward (currenfly 2
broadcast over the network. Suppose you receive a traﬂsac“bitcoins) for accomplishing this, along with a small tractsan

from Mary. If you can decrypt Mary's message using herg,o oainered from each transaction in the block.

public key, then you have confirmed that the message was

encrypted using Mary’s private key and therefore the messag The process works as follows. A minéd computes a

indisputably came from Mary. But how can you verify that block hashh over a unique ordering of the hashes of all the

Mary has sufficient bitcoins to pay you? transactions that it is intending to incorporate into itxtne

The Bitcoi " | thi bl b ifvi block B. It also takes as input the block solutien_; at

¢ et' lcoin- sys gmd ?0 Ves 'Sd ptro temt y velrll ﬂntghthe head of its current version of the blockchain. Denoting
ransactions in a coded form in a data structure calle €oncatenation of strings by the symbel the cryptographic
The work of Anthony Krzesinski is supported by the Researchnglation ~ problem thatM has to solve is: compute a SHA-256 hash

of South Africa (Grant specific unique reference number (JUB3965) and

Telkom SA Limited. s; = hashin +h +s;_1), 1)

The work of Peter Taylor is supported by the Australian Rese&ouncil i .
Laureate Fellowship FL130100039 and the ARC Centre of Eewmet for ~ SUCh thats; has at least a specified numbeof leading zeros

Mathematical and Statistical Frontiers (ACEMS). wherex ~ 64. The stringn is a random “nonce” value. I§;
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does not have at least leading zeros, then is updated and
s; is recomputed until a solution is found with the required
number of leading zeros.

Once mined, the new block is communicated to the mem-
bers of the peer network and, subject to the fine detail of the
rules that we shall discuss in the next section, the new block
is added to the blockchain at each peer. The blockchain thus
functions as a public ledger: it records every Bitcoin pagtme
ever made.

The objective of the designers of the Bitcoin protocol was
to keep the average rate at which blocks are added to the
long-term blockchain at six blocks per hour. To this end, the
value of z, which reflects the difficulty of the computational
problem inherent in[{1), is adjusted after the creation ahea
set of 2016 new blocks. If the previous 2016 blocks have been
created at an average rate faster than six blocks per haur, th
the problem is made more difficult, if they have been created a
a slower average rate, then it is made less difficult. Theceffe
is that the difficulty varies in response to the total amount o
computational power that the community of miners is apgyin

The test of whether a particular hash has the required
number of leading zeros is a success/failure experimensgho
outcome is independent of previous experiments. Thergfore
the number of experiments required for the first success is
geometrically distributed and, given that the individuatcess
probabilities are very low and the time taken to perform an
experiment is correspondingly very small, the time taken to
achieve a success is very well-modelled by an exponential
random variable. It is thus reasonable to model block aveati
instants as a Poisson process with a constant rate of six per
hour.

The difficulty of a sequence of blocks is a measure of
the amount of computing effort that was required to generate
the sequence. This can be evaluated in terms of the numbers
of leading zeros that were required when the blocks in the
sequence were created. When Bitcoin was started, minegs use
PCs to solve the cryptographic puzzle and earn bitcoins. The
difficulty of the puzzle was increased to limit the rate of
producing bitcoins. Miners started using the parallel pssing
capabilities of Graphical Processing Units (GPUs) to solve
the cryptographic puzzle. The difficulty of the puzzle was
increased again. Miners started using General Progranemabl
Field Arrays (GPFAs). The difficulty was increased yet again
Today miners use Application Specific Integrated Circuit
(ASIC) computers.

Miners communicate by broadcasting newly-discovered
blocks via a peer-to-peer network. Each miner maintains its
own version of the blockchain based upon the communications
that it receives and its own discoveries. The protocol is
designed so that blockchains are locally updated in such a
way that they are identical at each miner or, if they diffbert
the differences will soon be resolved and the blockchairils wi
become identical. The way that this process works is exgthin
in the next subsection.

B. Blockchain rules

The material discussed here is obtained from [3]. firtaén
branch of the blockchain is defined to be the branch with
highest total difficulty.

Blocks. There are three categories of blocks

1)

2)

3)

Blocks in the main branch: the transactions in
these blocks are considered to be tentatively
confirmed.

Blocks in side branches off the main branch:
these blocks have tentatively lost the race to
be in the main branch.

Blocks which do not link into the main
branch, because of a missing predecessor or
nth-level predecessor.

Blocks in the first two categories form a tree rooted
at the very first block, which is known as tlgenesis
block linked by the reference to the hash of the
predecessor block that each block was built upon. The
tree is almost linear with a few short branches off the
main branch.

Updating the blockchain. Consider the situation
where a node learns of a new block. This block could
either be mined locally or have been communicated
after being mined at another node. The actions that
the node takes are to:

1)

2)

3)

4)

Reject the new block if a duplicate of the

block is present in any of the three block

categories mentioned above.

Check if the predecessor block (that is, the
block matching the previous hash) is in the

main branch or a side branch. If it is in neither,

query the peer that sent the new block to ask
it to send the predecessor block.

If the predecessor block is in the main branch
or a side branch, add the new block to the
blockchain. There are three cases.

a) The new block extends the main branch:
add the new block to the main branch.
If the new block is mined locally, relay
the block to the node’s peers.

b) The new block extends a side branch but
does not add enough difficulty to cause
it to become the new main branch: add
the new block to the side branch.

c) The new block extends a side branch
which becomes the new main branch:
add the new block to the side branch
and

i) find the fork block on the main
branch from which this side
branch forks off,

i)  redefine the main branch to extend
only to this fork block,

iii) add each block on the side branch,
from the child of the fork block to
the leaf, to the main branch,

iv)  delete each block in the old main
branch, from the child of the fork
block to the leaf,

v) relay the new block to the node’s
peers.

Run all these steps (including this one) recur-
sively, for each block for which the new block
is its previous block.



block Bj_, block B;

‘hash Si1

(EZS S P

‘ ‘ header h;_ ‘ ‘nom‘c nj1 ‘hash si

[ ][ 1L ]

\ \ header h; Hn(m(‘c n;

Fig. 1. Mining a block.

C. Blockchain dynamics

Suppose minerM; is mining block B; with hash h;
on its versionC of the blockchain which hasg;_; as its
previous hash, and computes a solutigmo the cryptographic
puzzle with noncen;. Miner M; will add B; to C and
broadcast B;, n;, h;, s;) to the network. When another miner
M;, who is also working on the blockchaifl, receives the
communication, it will compute

s = hasf(ni + h; + Sj_l).

With reference to Figurel1, ¥’ = s, then minerd/; will
add blockB; to its blockchainC, abandon the bloclB; that
it is working on and commence trying to add a block to the
chainC'B;. Any transactions inB; that are not inB; will be
incorporated into in this new block. Importantly, minels;
and M; now have identical versions of the blockchain.

The above situation can get more complicated if yet
more blocks are mined while communication is taking place,
although this would require the conjunction of two or more
low-probability events.

A rough calculation based upon the fact that it takés
seconds on average for the community to mine a block shows
that we should expect that the probability that a new block
is discovered while communication and validation of a block
discovery is taking place is of the order t.6/600 ~ 1/50,
which is small but not negligible. Given that, on average} 14
blocks are mined each day, we should expect this circumstanc
to occur two to three times each day, which accords with the
observed rate of orphan blocks [4].

D. Transaction integrity

In his seminal paper proposing the Bitcoin system [5],
Nakamoto dealt with the issue of transaction integrity. He
proposed that a vendor should wait until his/her payment
transaction has been included in a block, and theurther
blocks have been added to the blockchain, before dispafchin
the purchased goods. The rule-of-thumb that has been atlopte
is to take z = 6, which roughly corresponds to waiting
for an hour before dispatching the goods. Assuming that the
community can generate blocks at rate Nakamoto presented

The existence of propagation delays can upset the abowcalculation of the probability’, that an attacker with enough
process, because blocks can be discovered while communicgemputing power to generate blocks at rate < A, could

tion and validation is in process. Decker and Wattenhofpr [1
measured the difference between the time that a node a

rewrite the history of the payment transaction by creating a
glternate version of the blockchain that is longer than the

nounced the discovery of a new block or a transaction ang§ommunity’s version. Unfortunately, Nakamoto's calcidat

the time that it was received by other nodes for a period o
operation in the actual Bitcoin network. They observed that
median time until a node receives a block was 6.5 second
the mean was 12.6 seconds and fHgh percentile of the
distribution was around 40 seconds. Moreover, they showe
that an exponential distribution provides a reasonable fihe
propagation delay distribution.

Suppose all miners are working on the same versioof
the blockchain and minel/; mines blockB; at timet. It will
then addB; to the blockchainC' and broadcast blociB; to

all its peers. Suppose that this communication reachesrminecm

M; at timet 4 6; and that)M; has mined a block3; at time
t' e [t,t+ ;).

Miner M; now knows about two versionsB; andCpj of

fs incorrect, a fact that was observed by Rosenfeldin [6].

Let the random variabl& be the number of blocks created

Py the attacker in the time that it takes the community to

reatez blocks. Then, we can get the correct expression for the
arobability that the attack is successful by noting thatK is

the number of Bernoulli trials required to achieveuccesses,
with the success probability of an individual trial given by
p = A2/(M + A2). It is thus anegative binomial random
variable with parameter® and z.

Now, using Nakamoto’s observation that, conditional on the
acker having createl blocks when the vendor dispatches
the goods, the probability of the attacker ever being able to
build a blockchain longer than the community blockchain is
(M /X2)” ¥ if K < 2, and one otherwise, we arrive at the

the blockchain, which are of the same length. From the poinexpression in equation (1) dfl[6],

of view of Miner A;, the blockchain has split, and we can

think of the node as being in a ‘race’ to see which version of p, _ | _

the blockchain survives.

Miner M; will build on C'B; because this is the version
of the blockchain that it knew about first. However minkf;
knew aboulC B; first, and will attempt to build on this version
of the blockchain. Other miners will work on eithéfB; or

z

D

k=0

z+k—1
z—1

(

E. Selfish-mine

) (p*(1=p)* —p* (1 -p)?). (2

It follows from an analysis similar to that in Sectién1-D
that, if a group of miners control more than half of the total

CB; depending on which version they heard about first. The;omputer power, they can collude to rewrite the history ef th

‘race’ situation is resolved when the next bloBK is mined,

transactions. There might, however, be ways for a group to

say onC'B;, and communicated via the peer network. Thengain an advantage even if it does not control a majority of the

CB; B* will be longer thanC' B; and all miners will eventually
start building onCB;B*. It is then likely that the blockB;
will not be part of the longterm blockchain and it will become
an orphan block Any transactions that are iB;, but not in
B; or B*, will be incorporated into a future block.

computational power.

In [2], Eyal and Sirer proposed a strategy, called ‘selfish-
mine’, and claimed that, using this strategy, a pool of aiiig



‘dishonest’ miners, with a proportiam < 1/2 of the total com-  However, the conclusions presented If [7] concerning the
putational power, can earn a proportion greater thaof the  selfish-mine attack are not based on experimental or madelli
mining revenue. In this sense, a pool of miners collabogatin analysis.

in using the selfish-mine strategy can earn more than its fair

share of the total revenue. The purpose of the rest of this paper is to propose some

simple models that explicitly take propagation delay into
In brief, selfish-mine works as follows. When a pool mineraccount, which we can use to compare the behaviour of the
mines a block, it informs its colluding pool of miners, buttno Bitcoin network when all miners are observing the standard
the whole community of miners. Effectively, the mining pool protocol with its behaviour if there is a pool following the
creates a&ecretextension of its blockchain, which it continues selfish-mine strategy.
to work on. The honest miners are unaware of the blocks in | . hall introd d | imol
the secret extension and continue to mine and to publish thei n next section, we shall introduce and analyse a simple
mined blocks and solutions according to the standard pobtoc continuous-time MarkO\{ cha,m model ‘that tracks the comiras
ing states of belief of a ‘pool’ and the ‘rest of the communhity
The computational power available to the honest minersinder the assumption that the pool and the community are
is greater than that available to the mining pool. So, withphysically-separated so that communication between tloé po
probability one, the public branch will eventually become a and the community takes longer than communication within
long as the pool's secret extension. However it is possiblehe pool and within the community. Effectively, we assumngt th
that the secret extension will remain longer than the publidhere is no communication delay within the pool and within
branch in the short term. The mining pool is giving up thethe community. We conclude that the rate of production of
almost certain revenue that it would receive if it publislitsd orphan blocks is likely to be much higher when the pool is
recently-mined block in return for a bet that its secret blan keeping its newly-discovered blocks secret.
will become long enough for it to take short-term control of

the mining process. In the following SectiorTll, we study the value of Eyal

and Sirer's parametey in a model in which pool miners are

Specifically, if the lead happens to become two or moredistributed according to Poisson processes in the plan¢hend
then the pool can publish a single block every time that theoropagation delay between two miners is normally distedut
honest community mines a block, and publish two blocks whemwith a mean that depends on the distance between them.
its lead is eventually reduced to one. In this way the pooksor Finally, in Section[TV hall ¢ lts f
on its version of the blockchain while allowing the honest inafly, in SectionLly, we shall report resutls from a

community to be engageq ina fru_itless search for blocks tha?(')rrnnl:lgtg)igh%fnzsr:et\g&rkaogii’3\2& mlgef'a?{omgraasfﬁwene
have no chance of being included in the long-term blockchain ; pool, ag _propag Y
all miners that depend on their spatial separation. Some

The risk to the pool is that, if it has established a lead ofconclusions and further observations are given in Sefion V
exactly one by mining a blockB,, which it has kept secret,

and then it is informed that the co_rnmunity has mined a block II. A SIMPLE MARKOV CHAIN MODEL
By, the pool may end up not getting credit for the blaBk. , ) . ,
To minimise this risk, the selfish-mine strategy dictatex the In this section we shall describe and analyse a simple

pool should publish the block, immediately it hears about Markovian model that takes into account the separate states

By, The pool continues working oB,, itself, and it hopes that ©f belief of a ‘pool of Bitcoin miners’ and the ‘rest of the
at least some of the honest community will also work/gy ~ Community about the blockchain. We assume that commu-

so that the pool will get the credit faB, if an honest miner ~nication within the pool and within the community always
manages to extend it. happens faster than communication between the pool and the

o ) ) community, effectively taking the propagation delay foeth
When Eyal and Siref [2] modelled the selfish-mine strategyformer type of communication to be zero.

they included a parameter to denote the proportion of the . . ) L

honest community that work oB,, after it has been published _Such a dichotomy between immediate communication
according to the scenario described above. They deduceifthin both the pool and community and delayed communi-
that the pool can obtain revenue larger than its relative siz¢ation from pool to community and vice-versa is unlikely to

provided that be realistic. However, the model is useful because it flaist
1—v 1 the effect that block-withholding strategies have on thee ra
3_2, sas<g (3)  of blockchain splits. In the following Sectiofis]iil aGdlIV,ew

) o . shall analyse models with more realistic assumptions about
Eyal and Sirer's analysis did not, however, take propagatio communication delay.

delay into account. Since the honest community has a hea _

start in propagating3;, before the dishonest miners have even  If the pool and the rest of the community agree about the
heard about it and then there is a further propagation delaflockchain, then we denote the state (9y0). On the other
before B, reaches other honest miners, our first intuition washand, if the pool has built blocks onto the last ‘fork block’

that~ is likely to be very low in the presence of propagationWhere it agreed with the community, and the community has
delays. built ¢ blocks beyond the fork block, then we denote the state

, . ) by (k,¢). Given the mechanisms that are in place to resolve
In a survey of subversive mining strategiés [7], Courtoisinconsistencies, we would expect that staes’) for k and?

and Bahack state (provisionally) that the claims made fogreater than one or two would have a very low probability of
efficacy of the selfish-mine strategy![2], which is one of ocourrence.

the block discarding attacks studied [0 [8], are exaggdrate



A. The pool mines honestly lattice in the directiong(1,0) (north) and(0,1) (east) and

We assume that the pool discovers new blocks at ratgvhICh contain exactly points (j, j) for j > 0.

A1, while the rest of the community does so at ratg As an example, we can see thaf3,2;2) = 4 because
with A2 > A;. Without paying attention to node locations, there are four paths
Decker and Wattenhofei |[1] observed that it is reasonable

to model communication delays with exponential random [(0,0).(1,0), (1, 1), (2,1),(2,2),(3,2)],
variables. Since an exponential assumption also helps with [(0,0),(1,0),(1,1),(1,2),(2,2),(3,2)],
analytic tractability, we make such an assumption in thit fir [(0,0),(0,1),(1,1),(2,1),(2,2),(3,2)], and
model. Specifically, we assume that the time that it takes to [(0,0), (0,1), (1,1), (1,2), (2,2), (3,2)]

communicate a discovery of a block from the pool to the
community and vice-versa is exponentially-distributedhwi that link the origin to(3, 2), containing two points of the form
parameten: > . (j,7) for 5 > 0.

If the system is in a staték, ¢) with k £ ¢, then it returns With n(k,¢;i) = 0 for ¢ > min(k,¢), n(k,0;0) =
to state(0, 0) once communication has occurred, because then(0, ¢;0) = 1 for all k,¢ > 0, then(k, ;) for k¢ # 0 are
the pool and the community will agree about the new stategiven by the recursion
of the blockchain. However, ik = ¢ > 1, then the pool and

the community have different, but equal length, versions of n(k, &)
the blockchain and will continue mining on the blockchain as = I(k=0)nk—-1,6i—1)+n(k 10— 1)]
they see it. The system therefore remains in staié:) until + I(k#0)[nk—1,64)+n(k, £ —1;i)]. (11)
a new block is discovered. ) . )
For1 < i < k, the numberd’(k,i) = n(k, k;i) are known
The Markov model has transition rates in the literature. They give the number Girand Dyck paths
from (0,0) to (2k,0) that meet thex-axis i times, which is
a((k,0), (k+1,6) = A, k=00 (4) a sim(ple 2[rans(formzaltion of our definition. An expression for
q((k,0),(k,L+1)) = Xy k>0,£>0 (5)  these number$9, Equation 6.22] is
q((k,0),(0,0)) = p, k#L (6) i Qkfi)
q((k,0),(K',¢)) = 0, otherwise. (7) T(k,i) = % (12)
—1

The first two types of transition, reflected ifl (4) arid (5)’For k # ¢ the numbersn(k, ) do not appear in the

oceur Whgn the pooll(respectlvely the communl'gy) mine aEncycIopedia of Integer Sequencesl[10], and we are not aware
block, while the third, in(B), occurs once communicatioss ha of a previous instance where they have been used. However
occurred when the chain is in a staté, () with k # ¢ in a private communication, Trevor Welsh [11], produced an

This latter rate is a simplification of what could have been : R
assumed: iffk — ¢| > 2, there are multiple communication expression fon(k, £; i) with k 7 £. He showed that, fok > £,

tasks in progress, reporting the ldst— ¢| block discoveries (k— 0+ Z-)zi(k+€—i)
in the longest branch and it is only when the communication — n(k, 6;4) = n({, k;i) = P 2
reporting the discovery of the final block on the longest bran ) _ ) !
arrives that the state of the system returng@c0). For the ~ Which generalises (12) in an elegant way.

sake of tractability in this simple first model, this is thelyon With the numbersu(k, £;7) in hand, we are in a position

transition that we have taken into account. As we observeg, yite down the stationary distribution of the Markov ahai
above, states withk — ¢| > 2 have a very low probability of

occurrence and we can expect that this modification will not Theorem 2.1:The stationary distribution of the Markov

(13)

have a great effect on the stationary distribution. chain defined above has the form
The equations for the stationary distribution are 7(k, £) = 7(0,0)AF \S
oo o0 min(k,¢) Noi (k+0—1
(Jk =€ +4)20("F. )
= : (14
7(0,0) (A1 + X2) ;;ﬂk,mm A0, (8) ; Tl T ) On e e 44
for k # ¢, wherew(0,0) is determined by normalisation.
7k, ) M+ +p) = w(k—1,0 Ik >0) Proof: The result is established by usirig(11) to verify
v (kL= DAI(£>0)  (9) that [14) satisfied {8)[(9) and{10). O
and. fork — ¢ For the case wherey, = 0.6/hr, A2 = 5.4/hr (which cor-
' o responds to the pool having% of the processing power) and
m((k,0) (M + X)) = 7w(k—1,0MI(k>0) w = 285/hr, corresponding to Decker and Wattenhofer’s [1]

+ w(k, L —1)AI(¢ > 0). (10) observed average communication delayl8f6 seconds, the

values ofr(k, ¢) for k,£=0,...,3 are given in Tabléll.
To express the solution of these equations, we need to define
a functionn(k, ¢;4) which denotes the number of paths that
start at the origin and finish &k, ¢), take steps on the integer

We see that the pool and the community agree about the
blockchain 97.5% of the time, the community has a block that
the pool is yet to hear about for about 1.8% of the time, the



TABLE |I. THE STATIONARY PROBABILITIEST(k, £) FOR

k.0 =0, ....3, WHEN THE POOL MINES HONESTLY Since we have assumed that communication is instanta-

neous within the pool and community, but takes time from

(()kyf) 090757 03181 020 o5 030003 one to the other, Eyal and Sirer's parametethe proportion

1 00020 0.0037 00001 0.000b of the honest community that mines on the pool’s recently-
2 0.0000 0.0000 0.0000  0.0000 released block when the state(is 1), is equal to zero. Thus,

3 0.0000 0.0000  0.0000  0.000p when the state i§1,1), a new block will be created on the

pool's leaf at rate\; and on the community’s leaf at rafe.

pool has a block that the community hasn't heard about for If the pool has a lead that is greater than or equal to three
0.2% of the time, while the pool and the community have(@ rare occurrence), it does nothing until it is notified oé th
versions of the blockchain with a single different final oc discovery of a block by the community. It then publishes its
about 0.4% of the time. All other possibilities have a stadiey ~ first block. However, since the pool and the community will
probability less thanl0—3, which supports the intuition that Still keep working on the blocks at the ends of their respecti
splits in the blockchain with branches of length greatentha branches, this does not affect the state of the system, and
one occur with low probability. therefore we puy((k,£), (0,0)) = 0 when¢ <k —2.

Each time that the blockchain is in a state 1) and a If the pool has a lead of exactly two and it is notified of
new block is mined, approximately one orphan block will bethe discovery of a block by the community, the system moves
created. This is because the new state will becgine) or  to state(2,1) (or, indeed, the very unlikely stat¢s, 2), (4,3)
(2,1) and, with high-probability, no other state change will €tc.), and then the pool will publish all its blocks. Once the
occur before the successful communication returns the stat communication of the final block has occurred, the rest of the
(0,0). The block on the shorter branch will then become ancommunity will start working on the longer pool branch, thus
orphan block. With these parameter values, the rate ofioreat returning the state of the system 0, 0). When it publishes
of orphan blocks is approximately(1,1)(A; + Ao) = 0.022  blocks in this situation, the pool is ‘cashing-in’ on thedethat

per hour, which translates to an average of alvoig per day it has built up, rendering useless the work that the Communit
has been doing on its branch. This behaviour is reflectedrin ou

Readers will note that this value is much less than thayarkov model by putting((k, k—1), (0,0)) = x whenk > 2,

average number of orphan blocks that are observed each d@here the time taken to communicate a block from the pool
in the real Bitcoin network, which lies between two and three g the community and vice-versa is exponentially-distiiob

The discrepancy is explained by the fact that, in this simpl&yith parametep: > Xo.

model, we have assumed instantaneous communication within

the pool and within the community. We have not counted Finally, we havey((k, ), (0,0)) = 1 whenk </, because
orphan blocks caused by communication delays within thé poghe honest miners always publish blocks that they discavef,
and within the community, which occur in the real network. the pool has no choice but to build on the community's version
However, we believe that the model still has interest begaus Of the blockchain if it is longer. As above and in Section 1I-A
as we shall see in SectiénII-B, it can be used to demonstrai&e are taking into account only the communication that repor
that the rate of production of orphan blocks becomes muckhe discovery of the final block in the community’s chain in
higher if the pool is using a block-hiding strategy such asaSsigning this transition rate.

selfish-mine. Our model of the state of the blockchain when the pool is
using the selfish-mine strategy has transition rates
B. The pool uses the selfish-mine strategy
hat th I o fish q((k,0),(E+1,£)) = M\, k>0,£>0, (15
Now we assume that the pool is using the selfish mine O (k 1 _ > > 16
strategy described by Eyal and Sirer i [2]. As in the model a((k ), (k, £+ 1)) Az, 20,620, (16)
of SectionII-A, we assume that the pool discovers blocks at q((k,0),(0,0)) = p, k<4, (17)
rate \; and the community discovers blocks at rate with q((k,k —1),(0,0)) = p, k>2, (18)
A1 < Ao, independently of the state. q((k,0),(K',0))) = 0, otherwise. (19)

Under the selfish-mine strategy, the pool does not necesrhe equations for the stationary distribution are
sarily publish blocks immediately it discovers them. Ratlite o oo
keeps them secret until it finds out that the community has _
discovered a block, and then publishes one or more of its m(0,0) (d1 +As) Z Z m(k, Op

blocks in response to this news. Most commonly, this will k:owzk“
occur when the pool has a single blogk, that it has kept Lk

. D iy -1 20
secret from the community and then it is notified that the * k,gﬁ( ’ . (20)

community has discovered a blod®,. The pool's response
to this news is immediately to publisB,, hoping that some for >k,
of the community will mine on it. Whether or not this happens, _ _
the pool will keep mining on its own version of the blockchain (ks 6) (Ao =+ p1) mk = 1,01 (k > 0)
The situation resolves itself when the next block is disceste + (k€= 1)AI(£>0), (21)
and the state becomes eith@; 1) or (1,2), in which case, for ¢ = &,
with high probability, the state will revert td0,0) once
communication has taken place. m(k, £) (A +X2) = 7(k—1,0MI(k>0)
+ 7wk, —DAI(£>0), (22)



TABLE II. T HE STATIONARY PROBABILITIEST(k, £) FOR . EYAL AND SIRER'S PARAMETER~Y

k,£=0,...,3, WHEN THE POOL MINES SELFISHLY
FOT 0 I > 3 In the model of SectiofJll, we assumed that the pool
0 08177 0.0121 0.0002  0.000p and the community were remote from each other, so that
1 00818 00749 00011  0.000p communication within the pool and within the community
2 0.0082 0.0002 0.0003 0.000p Id effectively b id d to be instant hil
3 00008 00008 0.0000 0.0000 could effectively be considered to be instantaneous, while

communication between the pool and community incurred
a delay. This is clearly unrealistic. Indeed, it is likelyath

fort =k —1, the miners of the pool are distributed throughout the honest
community and that there is delay in communication between
m(k, )M+ A +p) = 7w(k—1,0MI(k>0) any two miners, whether they are both in the pool or not.
+ w(k, E=1)rI(¢>0) (23) To illustrate the type of approach that can be taken to
and, for¢ < k otherwise, model this situation, we shall make some assumptions about
the spatial relationships and the communication delays be-
m(k, 0) (M +A2) = w(k—1,0M tween pool miners and miners in the honest community, and

+ w(k, £ —1)XI(£>0). (24) derive some insights about the behaviour of the blockchain.

. _ . . _ While the assumptions would need to be varied to reflect the
Like the Markov chain in SectidnII3A, this Markov chain has characteristics ofpa mining pool in the actual Bitcoin neto
countably-many states put, unllkg the former (_:haln, it doe$ye pelieve that the insights hold in general.
not appear to be possible to write down a simple closed-
form expression similar td_(14) for its stationary disttiom. Specifically, we assume that the pool miners are distributed
However, as we observed in respect of the model of Sectiogccording to a spatial Poisson point procéss= {X;} with
[I=A] the stationary probabilities decay very quickly torge constantintensity > 0 over the same regioR? that contains
as k and ¢ increase, and we can get a good approximatiorihe honest miners, sb can be considered a random set of pool
by truncating the state space and augmenting the transitioniner locations{.X;}. The Poisson process is widely used for
rates in a physically reasonable way so that the Markov chaifitochastic models of communication networks, for example,
remains irreducible. To get the results that we report belowthe positioning of transmitters [12]. Although we restriatr-
we truncated the state space so that only statesiwitti < 6 Selves to Euclidean spat¥ for illustration purposes, Baccelli,
were considered and solved the resulting linear equations iNorros and Fabien [13] introduced a general framework using
Matlab. For the same parameters that we used in the modBoisson processes to study peer-to-peer networks, whish wa
above, Tabld ]l contains the stationary probabilities foe t then later used by Baccedt al.[14] to study the scalability of
subset of these states where/ < 3. these networks. It has been remarked [13]} [14] that thesPois

o process in this model can be defined on other spaces more
We see now that the blockchain is in a state where theitaple for studying networks such as hyperbolic spack [15
pool and the community agree for only 82% of the time. Foryhich offers a possible avenue for further research.
about 8% of the time, the pool is working on a block that it

has kept secret and, for another 7.5% of the time the pool and Furthermore, we assume that the communication delay
the community have separate branches of length one. As weetween two Miners)/; and M;, whether pool or honest,
observed in SectioR IIIA, each time that the blockchain is inthat lie a distanced;; apart is normally distributed with
state(1,1) and a new block is mined, an orphan block will @ meankd,; proportional to this distance and a constant
eventually be created. Also, each time the pool publishes ¥ariances?, independently of other transmission delays. This
block in response to the community finding a block, a furtherdssumption does not contradict Decker and Wattenhofer [1]
orphan block is created. The conditions for the latter evenwho modelled theunconditionalcommunication delays with
occur with a probability of the order d0—*, and we therefore €xponential random variables.

see that the rate of creation of orphan blocks if the pool is  The quantity that we are interested in is Eyal and Sirgi's [2]
playing the selfish mine strategy is approximately, 1)(A1+  proportion~ of the honest community that mines on a block
Az) = 0.4494 per hour, which is about0.8 per day. released by the selfish-mine pool in response to the honest

Comparing with the similar calculation in SectibiTl-A in community publishing a block. With reference to Figlire 2, we
which the same parametebs, X\, and x led to a rate of are mtere_sted in analysing thg communication between two
creation of orphan blocks @5 per day, this illustrates that the honest Miners), and M, that lie a distancel;, from each
increased rate of orphan block creation has the potentiakto Other. Miner)s; is the pool miner for which the length of the
used as a diagnostic tool as to whether there is a pool of minePath between\/; and M, via Mj is minimised. Denote the
that have adopted the selfish-mine strategy. Specificaily, t (random) distances betweéd; and M3 and M3 and M by
community can monitor whether a significant proportion @ th D13 and Ds; respectively.

miners is using any type of block-hiding strategy by looking  consider the situation where the pool has discovered a
for increases in the rate of production of orphan blocks. Iny|ock B, that it has kept secret from the honest community and
particular, it would be possible to detect the presence of ghen honest Minet\/; subsequently discovers and publishes
pool of miners implementing the selfish-mine strategy s thi 5 plock B,,. The selfish-mine strategy dictates that Midé}
way. should releaseB,, immediately it receives;, from M;. We
are interested in the probability that the other honest Mide
will receive B, beforeB;, because, with equal length branches,
it will then mine on the branch that it heard about first.



Fig. 2. P(D > z)
ellipse withz1s + x3

is the probability that no pool miner is located in the
2 = .

Making the further assumption that Miné#s; requires no

TABLE IlI. V ALUES OF7 FOR DIFFERENT VALUES OFd12 AND v.

(diz,0) 0.4 0.8 12 16
1 0.0341 0.0654 0.0042  0.120
4 0.2034 03144 03779  0.416p
8 0.3687 0.4505 0.4758  0.486(
12 0.4430  0.4835 0.4925  0.4958
where
1
-1 2 4 11/2 2 \1/2
A7 (w) = —=([(8w/m)* + diy)"/* + di,) /2. (32)

V2

It is clear thaty depends otk ando only through the ratio
k/o. Taking this ratio to be equal to 50, TaHlellll presents
some values ofy as the distancel;> betweenM; and M,
and the densitys of pool miners are varied. We see that, as
dy12 increases, the value of approaches its theoretical limit

time to process the information that a block has arrived fronpf 0.5. The rate of convergence is fasteruifis larger, but

M; and release&B, (which could be varied)y is effectively
the probability that communication from/; to M3 and then
M5 to M, occurs faster than direct communication fravy
to Mos.

Again with reference to Figurlg 2, Miné¥/; is chosen so
that the distancédd = D3 + D3, is minimal amongst all of
the pool miners. This means that, for any D, there is no
pool miner in the ellipse whose foci are the locations of lsbne
Miners M, and M, (taken to be at—d;2/2,0) and(d12/2,0)
respectively) and semi-axes

a=g. b= %(a@_d%g)l/?. (25)
Hence
P(D>zx)= erA(Z), T > dyo, (26)
e Alw) = (@ = )"V (27)
is the area of the ellips€ (R5). It follows that
Fp(zx)=P(D<z)=1- e_”A(””), T > dya. (28)

Conditional on the random distancé&s; and Ds», the trans-
mission timesl; s and T3, are independent and normally dis-
tributed with mean& D13 andk Dss respectively and common
variancer?, and therefore the differenc® = Ty3+T52—T}2 iS

a normally distributed random variable with melfD — d;2)
and varianc&a?. Since the triangle inequality ensures that the
mean ofA, k(D — dy2) is nonnegative, we immediately see
thaty = P(T < 0) is less than or equal t0.5. Furthermore,

k(d\l/%; x)) ’

where @ is the distribution function of a standard normal
random variable. Integrating with respect to the probgpbili
density of D derived from [[2B), we see that the probability
that the honest Mined, receivesB,, before By, is given by

F=v | A)e @ (Ld” — x)) dz.
dra V3o

A change of variablew = A(z) results in a numerically
tractable Laplace transform

5= V/ e "o (k(
0

P(A<O0D=1)=® ( (29)

(30)

dig — A~ (w))
V30

) dw, (31)

the parametef is more sensitive to the distande, between
honest MinersM; and M, than it is to the intensity of the
Poisson process of pool miner locations. The intuition behi
this is that, whenl;, is large, there is a high probability that
there will be a pool miner close to the straight line between
Miners M; and M- even if the value of’ is only moderate.

This effect is illustrated in Figurgl 3, which presents an
example whered;s = 12 and v = 0.4. Honest Miners
M; ® and M, ® are located at the poin{s-6,0) and (6, 0)
respectively. The round circles are the locations of pool
miners, and the marked pool mineris the pool MinerM3,
that minimises the distande;s + Ds». Note that, even though
the pool miners are not densely packad; lies very close to
the straight line between/; and M.

Under the assumptions of the model, the above analysis
calculates the probability that the pool mingf; closest to
the straight line between honest Minegvs and M, succeeds
in transmitting B, to M, before M, directly receivesB;,.
Miner Msj is the pool miner with the highest probability of
succeeding in this transmission. However, there might herot
pool miners that have a round-trip distance that is not much
further than that vial/3, and a complete analysis should take
into account the possibility that one of these miners swtsee

2
4

—6-

Fig. 3.
v =0.4.

An example simulation of the Poisson model witty = 12 and
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Fig. 4. A simulation where the pool node with the shortest round trip
time is not the pool node that lies closest to the straight line betwekfy
® and My <; dig = 12 andv = 0.2.

when M3 does not. Such a situation is illustrated in Figure 4,
where the Minei\/5 closest to the straight line between Miners

TABLE IV. V ALUES OFy FOR DIFFERENT VALUES OFd12 AND v.

(di2,v) 0.4 0.8 1.2 1.6

1 0.0347 0.0678 0.0992 0.1292
4 0.2298 0.3914 0.5081  0.5946
8 0.4891 0.6937 0.7955  0.853p
12 0.6695 0.8372 0.9018 0.9336

Proof: We can writeT; = kD; + E; where the sequence
{E;} consists of i.i.d.N(0,20?) random variables, indepen-
dent of the sequencéD;}, where, in the theory of marked
point process, each; is referred to as a random mark. By the
Marking Theorem([16, page 55], the two-dimensional process
(D;, E;) is also a Poisson process, with intensity measure on
rectangles of the fornfa, b] x (—oo, y| given by

Ap.p(a,b,y) = vd (ﬁ) /: A(z)dz,

and the Poisson nature of the proc¢%s} follows again from

the Mapping Theorem [16, page 17]. To get the expression
(34) for the intensity measure dff;}, we condition on the
possible value ofD; that leads to a given value @f;. O

The probability that the pool block released by will

M, and M, is not the miner that had the smallest value of thereachM, before the block published by/; is the probability

round-trip propagation delay.

More precisely, instead of calculating the probabilityttha
the communication time via the pool nodé; that minimises
the round-trip distance is less than the direct transmissio
time, we should calculate the probability that the minimum

of the communication times via all the dishonest nodes & les

than the direct transmission time. Based upon our assungptio
that the dishonest nodes are distributed as a spatial Poiss
process and that transmission delays are normally-diséil
the following result helps with this calculation.

Let p(y) denote the distance from honest minkf; to
miner M, via an intermediate node locatedsate R2. Then
the distances

{Di} = {p(Xi) : X; € ¥}

from Miner M; to Miner M via dishonest user§X,;} = ¥
form a point process on the infinite internal -, oo) and the
following lemma is a consequence of the Mapping Theorem
see, for example, Kingman [116, page 17].

Lemma 3.1:The point proces$D;} is an inhomogeneous

Poisson point process with intensity (or mean) measurengive

by
Ap(z) == Ap ([di2, z]) = vA(z),

where A(z) is given by [27).

X Z d12 (33)

that there exists a point of the Poisson procgEg less than
the direct transmission tim&,. This latter time is normally
distributed with mearkd;» and variances2. If such a point
exists, then there will be at least one pool node where the
round-trip time is shorter than the direct time.

Conditional onT}4 = t;2, we can use Lemnia_3.2 to write
the probability of the above event as

[0]

P(Inlnn S T12|T12 = t12) =1- GXP(—AT(t12)), (35)

whereAr is given by([34). This expression can also be derived
by consideringnin 7T; as extremal shot-noise, see, for example,
Baccelli and Btaszczyszyn [12, Proposition 2.13].

Now, integrating with respect to the density ©f,, the
unconditional probability that there is a point of the rourig
process which is less than the direct transmission time is

—(u— k:d12)2) i

202
— AT(u)> du. (36)

|- en-Ar@)en (
b u — kdi2)?

! /OO ex =(
e P 202

V2o

For the same values afi; andv that were used in Table]ll,
again withk /o = 50, TableIV gives the values of calculated

via (38).

We notice first that the values ofin Table[1V are all higher
than than the values 6f depicted in Tabléll, reflecting the

1

2mo

v

1-—

We can make further use of the Mapping Theorem to obtaifact that pool nodes other than the pool node that is closest

a lemma about the Poisson nature of the round trip times.

Lemma 3.2:The point proces$T;} is an inhomogeneous
Poisson point process oft-oo,c0) with intensity measure

given by
( > dx,

(3

y— kx
V20

Ar(y):

A () =v [ A @0
12 4
where A(z) is given by [27). :

to the straight line betweeh/; and M, might lie on the path
that minimises the round-trip delay. Furthermore, we se¢ th
the values ofy are more sensitive to the densityof the pool
nodes than the values &f This makes sense because, when
the density of pool nodes is high, there are likely to be more
pool nodes, other than the one that minimises the round-trip
distance between/; and M5, that have short round-trip times.
Finally, we note that when distandg, between nodes/; and

M is high, and the density of pool nodes is also high, the
probability v can be arbitrarily high, for example exceeding



ain splits per 24 hours

0.9 whend;s = 12 andv = 1.6, even though the probability 100
~ cannot be greater than5.

The overall lesson from the analysis in this section is that, 10 e /
with randomly-varying communication delays, it is advanta o
geous for the pool to maximise the number of nodes thats I
release a secret block in response to a block being mined /
by the honest community. This maximises the probability of £ 0.1 F-
at least one of them succeeding in transmitting its release /
block to the other honest nodes before they receive thetdirecg 0.01 ko b2
communication fromi/;. 2 s

]
In fact, a similar observation can also be applied to the  0.001——tl———l——dl o — ol —0
0.001 0.01 0.1 1 10 100

honest community itself. Rather than relying on the direct £ o
communication betweerd/; and M, to occur faster than average communication delay (seconds)
round-trip communication via the pool nodes, the honest. _ ,

community could also employ intermediate nodes as relay§'9- 5 The average number of blockchain splits per 24 hours.
and there would be a good chance that faster communication

unld be achiev_ed via one_of thes_e. Analys_ing such a §ituati0A' Honest mining

using the techniques of this section is an interesting ¢urest

for future research. Figure[® shows the average numbgr) of blockchain
splits per 24 hours as a function of the communication
IV. BLOCKCHAIN SIMULATION EXPERIMENTS delay ¢, averaged over all the nodes in the network. The

o ) delay was varied from 1 msec to 100 seconds. Both axes are
We developed two blockchain simulators, one in C++ andogarithmic. Fitting a straight line to the log-log plot Yis
one in Java, the latter based on the DESMO-J simulation;) — (.2508t0-95% so that the average split rate was almost

framework [17]. We used the former to simulate a networkjinearly proportional to the average communication delay.
of 1,000 nodes. The simulation worked as follows. ) ) )
The simulation experiments showed that when the expected

e The positions of the nodes were selected uniformly acommunication delay was 10 seconds, on average 2.34 splits
random on the s€b, 1000] x [0, 1000]. were observed per 24 hours. This is roughly in agreement with

« Blocks were mined at randomly-selected nodes at théhe observations made by Decker and Wattenhofer [1] that an

instants of a Poisson process. On average, one blod verage communication delay of 12.6 seconds results in an
was mined every 10 minutes ' ' average split rate of 2.4 per 24 hours in the actual Bitcoin

network.

*  Eachnode maintained a local copy of the blockchain, Suppose there is a (hypothetical) mechanism that is invoked

e The communication delay between two nodes was avhen a block is attached to a blockchain. The mechanism
random variable sampled from a normal distributioncan simultaneously inspect the blockchains at all the nodes
whose mean was proportional to the Euclidean dis-and report if each blockchain has a single leaf and if all the
tance between the two nodes and whose coefficient dblockchains are identical: if this condition occurs ther th
variationC'V was kept constant. Note that this differed blockchains are said to ®ynchronised

from the delay model described in Sectlod Ill, where : . . .
we assumed that the normally distributed communi- Consider an instant of timg when the mechanism reports

cation delay had a constant variange In the model that the bl_ockchains are synchronised. Let o denote the
discussed in this section, the variance increases witﬂrSt time instant afterty when the mechanism reports that

the distance between the nodes.

e A total of 10,000 blocks were mined. This represents® 1000

e
70 days of mining. S o
. . . . . o 100 >
e Each simulation experiment was replicated 12 times2 /}y
and 95% confidence intervals for all performance 2 10 o
measures that we shall discuss below were computeds /M‘
. i o 1 pee
e The simulation results are generally presented belows /42;‘
in the form of plots. The plotted points are sample I S
means. Confidence interval half widths are shown & o
if they are distinguishable, otherwise they are omit- % 0.01 -yt
ted. The plotted points are connected by continuous 1
i P 0001 b———t b
curves construc_te;d from segments of c_ubu; polynomi 0.001 001 01 1 10 100
als whose coefficients are found by weighting the data _
points. average communication delay (seconds)

Fig. 6. The average dwell time.
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the blockchains are not synchronised. ltet> ¢ denote the varied from from 0 to 500, and thus the proportierof pool

first time instant aftert when the mechanism reports that computing power was varied fromto 0.5. Figure[T presents
the blockchains are again synchronised. We shall referdo ththe observed proportioh as a function ofx for several values
interval t’ — ¢ as thedwell time of the coefficient of variationC'V. The figure confirms our

Figure[® plots the average dwell time as a function of theexpectatlon that, whe@'V' > 0 and there are dishonest miners

e : » present, the ought to be positive.
average communication delay. Again, the axes are logaigthm
The figure shows that the dwell time was also almost linearly  Furthermore, the value éf increased quickly as a function
proportional to the average communication delay. of a even whenCV was taken to be quite small. This
reinforces the insight that we gained in Secfioh Il thatdese

of ?T‘:Qeni\r/:;ige?j ?nrgr?#g't‘.ﬁ‘éonr?t.ell?gén:rﬁgse%’rghfgwb ere were many possibilities for the intermediate poolejod
puts I ime unt PILS W V the probability of a communication path via one of them

and the blockchains were synchronised increased. Thegevera d i i :
dwell time exceeded 10 minutes (the average time betweel?weatmg the direct communication was unexpectedly high.

mining events) when the average communication delay was of The fact that an honest minéf; is mining on a blockB,

the order of 100 seconds. revealed by the dishonest pool does not guarantee that ¥he ne
block to be attached to the blockchaifi at nodeM; will be
B. Dishonest mining linked to block B,. If C; has two leavesB, and B, and a

) ) . ~_ block B,,., arrives from another node, thd®,.,, can attach
In remainder of this section we shall report the applicationg B or to B,,.

of our simulator to the situation where a pool of miners used -

Eyal and Sirer's selfish-mine approach [2]. The details af ou  Let I' denote the probability that the next block attached
implementation of the selfish-mine algorithm are given ia th to the blockchain at an honest node was linked to blfgk
Appendix. Figure[8 shows that the sample meand ohdicated by the

, , , points (+, x,*,0) corresponded closely with the theoretical

As in Sectior I-E, we user to denote the fraction of the yajyeT = o + (1 — a)y given by the continuous curves.
total computing capacity of the network that is controlled b
the dishonest pool, ang to denote the probability that an ;
honest miner will mine on the block,, rather thanB;,. C. The relative pool revenue
Let N, denote the total number of blocks mined by the
nest miners that were included in the blockchain at the

end of the experiment. The revenue earned from these blocks

When the communication delays are zero, according LS
Eyal and Sirer's expressiofn](3), the minimum proportion of

computing power required for profitable selfish mining range | o< peen credited to the honest miners. Dt denote the

froma: >0 (if y=1)to a>1/3 (if v =0). total number of blocks mined by the pool that were finally
We simulated the communication delays between miners ifncluded in the blockchain. Define the relative pool revenue

the network as independent normal random variables whosB = N,,/(Ny, + Np).

mean was proportional to distance between the miners and

whose coefficient of variatio6'V' was kept constant. ©'V =

0 then, by the triangle inequality, we would have expedid

to reachM, beforeB, reaches\/,, unless the three nodas,

M, and M3 are collinear, which is an event of probability zero.

This expectation was confirmed in the simulation.

Figure[® presents a map of the relative pool reveRuas
a function of the total number of miners (varied from 100 to
1,000) and the pool size as a fractianof the total number,
with the average communication delay fixed at 10 seconds. The
figure demonstrates that the relative pool revenue was tpugh
constant with respect to the number of nodes, and increased
However, if CV > 0 then B, can arrive at)M, before  with increasing values ofv. Significantly, 2 became greater
By,, and so~y will be positive. We used our simulator to than0.5 when a reached0.4, which indicates that the pool
investigate the value of as the number of pool miners was was earning more than its fair share of revenue in this region
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Fig. 9. The relative pool revenuR in networks of increasing size. . . . .
E. Dishonest mining is not profitable

Figure[12 presents the relative pool reveritias a function
of the relative sizex of the dishonest pool. The figure shows
In this section and the following sections, we follow the that for o > 0.25 dishonest mining outperformed honest min-
theme of Sectiofi ]I, and discuss how the honest miners caig. However, this does not imply that the pool incorporated
detect the presence of a pool of miners implementing thénore blocks into the main branch than it would have if the
selfish-mine strategy. Consider a network of 1,000 minersgishonest miners had followed the bitcoin rules.

with an average communication delay of 10 seconds and a Figure[I3 illustrates this by exhibiting the performance of
coefficient of variation’’V" = 0.001. both the dishonest pool and the honest miners in terms of the
Figure[10 presents the average number of blockchain splitsumbers of blocks they mined that end up in the main branch.
per 24 hours as a function of the relative siaeof the It presents the average number of blocks mined per hour by
dishonest pool. As the size of the dishonest pool increasedhe pool, by the honest miners and in total, that were indude
the average number of splits per unit time increased by ain the long-term blockchain as a function of the relativeesiz
order of magnitude. Thus the simulation has confirmed thex of the dishonest pool. The average block mining rate was
conclusion of the model that we investigated in Sedfibnatth held constant at 6 blocks per hour.
an mcreasg In thehspht rate can r;r(;]wdde_ ahmeans for the hones ¢ fig,re demonstrates that, when there is a pool imple-
miners to detect the presence of the dishonest miners. menting selfish-mine, both the pool and the honest miners wer
In a network of 1,000 nodes, assuming that all miners havavorse off than they would have been if no dishonest mining
the same computational power, each miner expects to earn avas present. The total number of blocks that the pool and
average of25 x 6/1000 = 0.15 bitcoins per hour. FigurEZ11 honest nodes incorporated into the main branch when dishone
shows that as the number of dishonest miners increased, th@ining was present was always less than the number that
honest miners earned less than the expected average of 0.wBuld have been incorporated if dishonest mining were not
bitcoins per hour. This may also afford a means for the honedqiresent.
miners to detect the presence of a pool of miners implemgntin
the gelfish-mine strategy.

D. Detecting the presence of dishonest miners

We caution that the above observation is made under the
assumption that the difficulty of the cryptographic problem
described in Sectidn TJA was held constant. In the real Bitco
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variability of propagation delay. A key observation is tifatll

5 6 ; £ pool nodes release the secret block as soon as they aredhotifie
2 —= of the discovery of the public block, the chances of one of
‘g ~ — them beating the direct commun.ication can be very high. We
s 4t ‘ total 2 \ﬁ\g\ did not study the counter-balancing effect that would odtur

j= hootal confirmed =5 all honest miners relayed the honest miner’s block in theesam
€ dishonest confirmed—e— §) way. A study of this would be an interesting topic for future
1 _honest fair share—— T h

5 L dlshonest fair share—— — researcn.

< N Finally, in Section[ TV, we used simulation to verify the

T® observations that we made in Sectibis Il 11, under giigh
different assumptions. We also were able to study the long-
term rate of block production, and hence revenue generation
under both honest mining and selfish-mine strategies an@ mak
some observations about when selfish-mine is profitable. An
Fig. 13. The average block mining rate. important observation is that, in the absence of a relamaifo

the difficulty of the mining cryptographic problem, the leng

term rate of block production will decrease if a pool of mmer
blockchain, the network would respond to an overall de@easis implementing the selfish-mine strategy. It can thus happe
in the rate of blocks being successfully mined by reducimg th that, even if the selfish pool is earning a greater proportion
difficulty of the cryptographic problem. This decreasedueal of the total revenue than is indicated by its share of thd tota
of the difficulty may itself afford a means for the honest mée computational power, it is, in fact, earning revenue at ades

0.4 0.5

to detect the presence of the dishonest miners. rate than would be the case if it simply followed the protocol
This observation makes intuitive sense, since the wholatpoi
F. Adoption threshold of selfish-mine is to put other miners in a position where they

. . . are wasting resources on mining blocks that have no chance
. Flg_ure[IJZ shows that in the ran@e< o < 0.25 there is no being included in the long-term blockchain.
incentive for a solo miner to adopt the selfish-mine strategy
since by doing so a miner will be become part of a pool that We emphasize that our models, both analytic and simula-
has a lower relative pool revenue than it would have if alltion, are idealised. It would be an interesting line for fetu
the members of the pool were honest. Moreover, in the rangeesearch to use network tomography techniques to discoger t
0 < o < 0.25, solo honest miners benefit (in terms of their topology of the actual Bitcoin network and then employ the
relative pool revenuek® = 1 — R) from the activities of the analytical and simulation techniques that we have disclsse
dishonest pool. A larger participant may already possese moin this paper to study the effect of propagation delay on the
than 25% of the network mining capacity and may be abledynamic evolution of the blockchain.
to attract miners with a promise of an enhanced pool revenue.
However, as shown in Sectién 1V-E, these miners will eara les ACKNOWLEDGMENT
than they would have earned had they remained honest, and if

they perceive this they may withdraw from the dishonest pool The authors would like to thank Maria Remerova for some

valuable comments that led to an improvement of the paper.
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APPENDIX

The pseudo-code presented in Algorithin 1 summarises the
actions of a dishonest node.

Algorithm 1 Selfish-mine algorithm at a dishonest nade

/I Initialise theblockchainat dishonest nodé
function INITIALISE
blockchain:= publicly known blocks
secretExtensior= empty; race := FALSE
mine on the last block in thblockchain
end function

/I Dishonest nodé attaches a secrdlock to its secretExtensian
function secRETINE(block Block)
appendBlock to secretExtensignns :=ns + 1
if race then
publish Block race := FALSE secretExtensior= empty
else if |secretExtensign> 5 then /I prevent runaway
publish the first unpublished block skcretExtension
end if
mine onBlock
end function

/I Dishonest nodé attaches a public/publisheBlock to its blockchain
/I The last block orblockchainhas serial numbern,,.
/I The last block orsecretExtensiomas serial numben ;.
function puBLICMINE(block BlocK
appendBlock to blockchain np :=np + 1

Ai=ns —np /I compute the lead
if A=—1then
if racethen
race := FALSE secretExtension= empty
end if

mine onBlock
else if A = 0 then
race := TRUE
publish the last (and only) block afecretExtension
secretExtension= empty; mine on blocka s
else if A =1 then
if |secretExtensign= 2 then
publish secretExtensignsecretExtension= empty
mine on blockn s
end if
else /A>1
publish the first unpublished block skcretExtension
mine on blockn s
end if

end function
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