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Abstract
Many real-world applications that focus on addressing needs of a human, require information
about the activities being performed by the human in real-time. While advances in pervasive
computing have lead to the development of wireless and non-intrusive sensors that can capture the
necessary activity information, current activity recognition approaches have so far experimented
on either a scripted or pre-segmented sequence of sensor events related to activities. In this paper
we propose and evaluate a sliding window based approach to perform activity recognition in an on
line or streaming fashion; recognizing activities as and when new sensor events are recorded. To
account for the fact that different activities can be best characterized by different window lengths
of sensor events, we incorporate the time decay and mutual information based weighting of sensor
events within a window. Additional contextual information in the form of the previous activity and
the activity of the previous window is also appended to the feature describing a sensor window.
The experiments conducted to evaluate these techniques on real-world smart home datasets
suggests that combining mutual information based weighting of sensor events and adding past
contextual information into the feature leads to best performance for streaming activity
recognition.
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1. Introduction
Advances in pervasive computing have resulted in the development of unobtrusive, wireless
and inexpensive sensors for gathering activity information, which when coupled with state
of the art machine learning algorithms are critical to the development of a wide variety of
applications. One such application area is that of smart environments where activity
information is used to monitor and track the functional status of residents. A good number of
on-going projects in smart environment and activity recognition such as the CASAS project
[1], MavHome [2], PlaceLab [3], CARE [4] and the Aware Home [5] stand testimony to the
importance of this research area. The need for the development of such technologies is
underscored by the aging population[6], the cost of health care [7] and the importance that
individuals place on remaining independent in their own homes [8]. Individuals need to be
able to complete Activities of Daily Living (ADLs) such as eating, grooming, cooking,
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drinking and taking medicine, to lead a functionally independent life. Thus automating the
recognition and tracking of these ADLs is an important step toward monitoring the
functional health of a smart home resident, which has also been recognized by family and
caregivers of Alzheimer’s patients. This is the primary motivation behind much of the
activity recognition research in smart environments.

Activity recognition (AR) is a challenging and well researched problem. The different
approaches proposed in the literature differ primarily in terms of the underlying sensing
technology, the machine learning models and the realism of the environment in which
activity information was gathered. Irrespective of the sensing technology and machine
learning model, literature is abundant with AR techniques that work extremely well on
scripted or pre-segmented sequences of activity. While this is a first step toward developing
AR, real-world deployment of these systems require AR techniques to work on streaming/
online data among other scenarios such as concurrent and interleaved activity execution.
This is also important in the context of developing assistive technologies for the elderly that
can help them in completing ADLs (such as prompting systems [9], [10]). There is a need
for online activity recognition techniques that can classify data as it is being collected which
is the basis for tracking the progress of the activity. This is a challenging problem as data
that completely describe an activity is not generally available in such situations and the
algorithm has to rely on the partially observed data along with other contextual information
to make a decision on the activity being performed.

The work presented in this paper attempts online AR on discrete binary motion sensor data
obtained from real-world smart homes. The approach classifies every sensor event based on
the information encoded in a sliding window of preceding sensor events. It explores both
fixed static window size and dynamic varying window size, along with investigating
modifications to the sliding window protocol that takes into account the temporal and spatial
relationships between the different sensors. It also encodes the context of the window in
terms of the classification probabilities of activities in the preceding window and the
previously recognized known activity. This methodology is evaluated on data collected from
three smart apartments over a period of six months. These datasets represent the activities
performed by a single resident of the smart home. One of the facets of the work presented in
this paper that sets it apart from other related work is the dataset that is used to evaluate the
algorithms. Our dataset reflects the complexities of unconstrained real-world data that
cannot be observed in other datasets. We present the first application of the sliding window
method for dealing with discrete motion sensor events. Another factor that distinguishes our
work from the rest is the inclusion of sensor events that do not belong to any of the known
activity labels for performance evaluation. This is a common problem that one faces when
scaling the AR approaches to real-world settings. It makes the first attempt at trying to
understand how the state of the art techniques perform in complex real-world settings, where
the subject is living in their natural habitat and conducting their daily routine with no
instructions of what so ever from the researchers. The focus on the evaluation is to study the
effectiveness of the activity models, trained and tested on data collected from the same smart
home. We are not trying to study how well the activity models generalize across different
apartment layouts and different residents.

The rest of the paper is organized as follows. Section 2 discusses briefly the related work on
AR. A discussion on the different methodologies for processing streaming data is presented
in Section 3. The sliding window methodology adopted in this paper along with the
accompanying modifications are described in Section 4. Section 5 presents the experimental
setup for evaluating the proposed methodology along with a description of the smart
apartment dataset. The results are presented and discussed in Section 6. Section 7
summarizes the work presented in the paper along with providing directions for future work.
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2. Related Work
The goal of activity recognition is to recognize human physical activities from data collected
through different sensors. It is a well researched area and hence there exists a number of
approaches for activity recognition [11]. These approaches vary depending on the
underlying sensor technologies that are used for gathering the activity data, the different
machine learning algorithms used to model the activities and the realism of the environment
in which the activity data is collected and AR is performed.

2.1. Sensors for AR
Advances in pervasive computing have seen the development of a wide variety of sensors
that are useful for gathering information about human activities. Wearable sensors such as
accelerometers are commonly used for recognizing activities that are primarily defined by
ambulatory movements (such as walking, running, sitting, standing, lying down and falling)
as demonstrated by earlier efforts [12][13]. More recently researchers are exploring smart
phones equipped with accelerometers and gyroscopes to recognize ambulatory movements
and gesture patterns [14][15]. Most of these approaches have been able to recognize
activities primarily characterized by movements in real time [16] through a sliding window
protocol. Since the movement information related to activities is typically well represented
within a window of the data from accelerometers with a high sampling rate, a sliding
window based approach is appropriate for recognizing these activities in real-time.

Environment sensors such as infrared-based motion detectors or reed switches based door
sensors have also been used for gathering information about a more general set of ADLs
such as cook, leave home, sleep, eat, etc; as explored by others [17][18][19][20]. These
sensors are adept in performing location based activity recognition in indoor environments
just as GPS is used for outdoor environments [21]. Some actives such as wash dishes, take
medicine, use phone, etc are characterized by unique objects of interaction. Researchers
have explored the usage of RFID tags and shimmer sensors for tagging these objects of
interaction and thus be able to perform AR. For instance, Philipose et al.[22] use the count
of objects of interaction obtained through the activation of RFID tags to decipher the
activities being performed in the environment and Palmes et al. [23] mine the web to
determine which objects are essential for recognizing a particular activity and use this
information to build activity models.

Researchers have also used data from video cameras monitoring and recognizing different
activities [24][25]. The use of video cameras for AR is very prevalent in security related
applications. However, their usability in the context of smart homes for monitoring the
activities of residents is debatable as study subjects uniformly believe that it intrudes into
their privacy. There are many other challenges with video based AR such as illumination
variations, occlusion and background changes that make it somewhat impractical in certain
scenarios. The data used for the experiments conducted in this paper are primarily from
binary discrete passive IR sensors that can be easily embedded in a smart environment.

2.2. Machine Learning Approaches for AR
There have been a number of machine learning models that have been used for AR akin to
the variety of the sensor technologies. These can be broadly categorized into template
matching or transductive techniques, generative and discriminative approaches. Template
matching techniques employ k-NN classifier on either distance computed between a test
window and training windows through Euclidean distance in the case of fixed window size
[26] or dynamic time warping in the case of varying window size [27]. Generative
approaches to AR such as simple naive Bayes classifiers, where the activity samples are
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modeled using Gaussian mixtures, have yielded promising results for offline learning of
activities when large amount of data is available for training [19][28][29]. Generative
probabilistic graphical models such as hidden Markov models and dynamic Bayesian
networks that are known for their representational power have also been used to model
activity sequences. HMMs have been used to model the activity sequences from data
obtained from both wearable accelerometers for recognizing dietary activities [30] and from
environmental sensors for recognizing ADLs [31]. HMM is employed as a post processing
tool by others [32] to smooth out the recognition results of an AdaBoost classifier for
detecting human activities using data from on-body sensors. Discriminative approaches that
model the boundary between the different classes have also been popular for AR. Decision
trees such as C4.5 [33] are natural choices for models that classify various activities based
on different threshold or properties of the associated features [28],[34]. Meta classifiers
based on boosting and bagging have also been experimented for AR [29][35]. Support
vector machine based activity models have been experimented for AR using accelerometer
data [13]. Discriminative probabilistic graphical models such as conditional random fields
have been explored for AR using motion sensor data [18],[19].

There are also a number of unsupervised activity discovery methods that mine for frequent
sensor sequences [36], or discontinuous activity patterns [37]. An activity discovery
algorithm based on compression of sensor data is presented in [38]. Most of these
approaches for AR predominantly work on pre-segmented activity sequences that have been
collected in controlled settings. More recently Wang et al. [39] propose a hierarchical
approach for activity recognition from data collected through body sensor networks. The
fundamental difference in our approach and that of Wang et al. lies in the underlying sensing
technology that is used for collecting activity data. While in the proposed approach we use
binary motion sensors that are triggered by human motion, Wang et al use inertial sensors
that have a constant sampling rate, which is well suited for sliding window based on time.
Secondly, the evaluation of Wang et al’s approach is conducted on data that is collected in a
laboratory setting does not reflect the performance of the approach in unconstrained real-
world settings. We evaluate our approach on real-world data that is collected from the house
of volunteers.

2.3. Experimental Settings for AR
The most common type of experiment is to ask subjects to perform a set of scripted
activities, one at a time in a laboratory setting [13][31][28][39]. In this case the activities are
well segmented, which facilitates the researchers to focus on the task of mapping the pre-
segmented sensor sequences to activity labels. With the ability of the algorithms to perform
well in these scripted settings, researchers are now more focused on algorithms for more
realistic and complex activity tasks. These include recognizing activities that are performed
with embedded errors, interleaved activities, concurrent activities performed by multiple
residents and activities with multiple goals. However the data for these settings are still
restricted to a laboratory/supervised setting where the activities are performed in a
controlled manner [40][41]. The next leap taken by the researchers is to recognize activities
in unscripted settings, an example of which is a smart home while residents perform their
usual daily routine, without being given explicit instructions on how to perform the activity.
However, these approaches include an offline annotation process that make use of human
annotators to analyze, segment and label the data. Activity recognition is then performed
only on the pre-segmented data [19] [17]. While this approach brings activity recognition
closer to practical everyday usage, to make it even more realistic, the activity recognition
algorithms will have to move away from pre-segmented sequences and focus directly on the
sensor streams. The work presented in this paper is an attempt in this direction, where AR is
performed on streaming data.
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Activity recognition from sensor streams has been explored with wearable sensor
technology [16]. The data from wearable sensors such as accelerometers are divided into
chunks of equal length, which are then classified as one of the activities by the classifier.
This is made possible by the fact that sensors provide a continuous sequence of data through
time (constant sampling rate) and most of the activities discerned from these sensors have
sufficient information characterizing them within a small time window. It is an interesting
problem to try to extend this approach to relatively sparse sensor streams, where sensor
events are triggered only because of human activities, such as motion sensor sequence from
a smart home. This is the primary feature that distinguishes the work presented in this paper
with other related work.

3. Processing Streams
This section briefly describes the three common approaches in the literature for processing
of streaming data. These three approaches are discussed in the context of the smart home
dataset used in this paper. The sensors embedded in the smart apartments are primarily
motion and door sensors that are in two states - ‘ON’ and ‘OFF’ for the motion sensors and
‘OPEN’ and ‘CLOSED’ for the door sensors. These sensors have a varying sampling rate
(when they switch to the ‘ON’ state) which is dependent on the human activity. Figure 1 is
an abstract illustration of the sequence of these sensor firings (represented as the vertical
lines). The data chunks that each of the three approaches analyze are then presented one
below the other in the figure. The underlying activity sequence that results in these sensor
firings is A1,A4,A2,A3. Each activity results in different number and type of sensor firings.

3.1. Explicit Segmentation
Some methodologies [42] adopt a two step approach for streaming activity recognition. In
the first step the streaming sensor events are segmented into chunks, each chunk possibly
corresponding to an activity and perform the classification of each of the chunk in the
second step. An example of this process is illustrated in Figure 1. The segmentation process
results in chunks C1,C2, . . . , C6. The first thing to notice is that the process does not result
in exact activity boundaries (Activity A1 is broken down to chunks C1 and C2), which is a
common property of the segmentation algorithms. While the segmentation process could
lead to chunks representing specific activities, it has some drawbacks. The first and the
foremost problem is trying to find the appropriate chunk size for learning the activity models
during the training phase. Typically a pre-segmented sequence of sensor events that
correspond to an activity is used to train the classifier. However during testing, since the
chunks do not necessarily represent the entire sequence of sensor events for a particular
activity, the performance of the classifier is thus lowered. Secondly, the approach has to wait
for future data to make a decision on past data rendering it a somewhat non-streaming
approach. Furthermore because of its dependency on the future data, large temporal gaps in
successive sensor events which are realistic in every day routines will result in the approach
waiting for a long time to make a decision on the past events. Finally the two level approach
also leads to additional complexity issues of the segmentation process to be dealt with such
as splitting and merging chunks. If the activities have very distinct boundaries, then this will
be a good approach, which is not the usual scenario.

3.2. Time based windowing
The second approach to handling streaming data would be to divide the entire sequence of
sensor events into equal size time intervals as illustrated in Figure 1 by the chunks denoted
by T1, T2, . . . , T9. This approach has been adopted by many researchers [43][13][39]. This
technique offers a simpler approach to learn the activity models during the training phase
over the explicit segmentation approach. It further reduces the computational complexity of
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the explicit segmentation process. This is a good approach when dealing with data obtained
from sensors that operate continuously in time. Data for every time interval is always
guaranteed in such a scenario. This is a common approach with accelerometers and
gyroscopes, where data is sampled at a constant rate from the sensors. However, one has to
deal with the problem of selecting the optimal length of the time interval. If a very small
interval is chosen, there is a possibility that it will not contain any relevant activity
information for making any useful decision. If the time interval is too wide, then information
pertaining to multiple activities can be embedded into it and the activity that dominates the
time interval will have a greater influence in the classification decision. This problem
manifests itself when dealing with sensors that do not have a constant sampling rate. In the
current context of motion and door sensor events, it is very likely that some time intervals do
not have any sensor events in them (e.g., T6 in Figure 1) . Then heuristics have to be
developed to extend the activity occurring in the previous time intervals to the current time
interval.

3.3. Sensor event based windowing
The third approach for sensor stream processing is to divide the sequence into windows
containing equal number of sensor events. This is illustrated in Figure1 by the chunks S1,
S2, . . . , S26. It is evident that the windows appear to vary in their duration. This is fine
considering that during the performance of activities, multiple sensors could be triggered,
while during silent periods, there will not be many sensor firings. The sensor events
preceding the last event in a window define the context for the last event. This method too
has some inherent drawbacks. For example, consider the chunk S26, in Figure 1. The last
sensor event of this chunk corresponds to the beginning sensor event of activity A4. There is
a significant time lag between this event and its preceding sensor event. The relevance of all
the sensor events in this chunk on the last event might be small if the time lag is large. Thus
treating all the sensor events with equal importance will not be a good approach. In the
presence of multiple residents, sensor firings from two different activities performed by the
different residents will be grouped into a single chunk, thereby introducing conflicting
influences for the classification of the last sensor event. While by itself this approach may
not be alluring, modifying it to account for the relationship between the sensor events is a
good method to process the stream of sensor events. This approach offers computational
advantages over the explicit segmentation process and does not require future sensor events
for classifying past sensor events. The methodology presented in the paper adopts this
approach for processing sensor streams in conjunction with three modifications that capture
the relation between the sensor events in a window and between multiple windows. The
results obtained on real-world datasets discussed in the paper advocate the advantage of this
methodology.

4. Methodology
This section discusses in detail the windowing methodology adopted in the work along with
the modifications. Let us begin by defining some of the notations used to describe the
approach. Let s1, s2, . . . , sN represent the sequence of sensor events. Example of these
events are motion and door sensor events as depicted from the sample data in Figure 2
collected from one of our smart home testbeds. Associated with each sensor event is the
calendar day, time of the day, sensor status. As a preprocessing step, we mapped the actual
sensor tags to their functional areas (a total of 15). The sensor locations in Figure 2
correspond to these functional areas. The objective of the proposed approach is to classify
every single sensor event with a corresponding activity label to the best possible extent.
Activity information of the individual sensor event is essential in some of the applications
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such as prompting systems that will be built on this foundation. We first describe the basic
sensor windowing approach followed by the modifications.

4.1. Sensor windowing
A simple approach to provide context to a single sensor event is to consider the sensor
events that have preceded it. Formally, the sequence s1, s2, . . . sN is divided into windows of
equal number of sensor events S1, S2, . . . , SM and the Si window be represented by the
sequence [si−Δs, si]. The value of the parameter Δs varies depending on the experimental
context. It can be derived through an empirical process by studying the effect of the different
values of Δs on the performance of the classification system. Among the different factors
that influence the value for the parameter Δs is the average number of sensor events that
span the duration of different activities. At one end of the spectrum are activities such as
‘Leave Home’ that are defined by rapid firing of a small set of sensors as illustrated in
Figure 2, while at the other end is the activity ‘Sleep’ that continues for hours, but typically
leads to occasional firing of one or two sensors as illustrated in Figure 2. Ideally the number
of sensor events within the window should be sufficient enough to define the context of the
last sensor event. Heuristics such as the average length of the longest activity can be used to
bound the window size. Later in this section we describe a method to dynamically determine
the window size.

Once the sensor window Si is defined, the next step is to transform this window into a
feature vector that captures its information content. We perform this step by constructing a
fixed dimensional feature vector xi explicitly capturing the time of the first and last sensor
events, the temporal span of the window Si and a simple count of the different sensor events
within the window. With 15 different sensors, the dimension of the xi will be 18. Each xi is
tagged with the label yi of the last sensor event (si) in Si. Each label yi corresponds to an
activity class. A collection of xi and the corresponding yi then become the training data that
is fed into a classifier to learn the activity models in a discriminative manner. This will be
our Baseline approach against which we compare the proposed enhancements.

One of the problems associated with windowing based on sensor events for sensors that do
not have constant sampling rate is that windows could contain sensor events that are widely
spread apart in time. An illustration of this problem is presented in Figure 3(a). This is an
example of a sequence of sensor events from our dataset. Notice the the time stamp of the
last two events in this sequence. There is a gap of nearly one and half hours between these
sensor events. All the sensor events that define the context of the last event have occurred in
the ‘distant’ past. Thus in the absence of any weighting scheme, even though the sensor
event corresponding to the end of the ‘Personal hygiene’ activity occurred in the past, it has
an equal influence on defining the context of the event corresponding to ‘Enter home’. In
order to overcome this problem, we propose to use a time based weighting scheme
(described in Section 4.2) which takes into account the relative difference in the time the
sensors were triggered.

In situations when the sensor event corresponds to the transition between two activities (or
in other settings when multiple activities are performed by more than one resident in
parallel), the events occurring in the window might not be related to the sensor event under
consideration. An example of this situation is illustrated in Figure 3(b). This particular
sequence of sensor events from one of the testbeds represents the transition from the
‘Personal Hygiene’ activity to the ‘Leave Home’ activity. Notice that all the initial sensor
events in the window come from a particular functional area of the apartment namely the
Bathroom, whereas the second set of sensor events are from an unrelated functional area of
the apartment namely FrontDoor. While this certainly defines the context of the activity,
since the sensors from a particular activity dominate the window, the chances for a wrong
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conclusion about the last sensor event of the window are higher. We try to overcome this
problem by defining a weighting scheme based on a mutual information type measure
between the sensors as described in Section 4.3.

4.2. Time Dependency
As described earlier, with a fixed length sliding window over sensor events, it is possible for
two sensor events that are spread apart in time to be a part of the same window. In order to
reduce the influence of such sensor events for deciding the outcome of the last sensor event,
we use a time based weighting factor for each sensor event relative to the time of the last
sensor event.

Formally, let {ti−Δs, ti−Δs+1, . . . , ti} represent the timing of the sensor events in the ith

window. We take into account the difference in the time for each sensor event with respect
to ti, for computing the feature vector describing the window. In particular we use an
exponential function to compute the weights. Thus, the contribution of sensor event k,
within the interval Δs to the feature vector describing the ith window is given as

(1)

The simple count of the different sensor events within a window is now replaced by a sum
of the time based contributions of each of the different sensor event within the window. The
value of χ determines the rate of decay of the influence. Figure 4 shows the effect of the χ on
the rate of decay. If χ > 1, then it is only the sensor events that are temporally very close to
the last event that contribute to the feature vector. With 0 < χ < 1, the feature vector is under
the influence of a temporally wider range of sensor events. When χ = 0, the temporal
distance has no influence on the feature vector, making it a simple count of the different
sensor events. We henceforth refer to this approach as SWTW that stands for Sensor
Windows Time Weighting.

4.3. Sensor Dependency
The work presented in this paper uses a mutual information based measure between the
sensors, to reduce the influence of sensor events from very different functional areas on the
feature vector defining the last sensor event within a window. Mutual information is
typically defined as the quantity that measures the mutual dependence of two random
variables. In the current context, each individual sensor is considered to be a random
variable that has two outcomes, namely ‘ON’ and ‘OFF’. The mutual information or
dependence between two sensors is then defined as the chance of these two sensors
occurring consecutively in the entire sensor stream. If Si and Sj are two sensors, then the
mutual information between them MI(i, j) is defined as

(2)

where

(3)

The summation term takes a value of 1, when the current sensor is Si and the subsequent
sensor is Sj. If two sensors are adjacent to each other, such that triggering of one sensor is
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most likely to trigger the other sensor, then the mutual information between these two
sensors will be high and similarly, if the sensors are far apart such that they do not often
occur together, then the mutual information between them will be low. Note that the
computation of mutual information using this bi-gram model depends on the order of
occurrence of the sensors.

The mutual information matrix is computed offline using the training sensor sequence. It is
then used to weigh in the influences of the sensor events in a window while constructing the
feature vector. Similar to the time based weighting, each event in the window is weighted
with respect to the last event in the window. Thus instead of the count of different sensor
events, it is the sum of the contribution of every sensor event based on mutual information
that defines the feature vector. We denote this approach as Sensor Windows Mutual
Information (SWMI) for future references.

4.4. Past Contextual Information
The methods described previously only take into account the sensor events in the current
window that is being analyzed. There is no information about the past that is encoded into
the feature vector. The information about the activity in the previous window, or the
previous occurrence of an activity are important factors that determine the activity in the
current window. In our dataset, there are certain activities that have a well defined past
activity; ‘Enter Home’ is an instance of such an activity that occurs only after the ‘Leave
Home’ activity. Thus adding the past activity information to the feature vector defining the
activity in the current window, will enhance the description of the current window.

One can simply add the ground truth of the previous window and the previous occurring
activity to the current sensor window, but then the approach would not generalize well as we
do not have ground truth about the past activity information during online recognition. Thus,
one has to rely on the model predictions of the previous window to obtain the past activity
information, which is similar to a semi-supervised learning paradigm. We incorporate this
into our learning problem in two steps as illustrated in Figure 5. In the first step, activity
models are learned by a classifier using training data that does not contain the past activity
information. Each of the training instances are then fed into this activity model to obtain the
probability of each window corresponding to the different activities. In the second step,
these classification probabilities of the immediately preceding sensor window are appended
to the feature vector describing the current sensor window along with the last predicted
activity (not the activity in the immediate preceding window). In the example illustrated in
the Figure 5, let us consider the sensor window Si+2. The feature vector describing this
window is appended with the probability of classification of the Si+1 sensor window, along
with the activity that occurred last, which in this case is am. These newly appended feature
vectors are then used to train another activity model. During the test phase, the feature
vector describing the test window is fed into the first activity model; the probability outputs
of this model are appended to the feature vector and the new feature vector is passed to the
second model to obtain the predicted activity. We call this technique as Previous Window
and Previous Activity (PWPA) for future references.

4.5. Dynamic Window Size
The previously described approaches employ a fixed window size for computing the feature
vectors. An important challenge with this approach is identifying the optimal window size.
Various heuristics such as the mean length of the activities and sampling frequency of the
sensors can be employed to determine the window size. However the best approach would
be to automatically derive the window size using a data-driven approach.
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We use a probabilistic approach to derive the window size for every single sensor event. We
begin with first defining a fixed number window sizes {w1, w2, ..., wL}, where w1 = min
{ws(A1), ws(A2), ..., ws(AM)} and wL = median{ws(A1), ws(A2), ..., ws(AM)}. ws(Am)
corresponds to the mean window size of activity Am. The intermediate window sizes
between w1 and wL are obtained by dividing this interval into equal length bins. After
identifying the possible window sizes, we then compute the most likely window size for an
activity Am

(4)

We also determine the probability (P(Am/si)) of an activity Am being associated with the
sensor si. Thus given the sensor identifier si for the event under consideration, we can
determine the most likely activity A* associated with it as

(5)

Thus for the sensor event si the optimal window size can be determined by combining the
two equations according to the following factorization

(6)

The different probability vectors are computed using the training data. The window sizes for
the sensor events in the train and test data are then computed using these probabilities.
Considering that there are no significant changes to the routine of the residents of our smart
apartments and that the training data typically consists of over 400K sensor events, we
believe that there will not be significant differences to the probability vectors when
computed using train and test data independently. We call this approach as Dynamic
Window DW for future references.

4.6. Time Windows
We also evaluate our proposed approaches against the time window approach that is
commonly found in the literature dealing with wearable sensors such as accelerometers.
While there are different ways of defining the time windows, to align with our goal to
classify individual sensor events, we define time windows for every sensor event. Thus for a
sensor event si, the time window consists of all sensor events that fall within the time
interval of the fixed duration starting from the time stamp of si. The sensor events of a
particular time window are then aggregated to form the feature vector using the same
process that was adopted for sensor windows. The time window is labeled using the activity
associated with the last sensor event of the time window. We refer to this approach as Time
Window TW for future discussion.

4.7. Handling the ‘Other’ class
Most of the current AR approaches ignore the sensor events that do not correspond to any of
the known activity classes. To elaborate further, activity models that are trained for ‘Cook’,
‘Eat’ and ‘Sleep’ are experimented on data points that correspond to these three activities
only. However this does not correspond to a real-world setting, where data points can
correspond to other well defined activities such as ‘Bathing’ or transitions between different
activities. Typically data points from these other activity classes tend to dominate the real-
world data as illustrated by the high number of samples corresponding to the ‘Other
Activity’ in Table 1. Current AR approaches tend to ignore the presence of these other
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activity classes while evaluating the performance of the algorithms. However, in this work
we include the sensor events from these ‘Other Activity’ classes as well to determine the
most realistic activity recognition performance.

There are two methods to handle the ‘Other’ class events. The first method relies on the
probability of classification obtained from models that have been trained only on events
belonging to the known classes. A threshold on this probability determines if the event
belongs to the other class. While this is a simple approach, it is hard to set the threshold as
there is no learning involved in determining its value. In the second approach an explicit
model for the other class events is learned by training the classifier on the events that do not
fall under any of the known classes. The increase in the computational complexity of this
method due to explicit learning of a new class can be forgone by considering that it is an
offline process.

Explicitly modeling the other class events brings the activity recognition system one step
closer to stream processing and hence is an important step. Table 1 shows that nearly half of
the sensor events in each of the smart apartment belong to the other class, further motivating
the need to learn a model for this class, which is the approach adopted in this paper.

5. Experiments
5.1. Dataset

Each smart environment is treated as an intelligent agent that perceives the state of its
residents and the physical surrounding using sensors and acts on the environment using
controllers in such a way that specified performance measures are optimized [44].

We test the ideas described in this paper on sensor event datasets collected from three smart
apartment testbeds which we denote as B1, B2 and B3. Figure 6 shows the floor plan and
sensor layout for the three apartments. Each of the smart apartments housed an elderly
resident. During the six months that we collected data in the apartments, the residents lived
in these apartments and performed their normal daily routines. Figure 6 shows the
occurrences of activities in each of the testbeds for a sample of the data. Note that each of
the individuals had a fairly consistent daily routine.

Each of the smart home residents completed a generic questionnaire that asked them to mark
the time they performed the activities under consideration. Human annotators analyzed a 2D
visualization of the sensor events and used the information from the questionnaires to mark
the beginning and ending for each occurrence of the 11 activities listed in Figure 6. Each
smart home dataset was annotated by different human annotators. The annotations reflect the
activity associations for the sensor events as perceived by the annotator based on the ground
truth provided by the smart home resident. Thus there are possibilities for annotation errors.
While the labeling process is cumbersome and prone to error, as part of the future work we
will explore strategies to compensate and correct these errors.

The characteristics of each of these datasets are presented in Table 1. Reflective of the real-
world nature of the dataset, the imbalance in the number of data samples for the different
activities can be observed; with nearly 50% of the data samples belonging to the ‘Other’
class.

5.2. Classifier Model
In this paper we use support vector machines (SVM) as the choice for the classifier for
learning the activity models. In the past we have successfully tried other models such as
naive Bayes, hidden Markov models (HMM) and conditional random fields (CRF) [19].
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While the discriminative CRF yielded better performance than naive Bayes or HMM, the
enormous training cost of CRF made us choose SVM over it. We used the LibSVM
implementation of Chang et al [45]. This implementation uses a one vs one SVM
classification paradigm that is computationally efficient when learning multiple classes with
class imbalance.

For computing the classification probabilities, the margin of the SVM classification was
converted into probability values using Platt’s scaling by fitting a logistic function [46]. A
five fold cross-validation strategy was employed to obtain the generalized performance of
the model on the three datasets. A radial basis function kernel was used with a width
parameter of 1. The penalty parameter was set at 100. These are the default parameter values
for the LibSVM classification implementation. The data samples were normalized before
being fed into the classifier. Since we are primarily interested in the performance on the
activities excluding the ‘Other’ activity, we computed the predefined activity classification
accuracy as well as the F score as measures to compare the performance of the different
methods.

The predefined activity classification accuracy is computed as follows. Let the total number
of sensor windows associated with a predefined activity Am (such as ‘Cook’) be denoted as
NAm and the number of correctly classified windows for this predefined activity be TPAm.
Then the predefined activity classification accuracy is defined as

(7)

where |A| are the total number of predefined activities excluding the ‘Other’ activity. Let P
and R represent the precision and recall for activity Am, then the F score for this activity is
computed as

(8)

6. Results and Discussion
In this section we present the results obtained on the three data sets using the different
proposed techniques. These techniques and their notations have been summarized in Table 2
for clarity.

We begin by studying the performance of the Baseline approach of sliding window of sensor
events for different number of sensor events per window. The results for this experiment are
summarized in Table 3. It is interesting to note that the performance is poor when the length
of window is greater than or equal to median of all the activities (presented in the second
column of Table 3). Furthermore, the performance drops significantly beyond 20 sensor
events per window for B1 and B2; much before the median value. It can be observed that the
performance peaks between 10 and 20 sensor events per window. We choose the number of
sensor events in a window to be the higher value, 20 as our modifications to the baseline
method ensures that the relevant information within this window is captured to define the
context for the last event of the window.

Having set the number of sensor events per window, we first check the performance of the
baseline approach with time based weighting of sensor events(SWTW). The summary of
these experiments are presented in Table 4. We did not explore values of χ greater than 1, as
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they do not change the weights significantly. We varied the value of χ from 1 to 2−6 to give
non-zero weights to sensor events between 1 and 64 seconds. This means that with χ = 1, the
sensor window consists of events that happen within 1 second of last sensor event of the
window and similarly with χ = 2–6 the sensor events within the window within 26 seconds
of the last sensor event have non-zero weights. The accuracy for χ = 1 is the lowest as it
captures a very small number of sensor events preceding the last event of the window.
However as we decrease the value of χ, information from a larger number of preceding
sensor events are being used to characterize the sensor window leading to an increase in the
classification accuracy. This improvement occurs only till a certain value of χ, which
corresponds to sensor events within 64–128 seconds preceding the last event of the window,
after which the performance drops. There is no change in the accuracy beyond this temporal
span. Comparing the results obtained from the time based weighting scheme and the
baseline method leads to mixed observations. While there is a significant improvement of
10% for B3, B1 shows an improvement of only 4% and the performance deteriorates in B2
by 3%. This indicates that time-based weighing scheme of sensor events within a window is
not uniformly effective.

We compare the effectiveness of the time based weighting method against a method that
determines sensor windows based on time interval (TW). We varied the time interval from 5
seconds to 60 seconds. Prior literature [39] suggests 15 seconds to be the optimal time
interval. The results of this experiment are presented in Table 5. It can be observed that the
accuracies do not vary significantly across the different time intervals. For testbeds B1 and
B3, the accuracies are comparable to that obtained by SWTW approach with χ = 2−3.
However the TW approach results in markedly improvement in the accuracy for testbed B2.
While this is promising, our experiments with other approaches result in an improvement
over the TW approach.

The MI based similarity measure between the different sensors for the each of the three
testbeds is illustrated in Figure 7. Since we encode the actual sensor identifiers by the
functional areas, it is evident from the figure that each of the functional areas are very
dissimilar to each other. Furthermore the relatively strong diagonal elements indicate that
higher chances of self transition of sensors, instead of transitioning from one sensor to
another. Since each of the sensors is triggered by the human motion, it implies within the
current context that the residents of the testbed tend to remain at a single location in their
home more often than moving around. There are a couple of subtle observations that can be
made from Figure 7. For example consider the similarities between the sensors 5 and 6 for
B1. These two sensors correspond to the front door and kitchen sensors that are
geographically close to each other in the testbed (refer Figure 6 B1). This implies that
whenever the resident is entering the testbed; in addition to triggering the front door sensor,
the resident is also likely to trigger the kitchen sensors. However the kitchen door
sensors(sensor number 7) do not get triggered. Another subtle observation is the relatively
high similarity between the medicine cabinet sensor (sensor number 13) and kitchen (sensor
number 6) and the kitchen door sensors (sensor number 7) for B1. This is because the
resident of this testbed stores the medicines in the kitchen. Thus when he/she takes the
medication, they are likely to trigger the other kitchen sensors as well.

Modifying the baseline approach by using the MI measure for weighting the sensor events
boosted the overall performance uniformly across the three testbeds by an average of 7% (p
< 0.01) with respect to the baseline. These accuracy values are presented in Table 6. We also
inlcude the best accuracies obtained by Baseline, SWTW and TW approaches for the
different parameter choices. In comparison to the time based sensor weighting scheme, the
MI based scheme outperforms only for testbed B1 and B2. There is a marginal dip in the
performance for testbed B3. However the consistent improvement in the accuracy of
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predefined activities over the baseline approach suggests the context of the last sensor event
of a sliding window can be enhanced by considering the relationship between the different
sensors. Further it is interesting to note that combining the MI based scheme with the time
based weighting scheme with the best performing χ factor (SWTW+SWMI) resulted in a
performance that is closer to the time based weighting scheme. The results for this
experiment are presented in Table 6. It can be seen from the accuracy values that the
combination model was more influenced by the time based weighting scheme. This result is
understandable considering that the combination scheme gives equal importance to both the
sets of weights and as a result, the set of weights that are numerically significant (time based
weights) tend to dominate the other set (MI based weights).

The accuracies of the predefined set of activities for the third proposed modification that
integrates the previous contextual information in the form of classification probabilities of
the previous window and previous recognized activities (PWPA) are presented Table 6.
Here too, there is an improvement in the performance by an average of 4% (p < 0.01) over
the baseline approach. However, this approach does not match up to the performance of MI
based weighting scheme. Finally we combine this method with MI based weighting scheme.
These results for this approach (SWMI+PWPA) are presented in Table 6. It can be noticed
that combining these two methods results in a marginal improvement in the performance
over SWMI approach. However this is the highest performance obtained among all the
techniques for B1 and B2.

The results for the DW approach that used dynamic window sizes is presented in the last
row of Table 6. It is evident that this approach performs better than the Baseline method that
used a fixed window size. This clearly indicates the advantage of using varying window
size. However the resulting performance is not better than the SWMI+PWPA approach
indicating scope for further improvement.

While measuring the accuracy of predefined activities is one metric to evaluate the
algorithms, the skewed data distributions for the different activity classes necessitates other
measures such as Fscore. The average F score over all the activities obtained for the
different methods is summarized in Table 6 in parenthesis. It can be observed that SWMI
+PWPA approach increases the F score over the Baseline approach by 10% for B1 and B2
and about 8% for B3. The F score obtained by SWMI+PWPA is comparable to the SWMI
approach. These results are along the lines of what we had observed when comparing the
accuracies of the predefined activities.

Going further we wanted to study which activities benefited by the proposed modifications.
For this we plotted the individual F score for each activity that is summarized in Figure 8.
We observed that ‘Leave Home’ and ‘Enter Home’ activities benefited the most by adopting
the SWMI+PWPA approach. This resulted in improving the F score on an average by 16%
for ‘Leave_Home’ and 41% for ‘Enter_Home’ activity across the three testbeds. The
significant improvement for ‘Enter_Home’ is understandable as it has a well defined past
context. The best performance for these activities was observed using the SWMI+PWPA
approach.

The variation in the performance of the different methods for each activity across the three
testbeds can also be observed from Figure 8. There are some activities like ‘sleep’, ‘personal
hygiene’ and ‘bathing’ that are recognized relatively better than the rest of the activities.
‘Leave Home’ is the most difficult activity to discern uniformly across all the three testbeds.
This can be attributed to the fact that these activities are performed in well-defined locations
and/or static time during the day. For example, the activity ‘bathing’ occurs in the morning
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in the ‘bath tub’ region of the testbed. Each testbed has a specialized sensor that monitors
movement in the ‘bath tub’ region and therefore, acts as a robust marker for the activity.

An interesting observation can be made with respect to the ‘Eating’ activity. This activity
has high F score for testbeds B2 and B3, and very low values for B1. While this is a
universal activity performed by all the residents in all the three testbeds, the results suggests
that residents in testbeds B2 and B3 performed this activity in a structured manner, meaning
the activity ‘Eating’ consistently took place in the ‘Dining Room’. However the annotations
for testbed B1 suggest that the resident carried out the activity in other locations of the
apartment as a result of which it was often misclassified.

There is no significant change in the F scores for the ‘Other’ activity with different
approaches across all the three testbeds. Furthermore the F scores for this activity average
around 0.8, which is relatively high suggesting the ability of the current techniques to handle
the data from this class. However notice from Table 1 the skewness towards the number of
samples in the ‘Other’ class. Nearly 50% of the sensor windows belong to the ‘Other’ class.
Thus a high true positive rate can boost the F score for this class. We computed the
confusion matrix for each of the testbed using the approach that resulted in the best
classification accuracy of predefined activities(SWMI+PWPA) to study the impact of the
large ‘Other’ activity class. These are summarized in the form of normalized confusion
matrices presented in Figure 9. Normalization was performed row-wise. Blocks that are
darker imply less confusion between the corresponding activities and vice versa for the
lighter blocks. The lighter diagonal entires indicate a high true positive rate for each of the
activities. The large number of darkly shaded blocks dominating the rest of matrix except
the last column and diagonal entires suggests that the proposed technique results in low
confusion amongst the known set of activities. However, the last column of each of the three
confusion matrices is signficantly lighter than the rest of the matrix, indicating that many
sensor windows corresponding to known activities are being misclassified as ‘Other’
activity.

The proposed approach took on an average 4 days to learn the different activity models for
each technique. Though this value is high, it does not have an impact on real-time
recognition as training is typically performed offline. All the approaches were able to
classify test samples at the rate of more than 100 samples per second implying online
recognition.

7. Summary, Limitations and Future Work
In order to provide robust activity related information for real-world applications,
researchers need to design techniques to recognize activities in real-time from sensor data.
Activity recognition approaches have so far experimented on either a scripted or pre-
segmented sequence of sensor events related to activities. In this paper we propose and
evaluate a sliding window based approach to perform activity recognition in an on line or
streaming fashion; recognizing activities as and when new sensor events are recorded. To
account for the fact that different activities can be best characterized by different window
lengths of sensor events, we incorporate the time decay and mutual information based
weighting of sensor events within a window. Additional contextual information in the form
of the previous activity and the activity of the previous window is also appended to the
feature describing a window. These techniques are evaluated on three real-world smart home
datasets collected over a period of 6 months. While each of these modifications show
improvement over the baseline approach, we observe that combining mutual information
based weighting of sensor events and adding past contextual information into the feature
leads to best performance for streaming activity recognition.
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While the recognition accuracies of this sliding window approach over the entire dataset is
lower than the sensor windows corresponding to only known activity sequences, it is a
promising step in the direction of developing online activity recognition. A limitation of the
proposed approach is its inefficiency in modeling the ‘Other’ activity class. The current
approach associates all sensor windows that do not correspond to any of the known activity
as a single ‘Other’ activity resulting in skewness in the data. The activity models learned
from this categorization are inherently biased due to this skewness as evidenced by the
results that show a high degree of confusion between windows corresponding to known
activities and the ‘Other’ activity. Reducing this confusion by exploring other ways of
modeling the ‘Other’ activity class is a future direction that we plan to pursue. In the current
evaluation methodology, the train and test sensor windows are drawn from the samples of
the same smart apartment. As part of the future work, we will also evaluate the effectiveness
of the proposed approach on train and test data being sampled from different smart
apartments.
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Figure 1.
Illustration of the different approaches for stream processing. The different motion/door
sensor firings are depicted by the colored vertical lines. The color indicates the type and
location of the sensor that was switched on. The sensor windows are obtained using a sliding
window of length 10 sensor events.
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Figure 2.
An example of a sequence of sensor events from one of the smart home testbeds.
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Figure 3.
Illustration of the different dependencies when considering sensor based windows.
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Figure 4.
Effect of χ on the weights.
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Figure 5.
Illustration of the two phase learning process that includes past contextual information
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Figure 6.
The occurrences of the different activities in each of the smart apartment.
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Figure 7.
Mutual Information between every pair of sensors for the three smart apartment testbeds.
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Figure 8.
F scores for the individual activities for each testbed as obtained by the different
approaches.
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Figure 9.
Normalized confusion matrix for each of the three testbeds. The labels are 1) Bathing, 2)
Bed to Toilet, 3) Cook, 4) Eat, 5) Enter home, 6) Leave home, 7) Personal Hygiene, 8)
Relax, 9) Sleep, 10) Take Medicine, 11) Work and 12) Other Activity.
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Table 1

Characteristics of the three datasets used for this study. It presents the number of samples/sensor events
associated with each activity for each testbed. Each testbed had 32 sensors deployed in the environment

Dataset B1 B2 B3

Bathing 7198 16177 5113

Bed to toilet 4168 14418 2806

Cook 101899 55080 44824

Eat 28687 24403 39380

Enter home 3685 2240 877

Leave home 4304 2457 1246

Personal Hygiene 40506 16949 37054

Relax 39929 38879 8207

Sleep 33212 10428 20676

Take Medicine 5388 7156 700

Work 0 0 108645

Other 391443 382422 249212

Total # of Activity Events 658,811 572,255 518,759
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Table 2

Notation and description of the different approaches experimented in this paper.

Notation Description

Baseline baseline approach of fixed length sliding windows

SWTW fixed length sensor windows with time based weighting of the sensor events

SWMI fixed length sensor windows with Mutual Information based weighting of sensor events

PWPA two level fixed length sensor window approach that includes the probabilities of activities in the previous window and the
previously occurred activity into the feature vector at the second level classification

DW sensor window approach where the window length is determined dynamically

TW fixed length time window approach. The window length is defined in terms of the time interval.
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Table 6

Classification accuracy for the known set of activities obtained using the different approaches. The value in
the parenthesis refers to the average F Score obtained across all activities.

Dataset B1 B2 B3

Baseline 0.58(0.51) 0.48(0.49) 0.67(0.40)

SWTW 0.62(0.55) 0.45(0.55) 0.78(0.48)

TW 0.59(0.53) 0.52(0.54) 0.75(0.50)

SWMI 0.64(0.60) 0.54(0.57) 0.75(0.51)

SWTW+SWMI 0.61(0.54) 0.44(0.52) 0.78(0.47)

PWPA 0.62(0.55) 0.50(0.51) 0.72(0.45)

SWMI+PWPA 0.65(0.61) 0.56(0.61) 0.75(0.48)

DW 0.59(0.58) 0.55(0.58) 0.72(0.56)
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