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Abstract

While Twitter and other Online Social Networks (OSNs) or microblogs are considered as a source of in-
formation for breaking news or uproarious and unexpected events, they could also be exploited as a dense
worldwide sensors network for physical measurements. The corpus of geotagged posts from OSNs includes
people’s feedbacks about a wide range of topics, with precise temporal and geographical metadata, that
can be used as a support or an improvement to hardware sensors. For instance, if collocated people, in-
dependently and at the same time, write posts complaining about high temperatures, it could effectively
denote a raise of heat in that place. In this paper, we explore the feasibility to use a geographical search
on social networks, that is, a geosocial search, about air pollution related posts, as effective air impureness
measurements. We evaluate our assumption in large cities over three continents of the planet, where a min-
imum increment about the number of air pollution related posts in a area, indeed corresponds to a raise of
minimum pollution values in such area. Such a correlation can be exploited to integrate and extend existing
air pollution monitoring networks. At the end of the manuscript we propose to further employ the time
series of posts returned by the geosocial search to predict next pollution values.

Keywords: Air Pollution, Online Social Networks, Text Analysis, Pollution Forecast

1. Introduction

Photography in Interstellar, Christopher Nolan’s last movie, well depicts the current landscape of some
of the most populated and industrialized places in the world. During air pollution peaks, the usual blue sky
becomes covered by a thick reddish coat due to the massive presence of pollutants, especially sulfur dioxide,
particulate matter, and nitrogen oxides (Figure 1).5

By now, this environmental issue is so diffused and evident that countries from all around the world
are active to propose and ratify treaties such as the Gothenburg and Kyoto protocols. Such concern dates
back in time, as over 40 years ago, in 1974, the United Nation Environment Programme (UNEP) and the
World Health Organization (WHO) started the Global Environment Monitoring System for air pollution
(GEMS/Air), which deployed air monitoring equipment in over 50 large cities throughout the world [1].10

Mega-cities are indeed one the most affected places for the air pollution plague [2], mainly due to prolonged
exposures to high road traffic levels and factory emissions.

Nowadays, although institutional agencies and independent entities have improved the monitoring net-
works in large cities with the deployment of more sensing stations, they are usually not sufficient. For
instance, MonitorAr-Rio, the agency in charge of monitoring air quality in Rio de Janeiro, comprises only15

nine fixed stations covering a territory of 1,255 squared kilometers [3].
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Figure 1: Paris landscape during an air pollution peak (left side) and during a day with under-threshold values (right side).
The massive presence of pollutants in the air heavily affects the view.

Although the cost of pollution sensing platforms is progressively decreasing, a pervasive and widespread
deployment of such technologies is still far away in time for its costs. Both satellite and terrestrial solu-
tions are being studied for a fine grained pollution estimation, with different results in terms of sensitivity,
resolution and accuracy [4, 5, 6]. However, the common denominator of all these technologies is the use of20

specialized hardware devices capable, by different means, of estimating the presence and concentration of
specific pollutants. No automatic system has, instead, so far, employed feedbacks received from the public.

In this work we explore the possibility of integrating air pollution sensing networks with measurements
based on air pollution related posts, spontaneously generated by users on Online Social Networks (OSNs),
through geosocial search. A geosocial search is the operation of finding events and user activities advertised25

on OSNs, in a specific geographical area [7, 8]. OSNs include a huge corpus of geotagged posts related to
various topics, which may be exploited to discover some knowledge pertaining a specific area. For example,
if many co-located posts, written by different users, complain about car noise coming from the street, it is
likely that a traffic jam is currently happening in that specific area. Similarly, if a geosocial search concerning
high temperatures reveals many protests in a defined area, that place may be far from green spaces, thus30

more people suffer from heat. Also, geosocial searching for air allergies we may infer which are the most
exposed places to air pollution or to spring pollen.

Resorting to geosocial search for urban air pollution monitoring brings several advantages. Mainly, in high
density urban territories, post generation and upload is dense. Integrating information gathered from OSNs
within traditional monitoring systems, may provide spatially more extensive and finer grained information.35

Such information could also be integrated in intelligent transport systems (ITS) or in in-car connected
systems, as high pollution levels could indicate traffic congestion or particular weather conditions. Thus,
traffic, for example, could be rerouted accordingly. In addition, people could decide on the sport where it is
best to jog or to have a bike ride. In essence, city administrations and citizens at large could take advantage
from the geosocial search for many different urban applications.40

Apart from geographic coordinates, posts include sharp temporal information too, while many traditional
monitoring networks, like MonitorAr-Rio, for example, only provide pollutant level values on a day-by-day
granularity. Finally, gathering public posts from OSNs does not require particular costs as it totally avoids
the installation, deployment ad maintenance costs that are typical of traditional stations.

Nevertheless, using geosocial search for air pollution monitoring is challenging. Socio-cultural differences,45

which are substantial when changing language and location, must be accounted for in order to implement
an effective search application [9]. People, in addition, very often adopt local expressions or slang to express
their feelings in short messages. Thus, selecting a relevant set, from the massive stream of all posts, is,
indeed, a very hard task. However, even when a relevant set were found, it may not be sufficient to detect
pollution, as it may be possible that different people react in different ways, as they exhibit different tolerance50

thresholds to air pollution. Moreover, information on OSNs could be biased or untrue [10, 11].
The contribution of this work is the design and implementation of a geosocial keyword-based search

system to find where people complain most about bad air quality. The proposed system takes for geocultural
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Figure 2: System proposal.

differences with specialized dictionaries of keywords. When the correlation between the time series of
pollutant measurements and related posts is proved, we also provide an algorithm which exploits OSN posts55

to forecast the most likely pollution level in a given area.
The system that is here proposed is depicted in Figure 2. As people, independently from each other and

from pollution sensors data, express their protests concerning bad air quality on OSNs, their air pollution
related posts are selected from the unstructured mass of posts. Filtering is done either a priori resorting to a
keyword-based searching scheme, or a posteriori through a post classification mechanism based on machine60

learning [12] and natural language processing (NLP) [13]. When many air pollution related posts are found
in a given area, this likely indicates an actual raise of pollution in that area. If such information comes from
an area where an existing correlation between pollutant levels and OSN posts has been previously verified,
it can then be integrated with other pollution sensing network data, whenever available.

In a nutshell, we verify the feasibility of the proposed system as follows. We first show that air pollution65

related posts, with or without a per-user credibility assessment, can be put to good use as real air quality
measurements. Such fact is corroborated by the large scale measurements that have been conducted in
mega-cities over three continents. Secondly, we show that is it possible to leverage the posts time series
to forecast pollution levels in the near future and give a measure of air pollution a under given probability
guarantees.70

The present manuscript is structured as follows. Section 2 introduces the proposed system and the dic-
tionary constructed for an effective geosocial search. Section 3 describes the dataset including OSNs posts
and air pollution measured values. Section 4 shows the feasibility evaluation of our proposal for the consid-
ered cities, while Section 5 extends the work with an original pollution level forecasting approach. Finally
we present related works in Section 7 and our conclusions, together with future works and applications, in75

Section 9.

2. Rationale and system description

Every second, on average, 6 thousand tweets are posted in the world, which corresponds to over 360
thousand tweets sent per minute and 500 millions tweets per day [14]. Sina Weibo, Twitter’s counterpart in
China, presents values on the same scale, as other popular social networks and microblogs such as Instagram,80

Facebook, and Google+. Usually posts are associated to photos and they come with a large set of metadata
including location, and user identifier. This feature makes posts gain value and interest to find places
corresponding to certain terms. This data is thus exploitable for geosocial search.

Apart from geographical coordinates, the second important dimension to describe a territory is time.
Providing instantaneous results is absolutely crucial to inform in real-time what is happening somewhere. For85

this reason we preliminary filter the stream of posts submitted to social networks in a given area, selecting
only posts containing keywords contained in a previously-defined dictionary. In this way, we drastically
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Table 1: Pollution-related terms dictionary for three languages.

Category
English translation for

French terms (term ID)
English translation for

Portuguese terms (term ID)
English translation for

Chinese terms (term ID)

Pollution

bad air quality (0), pollution (1),
pollutant (2), polluted (3),
particulate (4), ozone (5),

dioxin (6)

atmosphere (0), pollution (1),
pollutant (2), carbon monoxide (3),

nitrogen dioxide (4), ozone (5),
dioxide (6), particulate (7)

pollution (0), poor air (1),
gray sky (2), air quality (3)

Weather fog (7), haze (8), gray sky (9)
air quality (8),

greenhouse effect (9),
ozone layer (10)

haze (4), fog (5),
gray sky (6),

bad weather (7)

Traffic traffic jam (10), congestion (11) traffic jam (11), ethanol (12) traffic jam (8), congestion (9)

Health
asthma (12), conjunctivitis (13),

rhinitis (14), breath (15),
stifling (16)

asthma (13), bronchitis (14),
stifling (15), pneumonia (16)

unable to breath (10)
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(c) Chinese

Figure 3: Paradigmatic relations among words in the French, Portuguese and Chinese dictionary.

reduce the set of posts we work on, avoiding the need of a posteriori classification, using machine learning
techniques [12], clustering algorithms, likelihood models [15] and the Mechanical Turk service [16]. Time
constraints are even harder if the collected information must be instantly available for applications such as90

multi-modal transport systems.

2.1. Dictionary construction

Using geosocial search to identify worldwide famous places and entities is quite straightforward when
they explicitly appear in the subject of the post and the geographic place is well known. For example, a
post generated close to coordinates 48.8582◦ Nord, 2.2945◦ East and containing the term “Eiffel Tower”,95

clearly refers to the French capital’s symbol. More cumbersome is to identify posts referring to abstract or
intangible entities.

Air pollution, for instance, could be detected by different people in different ways (with the sight or the
smell sense), during special occasions (e.g., while jogging or bike riding in the city center) or could implicitly
appear as the consequence of given health symptoms, but without directly referring to the air pollution100

cause.
Moreover, geosocial search is highly dependent on cultural differences and term usage from country to

country, region to region [9]. For this reason, in order to build our dictionaries of air pollution related terms,
we took into account the specificities of each country. For example, for the Brazilian dictionary we adopted
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the word “ethanol” since that is the most common fuel for vehicles from that country. Also within the same105

country, considerable cultural differences are possible: people could prefer slang or local expressions to share
a concept.

For all these reasons we created the dictionaries shown in Table 1 following the next three steps:

1. From an initial dataset of unlabeled posts we identify some categories of topics and select the most
appropriate and related to air pollution (e.g., breathing health problems, weather, etc.). Identification110

is easily conducted with a supervised machine learning.

2. For each category, we detect a bag of most prevalent words. TF or TD-IDF metrics can be used
at this step. We discovered some invariant terms (i.e., words frequently present in every language-
related dictionary) like “pollution” or “traffic jam”. Some other terms are added to account territory
specificities.115

3. Having a large bag of keywords clearly makes raise the amount of posts retrieved. At the same time it
increases noise in the dataset with posts unrelated to air pollution or duplicate. Thus, we try to keep
the dictionary dimension to a small size. We also want that terms found so far belong to different
topics. Computing the paradigmatic similarity we found out that for our dictionaries at most 20 terms
satisfied our conditions from the initial bag of terms. It is to note that this cut-off value is strongly120

related to the set of terms employed at the beginning of the process. Having a small bag words sharing
a low paradigmatic similarity we cover a large set of discussions and topics with a minimal set of terms.

Dictionary construction is laborious and we need a special dictionary per geographical place, making the
system not immediately scalable worldwide. On the other hand, having a customized dictionary leads to a
better match between effects and causes (air pollution in our case). In addition, a geosocial search, for its125

nature, implies the use of specific social aspects in a geographical area. We also point out that the dictionary
construction process is done only once at the beginning.

Categories found at the first step are the following:

• Pollution. Terms strictly related to pollution and air quality.

• Weather. Terms strictly related to those weather conditions that are highly affected by air pollution130

(e.g., “haze”).

• Traffic. This set of words includes all those terms which reveal high levels of traffic, as vehicular
emissions amount to one of the major causes for air pollution.

• Health. This category includes symptoms and effects of a prolonged air pollution exposure.

Clearly, depending on the country and language, terms in each category change as explained in the second135

step.
Terms used to create the dictionary in this manuscript have also been selected to have the minimum

paradigmatic similarity among them. The paradigmatic relation is used in text mining to find semantic
relations between terms in a corpus of documents [17]. Two terms, w1 and w2 have an high paradigmatic
similarity if they can be naturally substituted one with the other, like “car” and “automobile”, without140

altering the meaning of a phrase. On the contrary, a low paradigmatic value is observed when two words
belong to different contexts. For the purpose of this work, the utilization of a dictionary of terms which
share a low paradigmatic similarity amounts to cover a large set of discussions and topics with a minimal
set of terms.

Let us consider the corpus of OSNs posts C = {p1, p2, ..., pn} and each post as a set of terms pi =145

{w1, w2, ..., wi}. We model posts as a directed graph G(V, E) where each distinct term wj is represented by
a node and a directed edge (wi, wj) exists if term wi appears before wj in a post pi.

We compute the paradigmatic similarity as follows:

ParSim(w1, w2) =
Sim(Left(w1), Left(w2)) + Sim(Right(w1), Right(w2))

2
, (1)

5



where
Left(wi) = {w ∈ V : ∃w  wi ∈ E}, (2)

and
Right(wi) = {w ∈ V : ∃wi  w ∈ E}. (3)

Sim(·) amounts to the Jaccard similarity function between sets: Sim(A,B) = A∩B
A∪B returns a value of 0 for

completely unrelated terms, a value of 1 when two terms can be naturally substituted one with the other.
Figures 3 show the paradigmatic relations between the terms that have been selected for all the dictionaries150

used in this manuscript. In general, values are very low for each pair of terms.

2.2. Integration with traditional monitoring systems

One of the goals of the proposed system is the integration with traditional air pollution monitoring
systems, that is systems employing fixed stations deployed in a urban context. Despite the sophistications
of such stations and the capability to monitor many pollutants, they have same drawbacks like purchase,155

installation, and handling costs. Thus, the proposed system can provide an extended and denser coverage
on the territory.

Due to the considerations made in Section 2.1, we foreseen the construction of a dictionary of terms
for each city. Although the use of a dictionary filters out a large amount of posts, we do not make any
assumption on the amount of posts retrieved per minute which might be massive in large cities in presence160

of pollution peaks. For this reason we recommend to use a distributed system able to analyze streams od
data in near real-time like Samza or Spark Streaming.

Given a tessellation of the city under monitoring, a sampling time window and a relative threshold as
number of detected posts, an air pollution warning event in a cell is triggered by the excess of number of air
pollution related posts for more than n time windows. The responsible pollutant might be identified by the165

effect described on the posts or by pollutant levels measured by the closest fixed traditional stations.
All the data related to posts is stored and iteratively analyzed to refine predictions as described in

Section 5.
Traditional monitoring system and the system proposed in this work are complementary. Fixed stations

are in turn used to supervise the events triggered by the proposed system, and to control users’ credibility170

like a base-truth.

3. Air pollution measures and posts collection

Our proposal is based on geosocial search, which must take into account socio-cultural differences from
place to place. Thus we want to apply our approach on considerably far and different places in the world.
Finding correlations between real air pollution levels and OSNs pollution related posts, implies the presence175

of an air pollution monitoring network already deployed on the territory to use as a base-truth. In addition,
places under monitoring must constantly or sporadically experience air pollution peaks phenomena. Usu-
ally they are the most crowded and economically advanced cities in the world. Emissions from industrial
activities, biomass combustions, and, above all, vehicles emissions, are the main causes for air pollution due
to the introduction of aerosols into the atmosphere.180

Finally, we need a certain amount of OSNs posts to generate a continuous correlation with air pollution
values. Posts must be generated and geotagged as close as possible to monitoring stations. Therefore, places
under monitor must be cities with a dense presence of OSNs user-generated posts too.

3.1. Air pollution measurements

For the reasons introduced in this Section, we apply and evaluate our approach on some major cities185

over three continents:

• Europe. Paris, France, and the Grand Paris agglomeration area.

• South America. São Paulo, Brazil and the São Paulo agglomeration area (MASP).
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Table 2: Paris AirParif air pollution monitoring stations used in this manuscript and relative measurement capabilities.

Station
S1 S2 S3 S4 S5 S6 S7

Name Central Gennevilliers Ivry-sur-Seine Neuilly-sur-Seine Place Victor Basch Rue Bonaparte Aubervilliers
Latitude 48.856614 48.929810 48.817917 48.880746 48.832781 48.856340 48.903686
Longitude 2.352222 2.294333 2.394060 2.277453 2.330581 2.334031 2.384688
PM2.5 X X
PM10 X X X
NO2 X X X X X X X

Table 3: São Paulo CETESB air pollution monitoring stations used in this manuscript and relative measurement capabilities.
Station

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12

Name Osasco
Capão

Redondo
S.André
Capuava

Mauá Parelheiros Congonhas Guarulhos
Santos-Ponta

da Praia
Sorocaba

Parque
D.Pedro II

S.Bernardo
Paulicéia

Taboão
da Serra

Latitude -23.525838 -23.666545 -23.645681 -23.669424 -23.776595 -23.616040 -23.456214 -23.980514 -23.502606 -23.544763 -23.670962 -23.609054
Longitude -46.801009 -46.783021 -46.493339 -46.465158 -46.696296 -46.663296 -46.518289 -46.300167 -47.477611 -46.631060 -46.585041 -46.755939
PM2.5 X X X
PM10 X X X X X X X X X X X X
NO2 X X X X X X X X X X

• Asia. Major Chinese cities: Beijing, Guangzhou Shanghai, Chengdu, and Hong Kong.

These cities are equipped with a more or less developed network of air pollution monitoring stations.190

Each sensing station is configured or is able to sense one or more pollutants. In this manuscript we rely our
model analysis mainly on the following pollutants:

• Respirable Suspended Particles (PM2.5), particulate matter with a diameter of 10 µm or less. They
contribute to haze in urban contexts.

• Fine Suspended Particles (PM10), particulate matter with a diameter of 2.5 µm or less.195

• Nitrogen Dioxide (NO2), a reddish-brownish gas with a pungent odor. It is an important component
of city smog.

Paris. With more than two millions habitants and about seven thousands private vehicles, the French
capital is one of the biggest European cities which sometimes experiences air pollution peaks. The most
struck period is the spring season with high concentration of fine particulate matter as shown in Figure 1.200

Institutional countermeasures include vehicular traffic restriction and free public transports during peaks,
and the progressive reduction of the most pollutant vehicles, diesel engine equipped cars above all.

Air quality monitoring is France is guaranteed by independent associations. AirParif is one of them [18]
maintaining a network of 70 stations in the whole Paris region.

Table 2 indicates geographical coordinates of stations employed as base-truth of pollution measurements,205

as long as their capability to monitor PM2.5, PM10 or NO2 concentrations. Three of the stations are placed
in the city center and the last four are placed around the neighborhoods. All of them are able to monitor
NO2 levels, while only stations S1 and S2 can measure PM2.5, and PM10 levels too.

Beijing, Guangzhou, Shanghai, Chengdu, and Hong Kong. These Chinese cities have impressive
numbers both as industrial development and population density and also as bad air quality conditions all210

along the year. Even if belonging to the same country, these cities are very far from each other and present
different morphological features (presence of sea, altitude, etc.).

We rely on air quality measurements taken by U.S. Consulates or Embassies in the considered cities, one
per city [19]. All of them are able to measure PM2.5 concentrations. Pollution values for Hong Kong are
taken from the relative Environmental Protection Department [20].215

São Paulo. The Metropolitan Area of São Paulo (MASP) is the most industrialized area in Brazil, including
19 million people and seven million vehicles. São Paulo is located at 800 meters above sea level and fine
particulate matter concentrations are inversely correlated with precipitations [21].
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Table 4: Chinese air pollution measurement stations.

Station
S1 S2 S3 S4 S5

Name Beijing Guangzhou Shanghai Chengdu Hong Kong
Latitude 39.939690 23.119406 31.208801 30.572269 22.285167
Longitude 116.456041 113.321231 121.447220 104.066541 114.156833
PM2.5 X X X X X
PM10

NO2

S1

S2

S3

S4

S5

S6

S7

2 km

(a) Paris (b) MASP

Figure 4: Tweets heatmap and stations location for Paris and MASP.

The other side of the coin of São Paulo development and industrialization regards various environmental
problems associated with the growth of its population in urban areas. Air quality is a major concern, because220

the reported concentrations of certain regulated pollutants, typically ozone and fine particulate, have often
exceeded Brazilian national standards.

Air quality in MASP is monitored by the CETESB company (standing for Companhia Ambiental do
Estado de São Paulo) [22] counting a network of 63 stations. Monitoring a larger area, we employ more
stations than Paris. Table 3 indicates stations names, coordinates, and pollutant measurement capabilities.225

All the stations are able to measure PM10 levels, most of them NO2, while only few of them can measure
PM2.5 levels too.

3.2. Air pollution posts

We have conducted a geosocial search on Paris and São Paulo during the time period coming from March
5th until April 30th. These two months are a critical period for both cities from the air pollution point of230

view. In the last few years (2014 and 2015), Paris has experienced high pollution peaks during the spring
period (Figure 1). In São Paulo, humidity, wind speed and precipitation values are lower during winter
months (from April to September), resulting increasing PM2.5 concentrations [23].

The geosocial search through keywords reported in Table 1, allows to filter the huge mole of user generated
posts upstream. We further filter the posts dataset, considering only posts generated between 6 a.m. and 12235

p.m. and geolocalized within a certain distance from the city center. Different kinds of locations are available
in social network posts. We consider only latitude/longitude coordinates coming from GPS enable mobile
devices. We have included the time constraint to restrict the analysis when cities are fully industrious.
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For Paris the covering circle has a radius of 8 Km. Such a distance includes the whole city of Paris, plus
the dual-carriageway ring main road around and the suburbs that surround the French capital. This area is240

also known as Grand Paris. For São Paulo, we use a much larger radius, so to include the large MASP area.
Dataset is composed only by genuine user generated posts. No retweets are admitted nor Twitterbot’s

posts. Almost the totality of users have published no more than 4 posts as shown in Figure 5. We manually
checked that the rest of the dataset was not automatically generated. Following this rationale we have found
among Sina Weibo posts two users who have published 384 and 257 posts respectively. Being automatic245

generated posts, they have been excluded from the analysis.
Figures 4(a) and 4(b) show the distribution of posts over Paris and São Paulo respectively. In the former

case, posts are mainly concentrated in three areas: the city center and the two main train stations. These
points are covered by AirParif stations S1, S5, and S6. The ring highway around Paris as long as some
suburbs are covered by the other four stations.250

São Paulo is more densely populated than Paris. Three areas present a high concentration of posts: the
industrialized littoral zone covered by station S8, the western Sorocaba’s industrial park covered by station
S9, and all the São Paulo city area is jeopardized and covered by the rest of 10 CETESB stations.

Since air pollution in Chinese cities is present for longer periods, we collect posts for a longer period too,
starting from October 3rd 2012 till April 3rd 2014. The geosocial search is set to return Sina Weibo posts255

generated within a radius of 5 Km from the sensing stations. At the end of the filtering pipeline we got
about 19,000 posts.

4. Feasibility evaluation

In this Section we evaluate the feasibility of using a geosocial search to monitor air pollution levels in an
urban area.260

Differently from standard sensors, which periodically or continuously monitor physical quantities, using
crowdsourcing measurements based on published OSNs posts involve many complications and uncertainties.
Primarily, people are mainly binary sensors having different thresholds affecting their claims credibility
and they express their perception occasionally. Then, people experiencing difficulties to breath due to air
pollution, could differ their notification for many reasons: they could want to immediately find a safer place,265

they could not be online or they could be doing something more impelling. Thus, a delay is expected between
the event occurrence and the posting time, typically following an homogeneous Poisson process[24].

The finest temporal granularity given by air pollution measurement networks is one hour. We adopt a
two hour time window sampling, with averaged pollution values, and we resample the time series of number
of generated posts accordingly, summing the amount of post published in that time window.270

Thus, for each pollution-sensed sample, we count the number of posts published, result of the geosocial
search, in the following time window and within a radius of 5 Km away from the sensing station. We group
the amount of posts in four sets:

• 0, the result of the geosocial search is empty in that time window,

Figure 5: CDF of posts per users.
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Figure 6: OSNs posts vs. measured PM10 and NO2 concentration values in Paris.

• [1− 5), one to four posts are present on the OSNs in the considered time window275

• [5− 9), the geosocial search returns five to nine posts,

• 10+, ten or more posts have been published in the time window.

It is worth to note that the chosen grouping limits depend on the sampling time window. With this
configuration, also in very populated cities like Beijing or Paris we did not get more than 20 posts per
sampling window. In case of a larger sampling window, it is worth to stretch the sets of posts, vice-versa280

shrinking the sampling window. Given the distribution of number of posts per sampling window, we get
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a percentile value of 0.3698539, 0.5256751, 0.8818061, and 0.9852811 for 0, 1, 5, and 10 number of posts
respectively.

Feasibility of the proposed model must show a raising level of pollution as the number of published posts
increases, or a pollution level under the alert threshold for the first group, and an increasing dirtiness of air285

condition for the others.
Then, in Section 5, we describe the model to forecast the amount of posts generated in the next time

window and find the most probable pollution level.

4.1. Paris measurements

Figures 6 show the key statistics of a given pollutant concentration (minimum, first quartile, median,290

third quartile and outliers), in according to the number of published posts, for measurement stations in
Paris. For stations which are able to measure particulate matters (S1, S2, and S5)we consider PM10 values;
PM2.5 typically constitutes 60% of the PM10 mass [25]. For the other station we rely on NO2 values.

The European directive 1999/30/EC states that concentration of particles with a diameter of 10 µm or
less should not exceed the hourly mean of 50 µg/m3, while 200 µg/m3 for Nitrogen Dioxide.295

For each station and for every pollutant, minimum pollution values raise as the number of posts increases.
In particular, Figures 6(a) and 6(b) show PM10 values measured by stations S1 and S5. They cover large

part of the city center, thus even more than 10 posts are present during the considered time window. Until
four detected posts, pollution is around acceptable values. From five posts up, instead, air pollution begins
to gain more and more importance, achieving 100 µg/m3 for station S1 and 120 µg/m3 for station S5.300

Even if NO2 measured values are under the acceptance threshold, Figures 6(d)–6(g) show that a larger
set of posts returned by the geosocial search indicates a higher minimum value of this pollutant, although
under the legal limits. This result indicate also that people effectively sense this pollutant.

4.2. São Paulo measurements

All the 12 São Paulo monitoring stations measure PM10 concentrations, so Figures 7(a)–7(l) show PM10305

measured values key statistics related to posts generated within a radius of 5 Km away from the stations.
CETESB scores air quality with the following indices:

• [0− 40], good quality,

• [41− 80], moderate quality,

• [81− 120], bad quality,310

• [121− 200], very bad quality.

Although during the considered period air quality is at mostly moderate falling in the range [41−80] and
no more than five posts have been generated during any sampling window, the minimum pollution values
of PM10 raises as soon as a post is published.

For this kind of results where the correlation is not as clear as in the other examples, the simplest315

corrective is to stretch the sampling window. Figures 8 show the correlation between OSNs posts and
measured PM10 values for the last three stations considered in Figure 7, with a double sampling window. A
longer sampling window often aggregates more posts, thus the correlation becomes more clear.

Once more, people reveal themselves highly perceivable and the geosocial search effective.

4.3. China measurements320

Beyond a further confirmation of our feasibility assumption, dataset of Chinese posts also reveals the
interesting aspect that we have highlighted in Section 2: the importance to have a dictionary of terms
customized on the geographic point of interest for an effective geosocial search.

Almost all the weather-related posts found during the examined period were related to the “haze” term
and these posts are the relative majority. French dictionary includes the same term but it does not have the325

same effect in that case. Disturbing haze conditions are consistent with the presence of high levels of given
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(c) S. André Capuava
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(e) Parelheiros
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(h) Santos Ponta da Praia
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(j) Parque Pedro II
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(k) S. Bernardo Paulicia
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Figure 7: OSNs posts vs. measured PM10 values in São Paulo for all the CETESB stations.

pollutants, NO2 and particulate matter among them. Figures from 9(a) to 9(e) prove what already observed
in Sections 4.1 and 4.2. Moreover, in this case, a higher number of haze-related posts signals an increased
minimum concentration of PM2.5 values for all the considered sites. Despite the previous evaluations, the
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Figure 8: OSNs posts vs. measured PM10 values in São Paulo, four hours time window sampling.

(a) Beijing (b) Guangzhou

(c) Shanghai (d) Chengdu (e) Hong Kong

Figure 9: Sina Weibo haze-related posts vs. measured PM2.5 values in Beijing, Guangzhou, Shanghai, Chengdu, and Hong
Kong air pollution monitoring stations.
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Table 5: Spearman’s coefficient and significance, minimum recorded PM2.5 values compared with the number of posts.

Paris, S1 São Paulo, S10 Guangzhou Beijing Shanghai Chengdu

Coefficient 0.95 0.78 0.86 0.88 0.90 1.00
ρ 0.0001 0.0446 0.0001 0.0001 0.0374 0.0001

minimum number of posts to detect an effective raise of air impurity level is higher: at least 10 posts for330

Beijing and at least 5 for the other sites. This can be explained as a habituation effect after a long period
of exposure to bad air quality.

4.4. Statistical significance

To better quantify the relation between posts and pollution, the Spearman’s rank correlation coefficient
is adopted. In essence, such coefficient provides a non-parametric measure of statistical dependence between335

two variables assessing how well the relationship between two variables can be described using a monotonic
function. A Spearman correlation value of 1 indicates the variables are a perfect monotone function one of
the other. Table 5 provides the Spearman correlation coefficients and their associated statistical significance
values obtained when comparing two variables: number of posts vs. the smallest pollution values recorded
in correspondence of the given number of posts. We present results for Chinese cities, and central stations340

in Paris and São Paulo.
In essence, coefficients close to 1 prove what already observed in this Section: a higher number of posts

signals an increased minimum concentration value of PM2.5.
The coefficient values provided in Table 5 establish the existence of a monotonic relationship between

the number of posts and the minimum concentration of PM2.5.345

5. Air Pollution level forecast

We have shown in Section 4 and 4.2 how the pollution level monitored by a station, and in particular
the minimum value, raises as the minimum number of posts published in the next sampling time window,
within a range of 5 km from that sensing station, increases. In this section we show how it is possible to
predict the next amounts of posts so as to define a certain level of air pollution.350

The series of number of user generated posts sampled each 2 hours is a non-seasonal, stationary, time
series process. Any trend, autocorrelation (ACF) frequency, or partial autocorrelation (PACF) frequency is
evident during the inspection of our dataset.

Therefore, we use an Autoregressive Moving Average (ARMA) model to forecast the number of posts
that will be likely generated in the next two hours [26] or more. A time series yt is represented as an
ARMA(p, q) model as follows:

yt = c+ φ1yt−1 + · · ·+ φpyt−p + θ1et−1 + · · ·+ θqet−q + et, (4)

Parameters p and q are the autoregressive and the moving average order respectively. The stationary
series yt can be expressed as a linear combination of p past values and q past forecast errors with et as white355

noise. We take advantage of the R package “forecast” which contains routines to create ARMA/ARIMA
models and forecast values in time series.

Once the number of posts in the next time window is predicted, the pollution level is estimated through
a binomial logit regression which gives the P (ρPMx

> ρPMthr
|nposts), where ρPMx

is the concentration
of PM2.5 or PM10, ρPMthr

is the relative threshold defined by the US Environmental Protection Agency360

(EPA) [27], and nposts is the number of posts generated in a two hours window. For sake of clarity, Figure 10
shows the P (ρPM2.5

> ρPMthr
|nposts) in according to pollution values time series of station S1 in Paris and

the time series of posts generated within 5 Km away from S1. Both time series use a two hours sampling.
Probability overcoming the threshold of 35µg/m3 is 0.5 when the geosocial search returns 5 posts, 0.75 with
8 posts and approaching to 1 with more than 11 posts.365
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Table 6: One step ahead forecasting MASE error for Paris AirParif air pollution
monitoring stations.

Station
S1 S2 S3 S4 S5 S6 S7

ARMA(2,0) 0.5369787 0.1907348 0.3973642 0.4190386 0.5247731 0.5201859 0.3667977
ARMA(1,1) 0.528387 0.1907348 0.3874301 0.332341 0.529819 0.5078005 0.3680847
ARMA(1,0) 0.554162 0.1907348 0.4470347 0.4190386 0.5348649 0.5366997 0.3667977

Table 7: One step ahead fore-
casting MASE error. China.

Station
S1 S2

ARMA(2,0) 1.098646 1.72159
ARMA(1,1) 1.088443 1.704242
ARMA(1,0) 1.100714 1.85774

Table 8: One step ahead forecasting MASE error for São Paulo CETESB air pollution monitoring stations.

Station
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12

ARMA(2,0) 0.28257 0.572204 1.033147 0.5563099 0.4325632 0.3814696 0.4238552 0.21353 0.3136 0.2472488 1.271565 1.059638
ARMA(1,1) 0.28257 0.572204 1.033147 0.5563099 0.4325632 0.3814696 0.4238552 0.21353 0.3136 0.2472488 1.351038 1.059638
ARMA(1,0) 0.374 0.60814 0.6357827 0.4087175 0.4423132 0.5364417 0.53797 0.22443 0.3245 0.7224804 0.9536741 0.978127

6. Forecasting accuracy

Since the pollution level estimation is based on the one step ahead forecast of the number of generated
posts, we evaluate the ARMA model forecasting accuracy on our dataset.

We compare the accuracy of three models, namely ARMA(2,0), ARMA(1,1), and ARMA(1,0), for one
step ahead forecasting. Initially, models are fitted with the first 200 samples from the time series, thus we370

compare real and forecast values from the 201st sample on. When forecasting for the ith sample, we tune
the model with the first i− 1th samples. Values are rounded to the closest integer.

As accuracy metric, we do not adopt neither the mean absolute error, which would be scale-dependent,
nor the relative error that is not feasible since both real and forecast values could be equal to zero. For
these reasons we compute the forecast accuracy with the mean absolute scaled error (MASE) [28].

MASE =
1

K

K∑
k=1

|yT+k − ŷT+k|/Q, (5)

where

Q =
1

T − 1

T∑
t=2

|yt − yt−1|. (6)

We denote with yi the ith observation and with ŷi the forecast of yi. T is the number of observations
(initially, T = 200), while K are the number of forecast values. Q is indeed a stable measure of the scale of
the time series.375

Tables 6 and 8 show the one step ahead forecasting accuracy for the time series depicting the number of
posts generated within a radius of 5 Km away from each station. In every case, the prediction error is low,
especially using the ARMA(1,1) model. In particular, MASE error is only in few cases greater than one,
indicating a better prediction than the one-step ahead in-sample random walk forecast. In some cases the
accuracy is equal even changing the model, showing a very low variance when differencing such time series.380

one-step ahead in-sample random walk forecast

Table 9: Forecasting MASE error for different time windows.

2H 4H 8H 16H

Paris, S1 0.528387 0.55235 0.598234 0.818211
Sao Paulo, S10 0.2472488 0.42319 0.49721 0.71358

China, S1 1.088443 1.335301 1.324451 1.73151
China, S2 1.704242 1.724646 1.708153 1.90146
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Figure 10: P (ρPM2.5 > ρPMthr
|nposts) logit regression curve, for ρPMthr

> 35µg/m3, for station S1 in Paris

In Table 9 we compute the ARMA(1,1) forecasting MASE error for different time windows in order to
check the forecasting horizon. Only for stations downtown Paris and Sao Paulo the error remains less than
1 up to 16 hours previsions. Thus, the prediction is better than one-step ahead in-sample random walk
forecast for almost one day. It is to be noted that the error does not grows linearly and fluctuations are385

presents for the considered stations in China.

7. Related works

The ubiquitous accessibility to OSNs and the proliferation of user generated posts has recently motivated
the use of geosocial search, leading to the creation of general frameworks for geo-social queries [29, 30], its
usage to urban planning [31, 32] and activities detection [33, 34].390

Although several studies regard OSNs, their utilization as a source of world measurements is a relatively
original approach. Authors in [24] adopt a probabilistic spatio-temporal model to use tweets as earthquake
sensors and give alerts.

Nevertheless, Goodspeed points out drawbacks and limitation of such approach [35]. One of the occurring
problems is the tweets information credibility. This aspect has been studied in previous works [36, 37].395

Techniques to infer credibility involve supervised machine learning [38], maximization likelihood model [39,
40], a combination of both of them [11], and observations from the physical world [15]. Authors in [41] use a
managed participatory sensing system to improve traditional environmental monitoring systems constituted
by static measurement stations.

Sentiment analysis of posts text, instead, is employed to infer contributors genuinity [13]. An extensive400

analysis of social differences in tweets is conducted by Poblete et al. [9].
While a large literature is dedicated to air pollution forecast, to the best of our knowledge, relying of

social network monitoring is an original approach.
Large urban scenarios are a very complexity system of meteorological conditions and air pollution con-

centrations, making very difficult to provide fast and accurate pollution level forecasts, with often large over-405

or under-prediction errors [42, 43]. For this reason, statistical models on historical time series have been
adopted to forecast pollutant concentrations. ARIMA has been previously used as a forecasting model to
predict maximum daily surface O3 concentration at Brunei Darussalam [44]. Chelani et al. propose a hy-
brid methodology combining the autoregressive integrated moving average model and nonlinear dynamical
model [45], while Kim and Kumar apply an autoregressive model with threshold for ozone monitoring.410

Hassan and Li’s approach relies, as many other works, on AI to predict specific pollutant concentrations in
restricted areas [46]. These works include forecasting methods based on artificial neural networks (ANN) [47,
48, 49], support vector machine (SVM) [50, 51], fuzzy logic [52], and a combination of fuzzy logic and
Hidden Markov Model (HMM) [53]. A comparison between statistical methods and classification algorithms
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is provided by Athanasiadis et al. [54], while Dı́az-Robles et al. propose a hybrid ARIMA-ANN approach415

to improve forecasting of PM10 in Temuco, Chile [55].
Slini et al. use classification and regression trees in according to neural networks to predict PM10 levels

in the Thessaloniki urban area, Greece [56], while Feng et al. use a combination of SVM and genetic
algorithms to monitor and predict ozone concentrations [57]. NEMO is a NO2 concentration predictor
evaluated in Athens, Greece, based on a case-based-reasoning approach combining heuristic and statistical420

techniques [58].
PrevAir is an online service forecasting 3 days ahead air pollution levels in Europe, combining mete-

orological and chemistry models [59]. Authors in [60] also combine atmospheric and chemistry models to
forecast pollutant concentrations in southern Brazil. A survey about PM2.5 mass concentrations in six
Brazilian cities is provided by De Miranda et al. [23].425

8. Discussion and Challenges

Before leading the reader to the conclusions of this work, we wish to recall her attention on some keen
points.

We have mentioned that people in China may have gotten used to pollution and for this reason they
tweet less often about it. Thus the model should adapt to the behavior/characteristics of people in different430

regions around the world. This adaptation is one of the central point since the beginning of the manuscript,
especially for the dictionary construction where differences are more evident: different terms are employed
not only considering the translation but also territory peculiarities.

Another point to highlight is the possibility of colluding users maliciously reporting data from a given
region: for example, a competitor may generate fake pollution tweets from a region around a factory.435

Although it is not the center of this work, credibility is a real issue dealing with social networks and crowd-
sourcing systems. The issue is so important that a large literature is produced about this topic [35, 36, 37,
38, 39, 40, 11]. Moreover, we have added some proposals to manage this issue: credibility of a user might
be inferred controlling the pollution levels measured by the closest fixed station, by the claims of the other
users, or by attached pictures in posts.440

9. Conclusions

This manuscript describes the use of the geosocial search as a source for urban air pollution measurements.
The aim of our work is to integrate collected measures to existing air pollution monitoring networks which
often are not enough extended to cover large cities and their suburbs.

After the construction of a dictionary of terms to conduct an effective geosocial search, we show how the445

air pollution level measured is proportional to the number of posts returned by the geosocial search. The
feasibility of our approach is proved in large cities with different morphological and cultural aspects over
three continents.

Finally, despite the existing literature which uses pollution values and meteorological time series to
predict future pollution values, we propose a forecasting approach relying on the time series of number of450

posts.
Once we have proved the feasibility, our methodology can be extended in many directions. Credibility

of users’ claims about air pollution could be corroborated by attached photos or by contemporary measures
from the closest fixed traditional air monitoring stations.

Conducting sentiment analysis on post texts could reveal different topics to monitor apart from air455

pollution, such as sea bathing water quality or unsafe zones.
Cross regression between the time series of number of posts and pollution values is a promising technique

to further improve previsions.
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