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Abstract

Power-law networks such as the Internet, terrorist cells, species relationships, and cellular

metabolic interactions are susceptible to node failures, yet maintaining network connectivity is

essential for network functionality. Disconnection of the network leads to fragmentation and, in

some cases, collapse of the underlying system. However, the influences of the topology of net-

works on their ability to withstand node failures are poorly understood. Based on a study of the

response of 2,000 power-law networks to node failures, we find that networks with higher nodal

degree and clustering coefficient, lower betweenness centrality, and lower variability in path length

and clustering coefficient maintain their cohesion better during such events. We also find that

network robustness, i.e., the ability to withstand node failures, can be accurately predicted a priori

for power-law networks across many fields. These results provide a basis for designing new, more

robust networks, improving the robustness of existing networks such as the Internet and cellular

metabolic pathways, and efficiently degrading networks such as terrorist cells.
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Being able to quickly and efficiently estimate the ability of a given network to withstand

node failures, that is, its robustness, is central to being able to manage critical networks in

the real world. However, there does not yet exist a method for estimating the robustness

of networks quickly and accurately based on the topological characteristics of the network,

and the existing understanding of the influence of topological characteristics on network

robustness if limited. In this paper we focus on scale-free networks and develop such a

model for use not only in small cases of failure events but also in modeling large-scale failure

events induced by common-cause failures such as natural disasters in which large portions

of networks fail.

Scale-free networks exhibit a power-law nodal degree distribution where the probability

that a given node is connected to k other nodes is described by P (k) ∼ k−γ [1]. Empirical

evidence indicates that nodal degree in many real networks is limited by the physical costs

of adding links to a node. Such networks can be described by adding an exponential cutoff

to the power-law distribution P (k) ∼ k−γe−(k/κ), where κ is the cutoff above which it

becomes physically very costly to add links to a node [2–5]. Scale-free networks have been

demonstrated to be tolerant to random failures [6]. However, the combined influence of

individual measures of network topology on failure tolerance has not been studied. Without

an understanding of the relationship between topology and robustness to node failures, we

are limited in our ability to design failure-tolerant networks across many different domains

and in our ability to efficiently degrade networks that we wish to attack. Here, we present

a systematic study of the effects of topological characteristics on power-law network fault

tolerance, and we develop a topology-based statistical approach for estimating the ability of

a network to tolerate node failures.

Prior work on network robustness focuses on relatively small numbers of networks due

to the limited number of real networks for which data is available [7–13]. However, this sig-

nificantly limits the statistical strength of the insights that can be drawn from the analysis.

To overcome this limitation, we begin by randomly generating 2,000 networks with degree

distributions following a power-law with exponential cutoff and distribution parameters

representative of scale-free networks in a variety of domains [14]. We use five pairs of distri-

bution parameters, based loosely on the network data presented in [14]: (γ = 1.1, κ = 40),

(γ = 2.0, κ = 900), (γ = 2.1, κ = 400), (γ = 2.4, κ = 2000), (γ = 1.7, κ = 200). We generate

400 random networks for each parameter combination: 20 networks for each of 20 sizes, N =
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100; 126; 177; 205; 299; 313; 336; 367; 387; 482; 513; 540; 557; 592; 621; 758; 821; 936; 967; 1, 000.

The network sizes between 100 and 1000 are generated from a uniform random distribution.

After generating these networks, we calculate the mean, standard deviation, minimum,

and maximum values of four topological characteristics for each network individually. Table

I presents the mean, standard deviation, minimum, and maximum of each of these network-

level summary statistics: nodal degree (µ = 5.13), clustering coefficient [15] (µ = 0.289),

betweenness centrality [16] (µ = 746) and path length (µ = 2.47). The ranges for our

network characteristics are similar to ranges for real networks such as the Internet, movie

actors, scientific paper co-authorship, metabolic reactions, food webs, and word synonyms

as presented in [14]. The mean degree of our networks ranges from 2.3 to 11.2 and the mean

degree of networks in [14] ranges from 2.39 to 173, though only a few non-physical networks

such as word associations and social networks reported in [14] have a mean nodal degree

greater than 18. The mean clustering coefficient of our networks ranges from 0.067 to 0.61

and the mean clustering coefficient of networks in [14] ranges from 0.066 to 0.79. The mean

path length of our networks ranges from 2.0 to 3.3 and the mean path length of networks

in [14] ranges from 2.4 to 18.7, though the path lengths for power-law networks reported by

[14] are close to those of our network with the exception of several social networks.

We repeatedly and independently simulate 100 random node failure scenarios for each

network, with equal failure probability for each node, varying the number of nodes failed

from 0.10N0 up to 0.75N0, where N0 is the number of nodes in the initial, unperturbed

network. These node failure events result in disconnection of one or more nodes from the

remainder of the network. Our measure of network robustness is:

SP =
Np
f

N0

, (1)

where Np
f is the total number of nodes in the largest connected component after p percent

of nodes have failed. SP thus gives us the relative size of the largest connected component,

a measure of resistance of the network to node failure events [6]. We calculate S for each

failure scenario in each network at four failure levels: 10, 25, 50, and 75 percent of nodes

failed.

Because it is a ratio of largest connected component after failures to initial network size,

our observed data, S, in this analysis is restricted to the interval (0,1). Ferrari and Cribari-

Neto ((year?)) developed an approach for multiple linear regression modeling of such Beta-
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TABLE I. Summary of the topological characteristics of generated networks.

Parameter measure Within-network deviation Mean Std. dev. Min. Max.

Network size (n) – 505 272 100 1000

Degree (k)

Mean 5.1 2.2 2.3 11.2

Minimum 1.0 0.0 1.0 1.0

Maximum 307 220 24 989

Standard deviation 17.7 5.7 4.5 31.7

Betweenness centrality (Cb)

Mean 746 452 105 2,278

Minimum 0.0 0.0 0.0 0.0

Maximum 192,468 229,924 1,808 992,170

Standard deviation 8,433 7,495 316 31,375

Clustering coefficient (C)

Mean 0.29 0.09 0.07 0.61

Minimum 0.0 0.0 0.0 0.0

Maximum 1.0 0.0 1.0 1.0

Standard deviation 0.39 0.07 0.13 0.48

Path length (`)

Mean 2.5 0.3 2.0 3.3

Minimum 1.0 0.0 1.0 1.0

Maximum 4.7 0.96 3.0 8.0

Standard deviation 0.5 0.1 0.1 1.1

distributed response data. We use this approach to develop Beta regression models for

network robustness. Our initial data set includes sixteen explanatory variables: minimum,

maximum, mean, and standard deviation values for each of the four topological characteris-

tics of networks previously described. We removed variables with standard deviation equal

to zero from our data set because they will have no impact in a regression model. These

variables are minimum degree, minimum betweenness, minimum clustering coefficient, max-

imum clustering coefficient, and minimum path length. To reduce correlation between the

remaining variables, we remove maximum degree, standard deviation of degree, standard

deviation of betweenness, and mean path length from our data set. We then standardize

the remaining variables for easier interpretability of model results.

We fit Beta regression models to our reduced data by performing maximum likelihood
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estimation using the Betareg package [18] in [R] [19]. Because we calculate S after four

levels of node removals (10, 25, 50, and 75 percent), we develop four separate models, with

a S for a single level of node failures (10, 25, 50, and 75 percent) as the response variable

in each model. After fitting a given initial model, we iteratively remove all covariates from

the model that are not statistically significant. That is, for a given model, we remove the

explanatory variable with the highest p-value, refit the model, and repeat until all variables

are statistically significant at the level of α = 0.05.

We then test the predictive accuracy of the models with repeated random holdout vali-

dation. We randomly split our initial dataset into a training data set (80% of initial dataset

= 1,600 networks) and a validation data set (20% of initial dataset = 400 networks). We

use our training data to fit regression models for S for each level of node removal (10, 25,

50, and 75 percent). We then use these regression models to predict S for each level of

node removal for each network in our validation dataset. We also simulate 100 sets of node

failure events for each network in the validation dataset. Finally, we compare the predicted

S to the simulated S for each network in the validation dataset. We repeat this process 100

times (beginning with the random split of our initial dataset) for a 100-fold random holdout

cross-validation.

We find that five topological characteristics are statistically significant (p < 0.05) predic-

tors of network robustness across all levels of node removal: mean nodal degree, mean be-

tweenness centrality, mean clustering coefficient, standard deviation of clustering coefficient,

and standard deviation of path length. We also find that in all four cases, incorporating

the topological characteristics increases the fit of the model relative to an intercept-only

model by a statistically significant amount (p < 2.2e − 16). Together, these suggest that

topological characteristics are associated with network robustness to node failures and thus

may be useful predictors of network robustness.

Across all ranges of node removal, higher mean nodal degree, mean clustering coefficient,

and standard deviation of path length all have positive influences on S, while higher mean

betweenness centrality and standard deviation of the clustering coefficient have negative

influences on S. Figure 1a shows the influence of these initial topological characteristics

on network robustness; Figure 1b shows that mean network robustness, that is, the size of

the largest connected component, S, decreases as the number of node failures increases as

expected; error bars give the standard error of S. We also test the predictive ability of our
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FIG. 1. Beta regression models of network robustness as a function of initial network topology.

regression models by performing holdout validation on our data as described above. Figure

1c shows the mean absolute errors of the models’ predictions (represented by the purple

bars), which are small compared to the true values of S (Figure 1b). The error bars give

the 95% confidence interval for the prediction errors. Overall, our models fit the data well

and indicate that topological characteristics are important predictors of network robustness.

Our models also yield accurate out of sample predictions of network robustness. We next

discuss the influence of the statistically significant topological characteristics in more detail

to draw insights into their influences on network robustness.

The mean of the clustering coefficient, C, a measure of how locally connected nodes are,

is the most important topological characteristic in determining S when small fractions of

nodes are removed. For a network of a given degree distribution, higher local connectivity

6



(e.g., clustering) implies that a more locally redundant set of edges exists. When one node

is removed, this locally redundant set of edges decreases the chance that nodes will become

disconnected from the network, increasing S. Our results confirm this. Furthermore, our

results show that the influence of C on S remains relatively constant from 10% of nodes

removed through 75% of nodes removed, though it becomes less influential than nodal degree,

k at 50% and 75% of nodes removed. Maintaining high local clustering is thus important

across a range of magnitudes of impacts to networks, with increased clustering effectively

offering local redundancy.

Our model shows that the mean of k is nearly as important as C at low levels of node

removal but quickly becomes the most influential topological characteristic. Higher average

nodal degree would imply a network in which connections are concentrated in a smaller

number of nodes. Random node failures are equally likely to remove any node from the

network. As E[k] increases, it becomes more likely that a random node removal would

remove a weakly connected node that other nodes do not rely on for their connection to

the network. This would decrease the likelihood of decreasing S. This effect increases

dramatically as the fraction of nodes failed increases. This would be expected because at

the higher levels of node removal, the concentration of edge connections into a few central

nodes would be even more important in making a network robust against random node

failures. In our regression model, µ is the mean of S. With our logit link function, we have:

∂ S
1−S
∂xi

= eβi (2)

This gives a measure of the influence on a given variable, xi on the ratio of fraction connected

to fraction disconnected. At the 10% node removal level, increasing the mean of k by 1

unit increases the ratio of fraction connected to fraction disconnected by 1.05 on average,

whereas at 75% node removal, a 1 unit increase in the mean of k increases the ratio of fraction

connected to fraction disconnected by 1.17. Note that we would expect substantially different

results for targeted node failure events where one might expect higher degree nodes to be

targeted for removal first.

The standard deviation of path length also exerts a positive influence on S and its influ-

ence increases with number of node failures. However, relative to both the mean of k and

C, its influence is lower. Higher variability in the path lengths implies greater diversity in

the nodes traversed. This additional redundancy in paths between nodes should make it
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less likely that a given node will be disconnected by node failures, all else being equal in the

network. At the same time, the maximum shortest path length is statistically significant

only when 75% of the nodes are removed. Longer shortest path lengths require more nodes

to be traversed to maintain connectivity, decreasing the opportunities for path redundancy,

again, holding all else fixed. This reinforces the insight that diversity in paths traversed is

important because it increases path redundancy.

In contrast to the clustering coefficient mean, increasing its standard deviation negatively

influences network robustness, and the absolute value of this influence is approximately equal

to that of the (positive) influence of the mean of C across all levels of node removal. To

understand this influence it is important to note that the mean of the clustering coefficient

is relatively small (2.5). As the standard deviation of C increases, it becomes more likely

that a node randomly selected for failure would have a low value of C. Removing this node

would have a larger impact on surrounding nodes because it is not as locally connected as

nodes with a higher C, leading to an increased chance of additional nodes depending on it

but not other nodes becoming disconnected.

Betweenness centrality also exhibits a negative influence on S, although its influence is

less than that of the other variables. Betweenness centrality of a given node quantifies the

relative number of shortest paths that will become longer if that node is removed from the

graph. Longer shortest paths are then more susceptible to being severed by other node

failures, resulting in decreased network robustness.

In addition to providing a fundamental understanding of the relative influence of different

topological characteristics on network robustness, our model can also be used to predict the

robustness of real-world power-law networks using simple information about the network’s

initial topology. We test our regression models’ predictive capabilities on three real-world

power-law networks: the Ythan estuary food web [20] (kmean = 8.84, Cbmean = 187, Cmean =

0.217, `mean = 2.41); the metabolic pathway graph for the bacteria Escherichia coli [21]

(kmean = 3.10, Cbmean = 806, Cmean = 0.076, `mean = 5.43); and the terrorist network

of 9-11 hijackers and their affiliates [22] (kmean = 5.00, Cbmean = 126, Cmean = 0.472,

`mean = 3.06). See Supplemental Material for figures showing the topology of each of these

networks before and after one set of realizations of random node failures.

We find that we are able to use our statistical approach to estimate S for these real

networks with a high level of accuracy, particularly for small fractions of node removals (i.e.,
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10% and 25%) (Figure 2). In Figure 2, the vertical blue lines show our predictions of network

robustness, S, for each of the three networks at four levels of node failure. The corresponding

histograms give the probability density functions of our simulated S values. The vertical red

dashed lines indicate the simulated values of network robustness for each network and failure

combination and the vertical pink dashed lines indicated the mean simulated value plus and

minus one standard error. The E. coli network was the hardest to predict accurately, with

the actual (simulated) S lying outside of the 95% prediction interval for the two highest

levels of node removal. The terrorist network was the easiest to predict accurately, with the

95% prediction interval continuing the true value for all cases.

In summary, we demonstrate that there is a statistically significant relationship between

the initial topological properties of scale-free networks and their corresponding robustness.

Our stastical models are generalizable to large-scale, realistic networks and provide strong

insights into the effects of topology on robustness. We find that although the relative influ-

ence of different topological measures varies depending on the level of network disturbance

(e.g., number of nodes removed), the direction of the influence of a given characteristic is

always the same. Specifically, higher nodal degree and clustering coefficient, lower between-

ness centrality, and lower variability in path length and clustering coefficient imply greater

network robustness. This improved understanding of the impact of network topology on ro-

bustness has many applications and benefits in the context of operations research. Because

our models allow us to rapidly and accurately estimate network robustness, they can be

used to prioritize improvement efforts among multiple existing networks and to allocate re-

sources to those networks. Additionally, such robustness estimates can be incorporated into

the optimization of single networks, both for the design of new networks and for improving

(or degrading) existing networks. We show that using our robustness estimates to identify

optimal attack strategies on a terrorist network provides a closer match to the true optimal

strategy than basing the attack strategy on nodal degree. Finally, the relative simplicity of

our models, both in required data and in computational complexity, makes them a highly

practical and efficient tool for aiding real-world decision-making.
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FIG. 2. Robustness of real-world networks: predictions and true values.
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