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Abstract 

Maritime Autonomous Surface Ships (MASS) are the subject of a diversity of projects and some are in 

testing phase. MASS will probably include operators working in a shore control center (SCC), whose 

responsibilities may vary from supervision to remote control, according to Level of Autonomy (LoA) 

of the voyage. Moreover, MASS may operate with a dynamic LoA. The strong reliance on Human-

Autonomous System collaboration and the dynamic LoA should be comprised on the analysis of MASS 

to ensure its safety; and are shortcomings of current methods. This paper presents the Human-System 

Interaction in Autonomy (H-SIA) method for MASS collision scenarios, and illustrates its application 

through a case study. H-SIA consists of an Event Sequence Diagram (ESD) and a Concurrent Task 

Analysis (CoTA). The ESD models the scenario in a high level and consists of events related to all 

system’s agents. The CoTA is a novel method to analyse complex systems. It comprises of Task 

Analysis of each agent, which are preformed concurrently, and uses specific rules for re-description. 

The H-SIA method analyses the system as whole, rather than focus on each component separately, 

allowing identification of dependent tasks between agents and visualization of propagation of failure 

between the agents’ tasks.  
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CC  Collision Candidate  
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HTA Hierarchal Task Analysis 
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IE  Initiating Event  

Lidar  Laser induced detection and ranging  

LoA Level of Autonomy 

MASS Maritime Autonomous Surface Ship 

MUNIN Maritime Unmanned Navigation through Intelligence in Networks 

NFAS Norwegian Forum for Autonomous Ships 

PE  Pivotal Event  

Radar  Radio aided detection and ranging  

REN  Real time Ethernet  

SCC  Shore Control Center  

STPA Systems-Theoretic Process Analysis 

TA Task Analysis 

TTA Tabular Task Analysis 

TS  Target Ship  

 

 

1. Introduction 

Research and development projects on Maritime Autonomous Surface Ships (MASS) have faced 

increasing interest, and some are currently in a testing phase. For instance, Yara Birkeland, an 

autonomous and electric container vessel developed by Yara and Kongsberg, is expected to undergo 

the first operational tests at the start of 2019, and to conduct fully autonomous operations by 2020 [1]. 

DNV ReVolt, an unmanned shortsea vessel developed by DNV GL, is being tested in a 1:20 scale, in 

collaboration with the Norwegian University of Science and Technology (NTNU) [2]. In addition, 

NTNU is currently testing a 1:2 scaled autonomous passenger ferry, which is expected to run on full 

scale in 2020 [3]. Several research projects and forums also address MASS, such as the Advanced 

Autonomous Waterborne Applications Initiative (AAWA) [4]; the Norwegian Forum for Autonomous 
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Ships (NFAS) [5], [6]; and The Maritime Unmanned Navigation through Intelligence in Network 

(MUNIN) [7]. 

The growing number of projects related to MASS is due to the expected advantages it may bring, 

compared to traditional manned ships. The removal of the accommodation and deckhouse can save cost, 

weight and space; enable the ship to carry more cargo [4], create more flexible transport solutions [6]; 

provide better accessibility to potentially dangerous areas [8]; and lead to greener shipping. Moreover, 

MASS’ operation may be safer than traditional manned ships, since human error may be a contributing 

factor to many marine accidents [9]. Less crew or unmanned ships may also lead to fewer fatalities and 

injuries if an accident should occur. 

Nevertheless, a fully autonomous vessel with no supervision and/or interference from humans is not 

expected to be a reality in the near future. Most of the projects regarding MASS include operators 

working in a shore control center (SCC), whose responsibilities may vary from supervision to remote 

control. MASS operation will thus rely on a human-autonomous system (H-AS) collaboration. 

Moreover, MASS may have a dynamic Level of Autonomy (LoA): the LoA may change in the same 

voyage depending on certain conditions. Hence, the operators’ tasks may change during a voyage: they 

may have to control the vessel remotely during parts of the voyage, e.g., when maneuvering in a busy 

congested harbor, and then change to monitoring the vessel when it moves to the open sea.  

As humans will still be involved in the operation at some level, human error may still occur [10]–[12]. 

In addition to human error, MASS introduce new challenges to the maritime sector, such as increased 

cyber security threats, the possibility of losing communication with the control center; or the difficulty 

of performing maintenance during sea voyages [4] [13]. Hence, risk assessments of MASS operation 

are important [14]. They face two main challenges: i) the strong reliance on H-AS collaboration during 

the operation, and ii) the possibility of a dynamic LoA.  

Few publications address topics related to hazards and risks associated with MASS operation. A recent 

review [14] of risk models aiming at AS and conventional ships revealed that current models do not 

sufficiently model the functions carried out by software based systems and that human operators are 

often treated superficially. Different operational modes of vessels are only covered to a limited extent. 

The current literature aiming at MASS also does not model and analyse the H-AS interaction as 

potential contributor to the risk of MASS operation, nor does it reflect the dynamic LoA of the 

operation. This paper intends to fill this gap, through the development of a method for analysing the 

operation of unmanned autonomous ships. 

The contribution of this article is the Human-System Interaction in Autonomy (H-SIA) method for 

MASS, which consists of two elements; an Event Sequence Diagram (ESD) and a novel method called 

Concurrent Task Analysis (CoTA): 
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i) The ESD models the scenario in a high level and consists of events related to both humans 

working in a shore control centre (SCC) and the autonomous ship system. We provide a 

flowchart, in which questions about the design and LoA guide the analyst to build the ESD. 

The flowchart ensures traceability and reproducibility and is well suited for MASS 

designed for operations with either low or high autonomy, or for a dynamic LoA; 

ii) The CoTA is a new method introduced in this paper to analyse complex systems. It is 

developed from the ESD. It models the interactions between tasks performed by different 

agents (e.g., humans and autonomous ships). A CoTA comprises of a Hierarchical Task 

Analysis (HTA) or Tabular Task Analysis (TTA) of each agent, in which the tasks are re-

described until basic tasks that relate to the interaction between the agents are determined. 

Moreover, the CoTA uses a cognitive model and extends it to the complete system. The 

CoTA has several purposes, such as failure events identification, failure propagation 

analysis, and procedures development. 

The innovative aspect of the H-SIA method is that the system is analysed as whole, rather than focused 

on each component separately. In addition, it may be used to compare risks from different MASS 

designs, or different LoAs during the design phase of the ship, as well as during operation. Further, the 

CoTA makes it possible to identify dependent tasks between different agents and to visualize 

propagation of failure between the agents’ tasks. Since the CoTA uses the IDA model, it is possible to 

identify failures related to both humans and the AS.   

The paper is organized as follows: section 2 presents the state of the art for autonomous ships risk 

models and an overview of the background used for the development of the H-SIA method, namely: 

the ESD, Task Analysis and IDA model. Section 3 presents the H-SIA method, its elements, and its 

advantages. The method has been developed for collision scenarios, as collision is one of the main 

causes to ship losses [15]. An application to a potential scenario demonstrates systematically the H-SIA 

method for MASS, with its strengths and limitations in section 4.  Section 5 concludes the paper. 

2. Background 

2.1 Autonomous Ships and Risk Assessment 

Autonomy can be defined as “a system’s or sub-system’s own ability of integrated sensing, perceiving, 

analysing, communicating, planning, decision-making, and acting, to achieve its goals as assigned by 

its human operator(s) through designed human-machine interface (HMI)” [17]. Although the term 

“autonomous ship” suggests, at a first glance, a concept in which a ship would have a system that is 

fully responsible for all aspects of its navigation and is independent of humans, autonomous ships may 

have different LoAs. There are different LoA taxonomies, see, e.g., [27, 28]. In this paper, we use the 

taxonomy in Table 1 proposed by NFAS [2]. 
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Table 1: Levels of Autonomy for a merchant ship [2] 

LoA  Description 

1 Direct Control Direct control of ship, minimal automation and decision support 

2 Decision support Decision support and advice to crew on bridge. Crew decides. 

3 Automatic bridge Automated operation, but under continuous supervision by crew onboard 

4 Periodically 

unmanned 

Supervised by shore. Muster crew if necessary 

5 Remote control Unmanned, continuously monitored and direct control from shore. 

6 Automatic Unmanned under automatic control, monitored from shore. 

7 Constrained 

autonomous 

Unmanned, partly autonomous, supervised by shore 

8 Fully 

autonomous 

Unmanned and without supervision 

 

The white rows of Table 1 relate to the LoAs of manned/ periodically manned ships. Unmanned 

autonomous ships (grey rows) may operate in four different LoAs, from remote control to fully 

autonomous. Unless the ship is fully autonomous it has some interaction and/ or collaboration with 

human operators. The H-AS collaboration will be decisive for safe MASS operations. The crew could 

be working in a SCC, similar to the MUNIN project [16]. The SCC is a control room in which the 

operators monitor and supervise unmanned ships or control them remotely, and each operator may be 

in charge of more than one ship at a time [29]. 

The Autonomous System comprises, thus the following elements (Figure 1): 

i) Operators: human operators working in a SCC; 

ii) Autonomous Ship (AS): the autonomous ship including all system on board, such as the 

software and hardware and communication channels; 

iii) Autonomous System: the system comprised of the SCC and the AS – which are named 

agents of the system. 
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Figure 1: Autonomous System boundaries and elements 

Risk assessments for conventional ships have been developed for several decades - recent reviews can 

be found in Li et al. [17]; Lim et al. [18], or Thieme et al [14]. Since MASS are emerging, there are 

limited works published on their risk assessments.  

 Recent publications on risk assessment of MASS derived from the MUNIN or AAWA projects, such 

as a hazard identification process and risk assessment approach for an early concept of MUNIN [10], 

[19], and qualitative and quantitative risk assessment of the project case study ship [20], [21], [22]. The 

AAWA project report [4], highlight issues that need attention with respect to the level of risk of MASS 

operation. 

Publications also include the use of some risk assessment techniques, such as a  hazard analysis 

structured in a Bayesian belief network (BBN) [23]; a what-if analysis to assess the impact of 

introducing unmanned ships in the maritime industry [24]; STPA and failure mode and effect analysis 

(FMEA) to identify, analyze and develop verification goals for the DP system of ships [25] [26]; STPA 

for hazard identification for an autonomous urban ferry project [27], and identification of risk 

influencing factors (RIF) that impact the risk of MASS[28]. These reviewed publications focus mainly 

on the identification of hazards. The present article attempts to build risk models for the assessment of 

the risk level, integrating the complex interactions expected to emerge from MASS. 

2.3 Event Sequence Diagram 

ESDs can be defined as generalized event trees. The ESD framework allows for indicating the behavior 

of not only key process variables, but also operator and hardware state changes. It provides thus a more 
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literal representation of a system state than event trees [29]. An ESD represents the possible sequence 

of events following an initiating event, which can be a disturbance of the normal state of the system, 

leading to the possible consequences (end states). ESDs have been applied in several industries and 

disciplines.  ThePhoenix Human Reliability methodology makes use of a flowchart approach to build a 

Crew Response Tree, which is modelled using ESDs [30]–[32]. 

An ESD may contain six types of elements [29]: i) events (observable physical phenomenon relevant 

to the analysis); ii) conditions, which create binary paths; iii) gates, which connect events; iv) process 

parameter set (time and other parameters that influence the system); v) constraints/ boundaries (set of 

intervals of process parameters which are in competition with the time to occurrence of an event), and 

vi) dependency rules, which describe the interaction of the set of process parameters. Figure 2 presents 

the types of events and gates. 

 

Figure 2: Types of events and gates in an ESD 

A strength of the ESD is that it can be used to model dynamic systems [29] and, further, may be used 

in a dynamic risk analysis of such systems. Moreover, ESDs may be combined with fault tree analysis, 

BBNs, or a combination of these, in a Hybrid Causal Logic Modeling [33], [34]. Advanced algorithms 

allow for the quantification of interconnected events in the ESD (ibid, [35]) 

2.4 Task Analysis  

The CoTA developed in the H-SIA method presented in this paper builds upon Task Analysis (TA) 

theory and methods. TA was developed in the 1960s [36] and had the initial focus of analyzing human 

performance. TA has since developed, influenced by the technical challenges in the Human-Computer 

Interaction (HCI) [37]. Diaper [38] suggested a definition for using TA in HCI, which follows a systems 

perspective rather than emphasizing human performance only. Task analysis is “the collective noun 

used in the field of ergonomics, which includes HCI, for all the methods of collecting, classifying, and 

interpreting data on the performance of systems that include at least one person as a system component”. 
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A TA can be developed through different approaches, such as HTA, TTA, and Cognitive Task Analysis. 

More information on the different approaches can be seen in [37]. 

HTA offers the possibility of analyzing complex tasks through the decomposition of goals into sub-

goals – a process named re-description. The goals and sub-goals are organized in HTA through plans 

[36]. Plans state the order in which the sub-goals must be accomplished. From a systems perspective, 

the HTA should focus on the analysis of the task to understand how the system is supposed to behave 

and, further, how it can fail. HTA is a well known tool in the field of Human Reliability Analysis (HRA) 

and the second step in a general HRA process [39]. 

The flexibility of the plans of HTA and its hierarchical structure allows the modeling of the expected 

behavior of a diversity of parts of the system. Moreover, the re-description of the goals into sub-goals 

allows the identification of specific tasks in the desired component level. For instance, since a task in 

software engineering is a computational operation that can be executed concurrently with other 

computation tasks [40], it is possible to apply HTA in software reliability analysis. A task is thus a 

function or a function object of a software program. Indeed, TA is similar to a functional decomposition 

that is often carried out during software development. 

An important element of HTA is the stop rule, which determines when a re-description should end. 

Without an appropriate stop rule, re-description may continue indefinitely. A commonly used subjective 

stop rule is: stop when you have all the information you need to meet the purposes of the analysis [38], 

i.e., the task analysis will be detailed until the point that is necessary for the analysis. A HTA for 

operators supervising/ remotely controlling autonomous ships was developed by [12]. It focuses only 

on human actions and not tasks of the autonomous ship. It provides a valuable insight into human tasks 

in a SCC, and it makes use of the operator cognitive model IDA. In this work we expanded IDA to use 

it as a stop-rule for both operators and AS. The IDA model is described in the next sub-section.  

2.5 Information-Decision-Action (IDA) model 

IDA – Information, Decision and Action was initially developed as a human behavior model of the 

response of a nuclear power plant crew under accident conditions [41]. It consists of the cognitive 

phases I (Information collection and pre-processing); D (decision making and situation assessment); 

and A (action taking). Since its first publication it has been the subject of diverse developments, such 

as the development of a crew-centered version named IDAC (Information, Decision and Action in a 

Crew context) [25], [50]–[53].  

It is possible to extend IDA and adapt it for different agents of a system. This is particularly useful when 

analyzing the interaction between two or more agents, as it allows for decomposing functions into the 

same low-level unit of analysis. Figure 3 presents the elements of the IDA model in an extended version, 

generalized for an autonomous ship modeling, in addition to operator behavior, described below. 
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Figure 3: IDA model extended for operator and autonomous ship 

 

In the IDA model the agent receives information from the external world. This may be an alarm, in case 

of an operator, or data, for the AS system. This information is received and processed through the (I) 

block, which includes filtering, comprehension, grouping and prioritization. The next phase, (D), relates 

to the agent’s response to the information obtained in the (I) phase. This covers situations assessment, 

diagnosis and response planning. For the operator, the cognitive response to information obtained in 

the previous phase is translated into a problem statement or a goal, requiring resolution. The process of 

problem-solving or goal-resolution involves the selection of a problem-solving method or strategy. 

These strategies are also found in autonomous systems. The decisions from the (D) phase are put into 

action through the (A) phase. Typically, the operator performs an action on an external world, whereas 

a component of the system may perform an action on another component or on the external world. 

The I-D-A process is influenced by a “mental” state, for the operators, or an AS model, for the 

autonomous ships. For the operator, the mental state combined with memory represents the operator’s 

cognitive and psychological states. It explains why and how a response process initiates, why and how 

a cognitive activity starts and continues, and why and how a goal or strategy is selected or abandoned. 

For a system, in this case the autonomous ship, the AS model includes the programmed behavior, the 

process models in the AS, and the world model of the AS. 

The interaction between the mental state of the AS model and the I-D-A activities is a dynamic process 

of mutual influence: the mental state and the AS model influence the activities within each of the IDA 

blocks, and as a result of these activities the mental state and the AS model are updated (dashed lines 

in Figure 3). 
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The goals analyzed in a HTA represent the needs of the system as whole, e.g., operator shall respond to 

an alarm, or AS shall receive an input from the operator. This is an external reference point in IDA. A 

mismatch between the agents’ actions and this requirement would then be classified as an error, i.e., 

failure to respond to an alarm, or failure in receiving input. Re-describing the goals as one of the IDA 

stages (e.g., listening to an alarm is a sub-goal in the information gathering stage) allows then for 

identifying errors with respect to the internal reference points. 

In terms of errors, IDA recognizes errors and failures attributed to humans, hardware, or software as 

only recognizable in the context. For instance, closing a valve might be an error in one context, but 

success in another [51]. Thus, errors are defined with respect to external reference points: the needs of 

the system. The errors identified by the external reference points can be traced to the stage where the 

error originated: I, D, or A. An error in one of the I-D-A phases means that the error has occurred in the 

module for which there was correct input but incorrect output. For example, an action execution error 

is when the action was incorrectly provided with the correct decision. On the other hand, if the action 

was performed based on a wrong decision, it is concluded to be a decision error. 

The advantage of identifying the errors within one of the I-D-A phases is that, for the operator, it can 

be further traced to the cognitive process leading to the error; and for the system, it can be traced to the 

responsible component in which the error occurred (e.g., an error in information retrieval can be traced 

to the responsible sensor). Moreover, performing HTAs in parallel for two agents, as in the CoTA, 

ensures that low-level tasks from all agents are in the same level of re-description.  

 

3  H-SIA method for MASS collision scenarios 

The H-SIA method, presented in this Section, is composed of two elements: (i) an ESD (Section 3.1), 

and (ii) a CoTA (Section 3.2). The method is specifically developed for collision scenarios between an 

autonomous ship and another vessel or object, but is nevertheless expected to have general applicability 

for autonomous systems. 

Error! Reference source not found. presents the three main steps in the H-SIA method, and Steps 2 

and 3 are detailed in the following sub-sections. The first step is familiarization with the system and its 

LoA. This ensures that the analyst can use the flowchart for the ESD development (Step 2), in which 

the questions are related to design of the AS and the LoA of its operation. Following the development 

of the ESD, the analyst can continue for the CoTA development (Step 3), which builds on the events of 

the ESD.  
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Figure 4: H-SIA method application steps 

 

Figure 5Error! Reference source not found. presents a simplified example of the method approach. 

The CoTA is success-oriented; it describes the tasks involved in the success paths of the events of the 

ESD. Following the tasks re-description using the CoTA stop rules, the interaction between the interface 

tasks of the agents are indicated (circles in Figure 5). Note that the events in the ESD cover both events 

from the AS and from operators working in a SCC. The AS, in this case, includes the autonomous ships 

and all systems on board, i.e., software and hardware parts, as illustrated in Figure 1.  
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Figure 5: Simplified example of H-SIA method elements 

 

3.1 Event Sequence Diagram 

Since the H-SIA method is focused on ship collision scenarios, it is important to understand how the 

process of collision avoidance can take place for autonomous ships. 

3.1.1 Collision Scenario for Autonomous Ships 

Collision refers to contact between two or more vessels, or between a vessel and an object, which can 

be floating or a fixed structure. The types of collisions considered in this paper for Autonomous Ships 

can be seen in Figure 6. There is no formal definition of a ship being on collision course. Often it is 

stated that if no course is changed, the vessels will collide [17], [42]. The AS will collide with the 

collision candidate if the course / speed of the vessel(s) is not changed; 
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Figure 6: Types of ship accidents related to collisions  

 

Ships at sea must follow the international rules for collision avoidance – COLREGs [42] and local rules. 

If there are local rules, they have to be considered over the COLREGs. This may involve changing the 

heading or the speed depending on the traffic situation, environmental conditions, distance from the 

vessel/object, and ship condition variables, such as, maneuverability of the ship. General rules include 

to keep an appropriate lookout, and a safe speed for the situation, even if no collision is immanent. For 

the scenarios in Figure 6 the following rules apply. For head-on scenarios (1), both powered vessels 

need to change their course to starboard (right in the direction of travel, Rule 14). For scenario 2, the 

overtaking vessel, in this case the AS is responsible for avoiding collision (Rule 13). Crossing collision 

require the ship having the crossing ship on starboard to alter  course and speed to avoid collision (Rule 

15). In this case, it is assumed that the AS has to make a collision avoidance maneuver.  Similarly for 

scenarios 4 and 5, the AS has to take actions to avoid collision with objects. Note that for scenario 4 the 

floating object may also be a drifting vessel or a fishing boat. These cannot avoid collision due to their 

state and the AS needs to take actions. 

The detection of a collision candidate, the decision making to avoid collision, and the action itself are, 

in traditional manned ships, responsibilities of the bridge crew. For autonomous ships, the main 

responsible for these tasks may be either the operator or the ship itself, depending on the LoA. For a 

ship in remote control (low LoA), the detection may be a task of the operators, and they are responsible 

for the decision making and for sending the command to the AS. On a fully autonomous system (high 

LoA), on the other hand, the three tasks would be a responsibility solely of the system. Moreover, it is 

possible that one agent is the main responsible for a specific task and, if failed, the other agent can act 
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as recovery. For instance, in a constrained autonomous mode (cf. Table 1), the development of a 

collision avoidance plan is the responsibility of the AS. The operator may, however, perceive that the 

plan is inadequate, and take remotely control of the ship. S/he will thus be responsible for the plan and 

send commands to the AS. The high-level tasks for low and high LoAs are illustrated in Figure 7. 

 

Figure 7: High level tasks for low and high Levels of Autonomy  

 

3.1.2 Assumptions in the ESD flowchart 

To facilitate and guide the analyst in the development of the ESD, a flowchart has been developed with 

the following assumptions:  

1. Manning: The autonomous ship is unmanned during all phases of the voyage; 

2. Initiating event: The initiating event of the ESD is the autonomous ship being on collision 

course.  

3. The CC can be an autonomous ship, a conventional ship, a fixed object, or a floating object; 

4. Communication: If the Collision Candidate is a vessel, it is possible for the crew on the SCC to 

establish communication with it, and for that vessel to demand communication with the SCC 

crew; 

5. Conservative approach: The AS is the main responsible for avoiding collision, as is depicted 

and explained in the scenarios1. If the CC is a ship and not a fixed or floating obstacle it is 

possible that it: 

                                                      
1 According to Rule 17 of COLREGs, if the vessel who has not to take action detects that the collision avoidance 

by the giving way vessel is insufficient, it shall take actions to avoid collision. However, we adopt a conservative 

approach in which the CC would only take these actions if contacted by the SCC, even when facing Rule 17. 
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a. Takes actions that puts it back on collision course with the AS even after the AS took 

actions to avoid it, and 

b. Takes actions to avoid collision only after being contacted by the AS; 

6. Alarm: In case of detection of a CC by the AS, it can send a sonorous and/or visual alarm to 

the SCC; 

7. SCC crew: the SCC crew is composed by teams. An operator is responsible for monitoring 

more than one AS at a time, and an experienced supervisor is available; 

8. End states: the possible end states are collision, no collision and safety. “Safety” concerns the 

case when the collision has been avoided and the system is fully functional.  “No collision”, on 

the other hand, refers to a situation when collision has been avoided but the AS has a problem 

regarding its manoeuvrability or control. In this case, the ship will not collide but will also not 

be operating safely. Although in a first glance “no collision” and “safety” could be merged into 

one end state, the differentiation is important to stress that, if reaching “no collision”, the ship 

would still need further attention and/ or repair to reach a safe state.  

9. If the SCC loses control of the AS, they can try to communicate with the CC, if it is a vessel. 

Then that vessel can take measures to avoid collision. Since the AS is not controllable or has 

limited maneuverability, the outcome, in this case, would be “no collision”. 

 

3.1.3 Event Sequence Diagram flowchart 

To aid the analyst, the ESD is constructed by following the flowchart in Figure 8. The flowchart ensures 

traceability and reproducibility of the analysis, in addition to aiding the analyst to consider all relevant 

events, including recovery actions. The development of the flowchart has evolved from analysis of 

several likely collision scenarios for autonomous ships, considering the potential interaction between 

operators and AS. This has then been generalized to cover all possible LoAs in Table 1, within the 

assumptions presented in the previous sub-section. 

The flowchart is composed of questions and Branch Points (BPs). The questions are related to the LoA 

and the design of the system. Depending on the answers of the questions, the BPs will then be present 

in the ESD as pivotal events. Note that the possible outcomes of the events may be not only failure and 

success, but also different types of operation (manual or autonomous). The elements for using the 

flowchart are i) guidelines (presented in the flowchart in Figure 8); ii) questions (Table 2), and iii) BPs 

description (Table 3). The use of the flowchart may be simplified, in the future, with a software tool, in 

which the analyst would answer the questions and be provided with the final ESD.  
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Table 2: ESD Flowchart Questions 

Number  Question  

1  Who is primarily responsible for the detection of CC?  

2  Can the operators detect the CC from the SCC?  

3  Can the operators remotely control the AS from the SCC?  

4  Can the operator use other measures to avoid collision, c.f., BP J?  

5  Who is primary responsible for developing the collision avoidance plan?   

6  Is there an alarm in the SCC warning about the CC, and are they informed on the plan for 

collision avoidance?   

Note: If there is no monitoring from a SCC, the answer is NO  

7  Is the collision candidate a ship?  

8  Is there enough time available to re-plan and implement a new plan to avoid collision?  

 

Table 3 presents the description of each branch point, possibly involved subsystems, and its potential 

outcomes. The subsystems are the components that are involved in the pivotal events. For instance, for 

the event “detection of the collision candidate by the AS” the following components are necessary: 

sensors for object detection; computer systems for analysis of data and detection of objects and 

candidates; antennas and receivers; communication channels/ data network . Failure or success of this 

event depends, therefore, on the well-functioning of the involved subsystems. 
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Table 3: ESD Flowchart Branch Points and corresponding events description. IE is initiating event. PE is pivotal event. 

BP  Name (Event) Type Description  Involved subsystems Outcomes (SP: Success Path; FP: Failure Path)  
AS on collision 

course 

IE The AS will collide with the collision 

candidate if the course/ speed of the 

vessel(s) is not changed. AS has to 

perform actions to avoid collision 

according to COLREG or local rules. 

   

A Detection of CC by 

AS  

PE The AS has to detect the CC 

autonomously. The AS shall make use 

of available sensor systems (e.g., 

RADAR; LIDAR; camera, AIS) for 

data collection. Computer algorithms 

use and combine the data to identify the 

CC as a collision candidate. 

Sensors necessary for 

object detection;  

Computer systems for 

analysis of data and 

detection of objects 

and candidates;  

Antennas and 

receivers;  

Communication 

channels/ data 

network of equipment 

(BUS, REN) 

SP: The AS successfully 

detects the CC, with 

correct position, course 

and other relevant 

information that might 

be necessary. 

FP: The AS does not detect the CC, or 

does not detect the CC as collision 

candidate, or wrongly categorizes CC. 

B  Detection of CC by 

the operators  

PE The detection of the CC is done by the 

operators who are monitoring the AS 

from the SCC. This can happen if the 

operators are the main responsible for 

detection, or if the detection is not done 

successfully by the AS. The operators 

might detect the CC earlier as collision 

candidate than the AS. 

Data availability, 

sensor systems 

(camera, radar, 

LIDAR) 

communication 

between ship and SCC 

HMI and associated 

equipment  

Operator performance 

SP: The operator 

successfully detects the 

CC as collision 

candidate. 

FP: The operator does not identify the 

CC, or does not identify the CC as 

collision candidate. 

C  AS generates 

plan(s) for 

collision 

avoidance  

ESD 

Or 

gate 

The AS produces and evaluates 

different plans for collision avoidance, 

choosing the optimal maneuver. This 

may be changing route, speed, and 

other variables. The AS shall adhere to 

Computer system 

associated with path 

planning and 

evaluation  

Collected data quality 

and reliability 

SP: A plan is generated 

that avoids collision, 

without creating 

additional hazardous 

situations, considering 

all regulations, 

FPs: There are two possible failure 

paths of this event: 

FP 1: The AS does not provide a plan. 

FP 2: The AS provides a plan, which 

is not adequate for the situation or 
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BP  Name (Event) Type Description  Involved subsystems Outcomes (SP: Success Path; FP: Failure Path) 

COLREG or local rules and consider 

the circumstances in the current region. 

environmental and 

regional characteristics. 

adhering to the local/ international 

rules. 

D  Operator responds 

to alarm  

PE  The AS sends the collision avoidance 

plan to the SCC. An alarm warns the 

operator about the potential collision. 

The operator has to visualize/ hear the 

alarm and identify the AS of concern 

and causes to the alarm. If the operators 

do not respond to the alarm it is 

considered that they will not take any 

action during the whole chain of events. 

Communication 

system between AS 

and SCC  

Human operator  

HMI and computer 

system 

SP: The operator 

successfully responds to 

the alarm.  

FP: The operator does not see or hear 

the alarm. Or the operator fails to 

assess the situation correctly, being not 

able to identify the correct AS, or 

reason for alarm. 

E  Decision on 

operational mode  

PE  The operator is aware of the CC and the 

plan of the AS to avoid collision. The 

operator has to assess the plan. If it is 

not adequate, the operator has to take 

remote control. The outcomes of this 

BP are not success or failure, but 

Autonomous or Manual/ remote 

control. 

Communication 

system between AS 

and SCC  

Human operator   

HMI and computer 

system   

Data storage and 

retrieval of AS  

Manual Operation  

The operator decides to 

take remote control of 

the AS  

Autonomous Operation 

The operator decides for autonomous 

operation  

F  Remote control of 

the AS  

PE  Having decided to remotely control the 

AS, the operator has to take remote 

control. This includes sending updated 

route information or taking direct 

control through the HMI of the AS.  

Human operator – 

planning and sending  

HMI and computer 

system  

SP: The operator 

successfully plans and 

sends a strategy that will 

avoid collision and not 

lead to any hazardous 

situation. 

FP: The operator fails to send an 

updated strategy. The operator does 

not send the strategy in time. Or the 

sent strategy is insufficient or 

incorrect, thus leading to a new 

hazardous situation.  

G  Implementation of 

collision avoidance 

plan  

PE  The AS receives the plan from the 

operator / the navigational module and 

implements it. The implementation 

comprises two phases, determination of 

necessary control input and sending the 

control input to the required equipment. 

If AS does not receive a plan from the 

SCC, it will implement its own plan. 

Communication AS-

SCC 

Communication of AS 

internally 

Control software and 

computer 

Rudder/ propeller, 

engine and associated 

hardware equipment  

SP: The plan is 

translated correctly to 

control input and 

successfully executed.   

FP: The AS fails to receive the plan 

from the operator. 

Or it fails to produce control input.   

It fails to change set the system to the 

course.  

Or it implements the maneuver 

differently from the plan. 
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BP  Name (Event) Type Description  Involved subsystems Outcomes (SP: Success Path; FP: Failure Path) 

H  CC follows the 

rules (if it is a 

ship)  

PE  If the CC is a ship, it can execute its 

own maneuvers. If these are according 

to traffic rules, it will not interfere with 

the scenario. Important: it is considered 

that the TS is not initiating a recovery 

action (it would only do a recovery 

action if warned by operators from 

SCC – next BP) 

-  SP: CC behaves as 

expected.  

FP: CC fails to adhere to rules or 

executes maneuvers that set it on 

collision course.  

I  Monitoring 

through the AS and 

SCC, and CC takes 

recovering actions.   

PE  The AS and operators assess and 

identify if the AS maneuvers are 

sufficient to avoid collision. This 

requires monitoring the implementation 

of the plan, way progress of AS and TS. 

In case of actions being not sufficient, 

the TS needs to be warned and make 

avoidance move – if the CC is a ship. 

TS might also consider taking contact 

with AS and consequently SCC. 

It is considered that at that moment it is 

not possible for the AS to correct path 

or actions, but the TS may act to avoid 

collision. 

Communication 

equipment  

Sensors  

Operators 

performance  

TS responses  

Control system  

Data collection and 

evaluation system.  

HMI in SCC and 

computer systems  

AS internal 

communication  

SP: SA or operators 

successfully monitor the 

situation and if necessary 

warn the TS 

successfully. The TS 

then successfully avoids 

a collision. 

FP: The SA and/or operators fail to 

monitor and/or notice unsuccessful 

maneuvers. They fail to warn the TS 

and the TS fails to recognize hazardous 

situation and communicate with SCC. 

The TS fails to maneuver to avoid 

collision. 

The Failure path may lead to safety or 

to a “no collision” status. The latter 

arises from the situation where AS is 

out of control for lack of 

communication, system failure, 

etc. (failure path of H). 

J  Other measures the 

SCC can take  

PE  The SCC can take other measures to 

avoid collision, which do not include 

controlling AS or the TS taking 

collision avoidance measures. This may 

be an emergency shutdown system, 

deflection by calling on another ship, or 

sending a rescue ship. This BP allows 

the analyst to include events that were 

not accounted for in the previous BPs. 

Depend on the 

scenario. 

SP: The measure 

successfully avoids 

collision.  

FP: The measure does not avoid 

collision. 
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Figure 8: ESD Flowchart. Cf. Table 2 for questions.



 22 

The use of the flowchart in Figure 8 can be illustrated by the following example: a scenario with a low 

LoA, in which the operators are the main responsible for detection of the CC and can remotely control 

the AS. Starting at the IE, the answer to Question 1 is “SCC”, which determines that the next BP will 

be “B” in the Figure. The analyst thus does not follow the path of “AS” from question 1. From BP B, 

the analyst follows the Success and Failure paths. The Failure path leads to collision, and the Success 

path leads to Question 3. The answer to question 3 turns out to be “yes”, which leads to BP F. The 

Failure path from F leads to collision, and the Success path to gate T2. The analyst then continues to 

BP “G”, which is the first one after T2, and from there to Question 7. Figure 9 shows the flowchart for 

this scenario, in which the red lines are the ones followed by the analyst and the dashed ones are to be 

ignored; and the resulting ESD (to be continued after gate T2 – using BP “G”).  

 

Figure 9: ESD flowchart use example  

 

The purpose of the questions is to include only relevant issues in the ESD that appear in the logic order 

of the questions. If the SCC, for instance, is the only responsible for detection, the event of the AS 

having success or failure in detecting the CC is not relevant for the analysis of this system and this AS 

operation. 
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3.2 Concurrent Task Analysis  

CoTA is a new method specifically developed for the H-SIA method. It is a multi-purpose method for 

complex system analysis that makes use of TA. It includes the interactions between different parts or 

agents of the systems.  

A CoTA comprises of several HTAs or TTAs, in which the tasks are re-described until basic tasks that 

relate to the interaction between the agents are found. The CoTA has, thus, specific stop-rules. In 

addition, the CoTA includes a new type of task named "parallel task". Parallel tasks are supporting 

tasks, i.e., they are not directly related to the events in the ESD, but are necessary for the execution of 

the other tasks and the interaction between the agents. Moreover, they are related to the normal 

operation of the system and should be executed during the whole operation, not following a specific 

order in a plan, i.e., at the same time of the other tasks. The parallel tasks are normally the ones related 

to gathering data, monitoring, or communication between the agents. 

The CoTA is developed from the system’s ESD (step 2). In this process, the events from the ESD are 

translated into tasks to be performed by the agents. Hence, the ESD presents what can happen, and the 

CoTA further details how these events come to place. The CoTA is a success-oriented method that 

allows for a more detailed understanding of the tasks each agents of the system must accomplish for the 

events of the ESD to take place.  

CoTA can be used to; i) analyze the tasks involved in all events of the ESD, or to ii) analyze a specific 

sequence of events in the ESD scenario. When developed for all the events of the ESD (alternative i), 

the CoTA provides a detailed overview of how the agents should behave to be successful in the events 

of the ESD. It does not, however, provide an overall sequence of how these tasks should be performed; 

since this is specific for each path (scenario) of the ESD. The scenario-specific CoTA (alternative ii), 

on the other hand, presents the tasks that should be performed for a success outcome in a specific 

sequence of events. 

The CoTA can be used for multiple purposes, such as to: 

i) develop procedures 

The CoTA details tasks that must be performed by the agents of the system and provides plans on how 

to perform those in order to achieve a goal. It can thus be used to develop procedures for operators 

working in a SCC, or for other parts of the system. 

ii) identify the specific subsystem/ component for success of the task 

The tasks of the CoTA are re-described until they only fit into one phase of the I-D-A model. The 

breaking down of a large task into smaller “units” allows for tracing the responsible components for the 

success of that main task.  
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iii) identify possible failures from Human and the autonomous ship 

Because the CoTA uses the IDA model, it is possible to identify possible failures from the humans and 

autonomous ship. Errors in IDA are defined according to external reference points: the autonomous 

system’s needs described as the HTAs tasks. A failure on accomplishing them will be then a human or 

technical failure. The Failure events are defined for low level tasks, and include not performing the task, 

performing it inadequately, and performing it too early/ too late. It comprises thus errors of omission 

and commission. 

iv) identify tasks to be achieved for reaching a specific outcome 

The CoTA may either contain all events from the ESD or be scenario-specific. In either case, the 

analysis shows which tasks may lead to the safe end states of the ESD. 

v) Identify interface tasks 

The stop rule of the CoTA is the re-description of the tasks until being related to only one of the IDA 

phases and, further; assure that the interface tasks – the ones that need an input or output of the other 

agent – are described. This makes it possible to identify dependent tasks, for which the success will not 

depend solely on only one of the agents, but on all agents involved in the task. For instance, the response 

to an alarm depends on the cognitive I phase of the operator, but also on the input sent from the AS to 

activate the alarm. Although the dependency may seem obvious for some simple tasks, it may be more 

complex for others. In particular if the analysis comprises several tasks and / or more than two agents. 

The CoTA provides a process for identifying these dependent tasks and for visually representing them.  

vi) Analyze propagation of failure 

The identification of dependent tasks enables analysis of failure propagation between the agents.If a 

task of agent x needs an input from a task from agent y, then the failure of the latter will cause the failure 

of x. It also helps identifying how one agent’s task can be a recovery mechanism from a task failure of 

another agent. Table 4 presents an example of the identification of propagation of failures and recovery 



 25 

tasks, which also concern the case study presented in this paper; please refer to the HTAs at 

 

Figure 15 and Figure 16. CoTA could also be used for other cases, such as human-software-hardware 

interaction.  

 

Table 4: example of identification of propagation of failure and recovery tasks using CoTA 

Failure in Leads to Failure in … Possible recovery task  

AS task 2.2 (send 

alarm)  
➔  

Human task 1.1 

(visualize alarm) 

Human task 1.1.1 (monitor screens)  AS 

task 1.3 (send navigational data)  

Human task 3.1 

(command change 

mode)  

➔  

AS task 6.4.1 

(receive command to 

change operation 

mode) 

No recovery expected – the scenario is 

ongoing and the recovery would be to repeat 

Human task 3.1, but there is not enough 

response time. Will lead to collision if the AS 

plan is non-existent or inadequate  
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3.2.1 Developing a CoTA from an ESD 

The following steps can be used for developing a CoTA from an ESD, exemplified in Error! Reference 

source not found.. The tasks related to the human operator are marked in dark grey, while the ones 

related to the AS are coloured in light grey. The figure illustrates the connections between events, tasks 

and agents (Steps 3 and 4), and a parallel task for the AS (Step 5). The stop rules application (Steps 6 

and 7) are further exemplified in the case study in the following Section. 

1. Define agents to be analyzed (such as human operators and autonomous ship). Each of the 

agents will have a HTA; 

2. Define Task 0: Task 0 of the HTA is to avoid collision and recover successfully from the 

initiating event; 

3. Define agents acting in the events: Analyze each event of the ESD and define which acting 

agent is involved: e.g., the autonomous ship, the human operator or both; 

4. Define High Level Tasks: Each event of the ESD will translate into a high-level task in each of 

the respective HTAs. It is advised for the analyst to develop a table for correspondence between 

the Identifier (ID) of the event from the ESD and the Task ID in the CoTA, to facilitate further 

analysis;  

5. Identify parallel tasks: These will be executed at all times during the scenario, and can support 

the other tasks or be connected to the interaction between the agents, e.g., communication tasks, 

listening for commands, etc.; 

6. Re-describe tasks until reaching stop-rule: The stop rule is to re-describe the tasks until  

i) they are associated with only one of the I-D-A phases and, for the dependent tasks,  

ii) they represent the interaction with an other agent. The dependent tasks are the ones that 

receive an input from a task of another agent or send an output to it. It is important that 

the HTAs are developed concurrently to apply the stop rules. 

The analyst should thus use a model based on IDA to re-describe the tasks until reaching only 

one of the I-D-A phases; and if the low-level task does not represent clearly the agents´ 

interaction, re-describe it. The input / output of the task must be clearly represented on the HTA 

of the other agent;  

7. Identify interface tasks: Highlight the agents’ dependent tasks and their interactions (in Figure 

4 the Tasks A.1 and B.1 are dependent) 

The CoTA adopts the HTA plans described in [43]. The CoTA plans state how the sub-tasks must be 

followed to accomplish the main task. The CoTA plan may determine for instance a sequence, or a 

decision. In addition, it contains the performance of parallel tasks, and a scenario-specific plan. The 

latter is used in scenario-specific CoTA.  Table 5 presents possible plans and their notations. However, 

the analyst is not restricted to these CoTA plans and notations. The key of developing the CoTA plans 
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is to include all the information on how the sub-tasks should be performed in order to attain the main 

goal, in a clear and concise way.  

Table 5: Possible task plans and notations for the CoTA 

Type Symbol Description 

Sequence 1→2→3 

1 then 2 then 3 

1-3 

 

The tasks should be performed in the specific 

sequence: task 1, then task 2, then task 3. 

Sequence 1 and 2 in any order Tasks 1 and 2 may be performed in any order. 

Decision 

 

Task 1 is performed and, according to the 

decision made, tasks 2 and 3 are performed. 

Sequence and 

Parallel task 

[1 → 2] // 3 Task 3 is a parallel task to 1 and 2, which should 

be performed during the whole operation (at the 

same time as tasks 1 and 2).  

Scenario-specific 

sequence 

[1 → 3] | [2 failed]  This used in a scenario-CoTA (cf. Section 3.2.2); 

for the sequence of events: success branch of 

event 1, failure branch of event 2, success branch 

of event 3. To reach success, then, tasks 1 and 3 

should be performed in this order, given that task 

2 will fail. 

 

3.2.2 The scenario-specific CoTA 

As stated previously, the CoTA may be used for analyzing a specific sequence of events instead of all 

events of the ESD. For this purpose, the analyst may initially develop the complete CoTA, and then 

identify the tasks related to the desired sequence of events and re-organize the CoTA. Another option 

is to develop the CoTA only for that specific sequence of events.  

In both cases, the development of the scenario-specific CoTA starts with the identification of the events 

involved in the desired ESD path. To make use of the complete CoTA and adapt it, the analyst then 

highlights the tasks of each agent’s HTA that belong to that sequence using the Table developed in Step 

4 of the CoTA development process(c.f., the example in Section 4). If the analyst does not wish to start 

with a complete CoTA, then s/he should follow the rules developed in the previous sections only for 

the desired sequence specific events. 

The scenario-specific CoTA merges the HTAs from the agents, including the parallel tasks, and the 

Plan 0 indicates in which order these tasks should be followed for the sequence of events analyzed. 

Figure 10 illustrates a scenario-specific CoTA. The sequence of events for analysis if the upper branch 

of the ESD: events A and B successfully take place, leading to safety. The tasks related to these events 

are Task A, from the operators’ HTA, and Task B, from the AS’ HTA. In addition, the AS has a parallel 
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task, E. The scenario-CoTA has then tasks A, B and E. Plan 0 provides the sequence in which the tasks 

should be performed: Task A, then Task B; and Task E should be performed all time.  

 

Figure 10: Scenario-specific CoTA example 

 

4 Case Study 

4.1 Step 1 – familiarization with the system 

The case study consists of the following scenario:  

• The autonomous ship is initially operating in constrained autonomy (Level 7 in Table 1): it is 

responsible for detection and collision avoidance planning and execution. Its operation is 

supervised by a crew working on a SCC; 

o If the AS fails at detecting the CC, the crew at the SCC can detect it through monitoring 

the operation; 

• The AS detects another ship as a CC and generates a plan. It sends a warning to the SCC about 

the existence of the CC and the plan generated, in addition to detailed information about the 

CC; 

o The AS may fail in generating a plan. In this case it can still send a warning to the SCC 

about the CC;  
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• The operators evaluate the plan generated by the AS as adequate or inadequate. If it is 

considered inadequate they can take remote control of the AS; 

• If there is no plan generated, the operators’ only choice for successful collision avoidance is to 

take remote control; 

• If the CC is a ship and it is behaving in an unexpected manner, the AS and SCC can identify 

this through the monitoring task, and give commands to correct its actions; 

• If the implementation fails, there is not enough time to re-plan and implement a new plan.  

These characteristics of the scenario and possible LoA are used to answer the questions for the ESD 

development, in the next section. 

  

4.2 Step 2: Event Sequence Diagram development 

Table 6 presents the questions’ answers based on the case study description: Following the answers 

from Table 6, we build the ESD. The answers determine the existence of the BPs of the ESD - the 

answer “no” to question 4, for example, determines that the BP “J” does not exist in the ESD. Note that 

this case study has a dynamic LoA ranging from high (constrained autonomy) to low (remote control). 

For this reason, the ESD contains most of the BPs from the flowchart, as it has to represent all events 

from the humans and from the AS. The identification of the branch points of the ESD can be seen in 

Table 7. 

 

Table 6: Case Study ESD questions 

Number Question Answer 
1 Who is the primary responsible for detection of CC?  AS 
2 Can the operators detect the CC from the SCC?  Yes 
3 Can the operators remotely control the AS from the SCC?  Yes 
4 Can the operator use extreme measures to avoid collision?  No 
5 Who is primary responsible for developing collision avoidance plan?   AS 
6 Is there an alarm in the SCC warning about the CC, and are they informed 

on the plan for collision avoidance?  
Yes 

7 Is the collision candidate a ship?  Yes 
8 Is there enough time available to re-plan and implement a new plan to 

avoid collision?  
No 

 

Table 7: Case Study branch points  

BP Name 

IE AS is on collision course 

A Detection of CC by AS 

B Detection of CC by the operators 

C AS generates collision avoidance plans 

Outcomes: Adequate plan, no plan, inadequate plan 



 30 

D Operator responds to alarm 

E Decision on operational mode  

Outcomes: manual, autonomous 

F Remote control of the AS by the operators in the SCC 

G Implementation of the collision avoidance plan 

H CC follows collision avoidance plan 

I Monitoring through the AS and SCC, warning the CC; and measures to avoid collision are 

taken by the CC 

 AS: autonomous ship; CC: collision candidate; SCC: Shore Control Center 

 

 

Figure 11(a): Case Study Event Sequence Diagram (cont.) 
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Figure 12(b): Case Study Event Sequence Diagram (cont.) 

 

 

 

Figure 13(c): Case Study Event Sequence Diagram (cont.) 
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Figure 14(d): Case Study Event Sequence Diagram (final) 

 

4.3 Step 3: Concurrent Task Analysis development 

To present an application as detailed as possible, the CoTA developed for the case study is a complete 

CoTA, i.e., it contains all the events from the ESD.  The agents in this case are operators working on a 

SCC and the AS (Step 1). Task 0 is to avoid collision when a vessel is on collision course (Step 2). The 

agents acting in each event can be seen in Table 8 (Step 3). Note that the event of monitoring (BP I) 

can be performed by the SCC and the AS. It will thus be part of both HTAs. 

Table 8: Acting agents of the events and ESD-CoTA correspondence  

Event Acting Agent Task ID 

A AS Aut. Ship Task 2 

B SCC Human Task 1 

C AS Aut. Ship Task 3 

D SCC Human Task 2 

E SCC Human Task 3 

F SCC Human Task 4 

G AS Aut. Ship Task 4 

H CC - 

I SCC / AS 
Human Task 5 

Aut. Ship Task 5 



 33 

 

For step 4, the high-level tasks for each HTA are defined through the correspondence between the BP 

and the Task ID in the HTAs is indicated in Table 8. The operators’ HTA will thus have as high-level 

tasks to detect the vessel on collision course, respond to the alarm, decide on operational mode, remote 

control the ship and monitor. The HTA of the AS will have as high-level tasks to detect ship on collision 

course, generate a collision avoidance plan, implement the plan, and monitor. Steps 5 to 7 are described 

in the following sub-sections for the operators and for the AS. 

4.3.1 HTA Operators 

The HTA of the operators has five high level tasks: detect collision candidate, respond to the alarm, 

decide on operational model, remotely control the ship and monitor. 

 

Figure 15 presents the HTA for the operators, adapted from [12]. 
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With respect to step 5, the HTA for the operators does not have a parallel task. However, if monitoring 

by operators was not an event included in the ESD, the analyst should consider including it as a parallel 

task in the HTA, since it is a task that must be performed by the operators all time and supports the 

other tasks.  

i) The re-description of the tasks using the stop-rules (Step 6) is as follows: The tasks have been 

re-described until being associated to only one of the I-D-A phases. Detect collision candidate, 

for instance, consists of monitoring the screen, which is information gathering - I phase, and 

detect target ship on path, which is a situation assessment – D phase.  

ii) The interface tasks have been identified, and the ones that would not directly represent the 

interaction between the agents have been re-described. Respond to the alarm, for instance, is 

within the I-phase – information gathering and pre-processing. However, it comprises of 

listening/ visualizing the alarm – which depends not only on the cognition and availability of 

the operator and organizational factors, but also on the AS sending the data to the SCC, which 

is an interface task; and of identifying the alarm source and cause. It is then re-described to 

clearly represent the interaction.  

The dependent tasks are highlighted with a circle, which also presents the tasks from the other agent 

(the AS) that have dependency on these (Step 7). 

4.3.2 HTA Autonomous Ship 

The HTA of the AS has four high level tasks coming from the ESD: detect collision candidate, generate 

collision avoidance plan, implement the plan and monitoring. In this case study, the AS also has two 

parallel tasks, identified in Step 5. Two main parallel tasks have been identified for the AS: collect 

information and listen and answer to commands and requests. These are executed in parallel with the 

chain of the three tasks mentioned before. 

The Steps 6 and 7 follow in a similar manner as described for the operators’ HTA in the previous sub-

section. The developed CoTA is further discussed in Section 5. 
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Figure 15: HTA for the operators
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Figure 16: HTA of the Autonomous Ship
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5. Method and case-study discussion 

The scenario of the case study is relatively complex, since the AS operates with a dynamic LoA that 

can, according to the situation, shift from low LoA (remote control) to high (constrained autonomy). 

The application of the flowchart for the ESD development ensures that the foreseeable high level events 

related to the AS and to the operators are covered. The events from the ESD are successfully translated 

into tasks and developed into the CoTA using the rules provided in section 3.2.1. This allows for 

identifying dependent tasks between the agents. A more detailed analysis of the dependent tasks can 

reveal propagation of failure. This is not in the scope of this work, but an example is provided in Table 

4. 

The tasks in the CoTA in this analysis were re-described using the stop rules. The tasks are associated 

with only one IDA phase and clearly represent the dependent tasks. As stated in Section 3.2, the CoTA 

can be used to identify failure events from the agents involved. Table 10Table 11 in the Appendix 

present the failure events derived from the CoTA. Table 8 was adapted from [12]. As stated in sub-

section 3.2, the Failure events are defined for the lower level tasks, and include the alternatives “not 

performing the task”, “performing it inadequately”, and “performing it too early/ late”. It comprises 

thus errors of omission and commission.  

Depending on the goal of the analysis, the tasks in the CoTA could be further decomposed. For instance, 

if the goal is to identify the sole responsible component for a task of the AS, the task of manoeuvring 

could be re-described as determining necessary control input in the control system, sending control 

input to the machinery, and executing the manoeuvre through changes in rudder angle and propeller 

speed . Software risk assessment models could be used to analyse the software in more detail, revealing 

in-depth software failure modes and failure propagation, c.f. [44], [45]. 

The case study’s CoTA in this paper contains all events of the ESD, i.e., it presents all tasks that must 

be performed by each agent to be successful. If the analyst needs to have the tasks associated with only 

one specific path of the ESD, s/he can develop a scenario-specific CoTA, using the full CoTA as a 

starting point. 

An interesting scenario for analysis is when the autonomous ship is successful in its tasks and this will 

lead to a safe state, even if the operator is not aware of the potential collision and does not respond to 

the alarm. The scenario-specific CoTA will present then tasks that must be performed successfully by 

the AS in order to avoid collision independently of human error in acknowledging the potential 

collision. The sequence of events in this scenario is following the successful branches of A and C, the 

failure branch of D, followed by the successful branches of G and H (c.f. Error! Reference source not 

found.). The corresponding tasks are presented in Table 9. The CoTA will thus be composed of these 
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events and, additionally, of the parallel tasks of the AS. As illustrated in Figure 10, the CoTA merges 

the Human’s and AS’ HTAs. The CoTA Plan 0, in this case, will be: the system shall perform tasks 2, 

3 and 4 in this order, given that human task 2 failed; and shall perform tasks 1 and 6 all time. Using the 

notation from Table 5, it can be written as: “Plan 0: [S.T. 2 → S.T. 3 → S.T. 4 | H.T. 2 failed] // S.T. 1 

// S.T. 6”.  

Table 9: Events and Task correspondence for the scenario-specific CoTA 

Event Task ID Branch 

A Aut. Ship Task 2 Success 

C Aut. Ship Task 3 Success 

D Human Task 2 Failure 

G Aut. Ship Task 4 Success 

H - Success 

 

The task failure events from Table 8 and Table 9 of the Appendix can then be used to identify failures 

that may be involved in this scenario-CoTA, i.e., which failures may prevent reaching success end state 

in this scenario. 

Moreover, the task failure events can be analysed to identify its possible causes (named performance 

influencing factors in HRA), which can be further modelled using BBNs. In these cases, the interface 

task could be modelled as a possible causes for a failure event. For example, visualizing the screens 

(human task 1.1), is dependent on the task from the AS of sending the appropriate data to the SCC (AS 
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task 1.3), c.f., 

 

Figure 15 and Figure 16. A failure on checking the screen by the operator to visualize the necessary 

information could have one or several of the following reasons: inadequate HMI output, extra workload 

(e.g., operator is monitoring too many simultaneously), low morale/ attitude, low attention, and 

information not received (AS did not send data to SCC). Indeed, the probability of the operator failing 

in the task of visualizing information at the screen is 1 if the AS does not send the data to the SCC.  

The application of the method to this case study illustrates the strengths of the method. The flowchart 

is a practical and easy tool to build the ESD, providing traceability to the analysis and ensuring that 

important events are covered. It can be used to analyse not only ASs designed to operate with a very 

low or very high LoA, but also ASs that can change their LoA during operation. The events related to 

all involved agents of the system in the course of a collision avoidance can be included. The ESD 

flowchart was tested for different LoAs (low to high) and also tested by different researchers for the 

same scenarios to ensure reproducibility.  
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The above discussion on the case study CoTA also illustrates its potential for analysis of H-AS 

collaboration for a diversity of purposes. It identifies important interactions between these agents in a 

task level, as well as propagation of failures and dependency of the tasks, which may be otherwise 

overlooked.  

Although the Task Failure Events cover errors of commission and omission, they may not map all 

possible failure events from the AS and the operators. Since they are derived from the CoTA, which is 

success-oriented, errors such as performing an unexpected task are not identified. However, the CoTA 

can be paired with other tools to identify these errors. 

The features of the ESD and CoTA makes the H-SIA method a valuable technique for analysis of safety 

of AS operations. It may be used in the design phase, to develop procedures and to derive specifications, 

for failure events identification, and the results can be further integrated into risk assessments.  

Some limitations of the methods are derived from the considerations assumed for building the ESD 

flowchart, as the conservative approach that the CC cannot take actions to avoid collision unless 

requested by the AS/SCC. Although the CoTA is developed using clear guidelines and stop-rules, the 

identification of parallel tasks and the re-description depends also on the analyst. This may lead to 

different CoTAs when applied by different analysts. This variability is, in one sense, a limitation of the 

method. On the other hand, it offers flexibility for the CoTA to be developed and detailed according to 

the purpose of the analysis.  

 

6. Conclusion 

This paper presents the Human-System Interaction in Autonomy method for MASS, developed for 

collision scenarios. The method consists of an ESD and a Concurrent Task Analysis (CoTA) – a 

multipurpose technique introduced in this method. H-SIA considers the human-autonomous ship 

collaboration, an important part of autonomous ships operation, as well as the dynamic LoA these 

operations may have. The H-SIA method allows for analysing the autonomous system as a whole during 

different phases of design or operation to ensure safe MASSs. It can model different LoAs, and can thus 

be used to compare safety relevant aspects of autonomous ship navigation phases with different LoAs 

or between autonomous ships designed with different LoAs.  

The use of the flowchart to develop the ESD ensures that the analyst considers all important events 

arising from the human operators and the AS, and provides a traceable and reproducible analysis. 

Moreover, the H-SIA method is flexible in the sense that the ESD can be coupled with not only the 

CoTA, but also to FTs and BBNs, as needed in the analysis. The use of the CoTA, in turn, allows for 

identifying the tasks the agents must accomplish to successfully perform the events of the ESD. The 
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CoTA can be used to identify dependent tasks between agents of the system; identify system and human 

failures; analyse propagation of failure between the agents; and develop procedures and specifications. 

Currently the H-SIA method applies to collision scenarios for AS, but it can be extended to other hazard 

scenarios, such as grounding. H-SIA has been applied to scenarios with one collision candidate. Yet, 

most of the tasks are similar for more complex scenarios with several collision candidates. Further 

investigation on the direct applicability is necessary. Future work includes also the development of fault 

trees and BBNs, in a hybrid causal logic model. The method can benefit from validation through 

applications to existing AS projects, as well as through feedback from risk and shipping experts use.  

Further, an important feature of the H-SIA method is that its principles can be applied for other types 

of autonomous systems. Autonomous systems in general may have dynamic LoA and can be (remotely) 

operated by a human Hence, the ESD questions, the ESD flowchart and the CoTA could be adapted to 

other autonomous systems. This is subject to future research work. 
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APPENDIX A – Task failure events deriving from the case study CoTA 

 

Table 10: Human Task Failure Events derived from CoTA (adapted from [12]) 

Task ID Task Human Task Failure Events 

1.1 Monitor the screens Information on the screens not visualized 

1.2 Detect collision candidate on 

path 
Collision candidate not visualized 

Collision candidate not recognized as a collision 

candidate 

Collision candidate recognized too late 

2.1 Listen to / visualize alarm Alarm not listened/ visualized 

Alarm listened / visualized too late 

2.2 Identify alarm cause and source Alarm cause / source not identified 

Alarm associated to different cause / source  

Alarm cause / source not identified on time 

3.1.1.1.1, 

3.1.2.1.1, 

4.2.1.1 

Visualize information provided 

by the system 

Information provided by the system not 

visualized 

Visualized information from the wrong source / 

ship 

Information provided by the system misread 

Information provided by the system 

misunderstood 

3.1.1.1.2, 

3.1.2.1.2, 

4.2.1.2 

Demand more information to 

the system 

Failure in acknowledging the need for more 

information 

Wrong command sent to the system 

Command sent to the system wrongly 

Command not sent to the system 

Information provided by the system misread 

Information provided by the system 

misunderstood 

3.1.1.2.1, 

4.2.1.3.1, 

5.1.3.1 

Request Communication 

establishment 

Failure in acknowledging the need for 

communication 

Wrong command sent to the system 

Command sent to the system wrongly 

Command not sent to the system 

3.1.1.2.2.1, 

5.1.3.2.1 

Acknowledge communication 

request 
Request not visualized 

Request not responded to 

Request not responded to on time 

3.1.1.2.2.2, 

5.1.3.2.2 

Enter command accepting 

request 
Wrong command sent to the system 

Command sent to the system wrongly 

Command not sent to the system 

Command sent to the system too late 

3.1.1.2.3, 

4.2.1.3.2, 

5.1.3.3 

Communicate Information miscommunicated 

3.1.2.2. Communicate with team if 

necessary 

Failure in acknowledging the need for 

communication with the team 

Information miscommunicated 
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Task ID Task Human Task Failure Events 

3.2 Visualize autonomous solution 

proposed by the system 
Autonomous solution not visualized 

Autonomous solution misunderstood 

3.3.1 Assess autonomous solution 

against own ship and collision 

candidate status 

Situation misdiagnosed 

3.3.2 Consult with team / Supervisor 

if necessary 

Failure in acknowledging the need for 

communication with the team 

Information miscommunicated 

3.4 Decide strategy – manual or 

autonomous 
Inappropriate strategy chosen 

4.1 Put ship on manual control Action on wrong ship 

Command not sent to the system 

Wrong command sent to the system 

Command sent to the system too late 

5.2 Assess safety status Situation misdiagnosed 

 

Table 11: Autonomous Ship Task Failure events derived from CoTA 

Task ID Task  Autonomous Ship Task Failure Events 

1.1 

Collect raw data 

No data collected 

 Data collected imprecisely 

 Data collected wrongly 

 Data collected too late 

1.2.1 Process data and estimate ship 

condition 

No ship condition estimated 

 Ship condition estimated inaccurately 

 
 

Ship condition estimated wrongly 

1.2.2 

Process data and assess the traffic 

situation 

Traffic situation is not assessed 

 

Traffic situation is assessed incorrectly (no 

existing obstacles detected) 

 

Traffic situation is assessed incorrectly (existing 

obstacles not detected) 

 Traffic situation assessed too late 

1.2.2.1 

Identify and classify vessels and 

objects  

Vessels and objects are not classified 

 Vessels and objects are identified wrongly 

 Vessels and objects are classified wrongly 

 Vessels and objects and classified too late 

1.2.2.2 

Determine position and direction 

of movement of vessels and 

objects 

No position or directions are identified 

 Positions are determined wrongly 

 Directions are determined wrongly 

 Positions are determined imprecisely 

 Directions are determined imprecisely 

 Positions and directions determined too late 

1.2.3 Estimate trajectories of all vessels Trajectories are not estimated 

 
 

Trajectories are estimated incorrectly 

 
 

Trajectories are estimated imprecisely 
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Task ID Task  Autonomous Ship Task Failure Events 

1.3 

Send position and navigational 

data to SCC Data not send to SCC 

 
 

Incorrect data send to SCC 

 
 

Position and navigational data send too late 

2.1 

Establish and maintain 

communication with SSC Communication not established 

 
 

Communication line established is insufficient 

(data transfer rate, delays) 

  Communication is interrupted (not maintained) 

2.2.1 Receive request for data Requests not received 

  Requests received wrongly 

  Requests received too late 

2.2.2 

Retrieve and prepare requested 

data Data cannot be retrieved 

  Wrong data retrieved and prepared 

  Data retrieved too late 

2.2.3 Transfer data Data not transferred 

  Data transferred wrongly 

  Incorrect data transferred 

  Data transferred too late 

2.3.1.1 Receive command from SSC Command not received 

  Command not received correctly 

  Command received too late 

2.3.1.2 

Receive command from ship on 

collision course Command not received 

  Command not received correctly 

  Command received too late 

2.3.1.3 Receive command from VTS Command not received 

  Command not received correctly 

  Command received too late 

2.3.2 

Establish communication line  

between collision candidate/ VTS 

and SCC Communication line cannot be established 

 
 

Communication line established wrongly 

(incorrect participants) 

  Communication line established too late 

2.4.1 

Receive command to change 

operational mode Command not received 

  Command not received correctly 

  Command received too late 

2.4.2 Change operational mode Operational mode not changed 

  Operational mode changed to wrong mode 

2.4.3 

Obtain command from SCC 

operator Command not received 

  Command not received correctly 

  Command received too late 
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Task ID Task  Autonomous Ship Task Failure Events 

2.4.4 

Update mission plan with the 

operator input  Mission plan not updated 

  Mission plan updated incorrectly 

  Mission plan updated too late 

3.1 Detect collision candidates  No collision candidates detected 

 

 Object or vessel wrongly identified as collision 

candidate 

 

 
Collision candidate detected that are not on 

collision course while overlooking other collision 

candidates 

 
 

Collision candidates detected too late 

3.2 Inform the operators in the SCC 

on situation and relevant 

information on collision candidate  

No data sent 

 Wrong data sent 

 Data send too late 

4.1 
Decide on applicable COLREG 

and local rules  

No applicable rules decided on 

 Wrong decision on applicable rules  

 Using standard rules ignoring local rules 

4.2 

Determine optimal avoidance 

route, according to applicable rule 

No avoidance route was found 

 Avoidance route is not adequate 

 Avoidance route is not optimal 

 Route determined too late 

4.3 Inform the SCC on the planned 

strategy 

Strategy is not sent to the SCC 

 Strategy is sent incorrectly to the SSC 

5.1 

Determine necessary control input 

to the machinery 

Control input is not determined 

 

Control input is determined incorrectly (e.g. 

random control input, control input leading to 

under actuation, control input leading to over 

actuation) 

 Control input determined too late 

5.2 

Send the control input to the 

machinery and execute maneuver 

Control input not sent 

 

Control input sent wrongly (too late, too early, 

wrong format, wrong recipient) 

 Maneuver not executed 

 
 

Maneuver not executed correctly 

 
 

Maneuver executed too late 

6.1 
Monitor collision candidate  

Collision candidate movements not monitored 

 

Collision candidate movements monitored 

incorrectly 

6.2 Assess if safety is established Safety not assessed 

 
 

Safety incorrectly assessed as established  

 


