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Abstract- This paper addresses the problem of hardware tasks reliability estimation in harsh environments. A novel statistical model is
presented to estimate the reliability, the mean time to failure, and the number of errors of hardware tasks running on static random-
access memory (SRAM)-based partially run-time reconfigurable field programmable gate arrays (FPGAS) in harsh environments by
taking both single-bit upsets and multiple-cell upsets into account. The model requires some features of the hardware tasks, including
their computation time, size, the percent of critical bits, and the soft error rates of k-bit events (k > 1) of the environment for the reliability
estimation. Such an early estimation helps the developers to assess the reliability of their designs at earlier stages and leads to reduce the
development cost. The proposed model has been evaluated by conducting experiments on actual hardware tasks over several
environmental soft error rates. The obtained results, endorsed by the 95% confidence interval, reveal the high accuracy of the proposed
model. When comparing this approach with a reliability model (developed by the authors in a previous work) that does not consider the
occurrence of multiple-cell upsets, an overestimation of the mean time to failure of 2.88X is observable in the latter. This points to the
importance of taking into account multiple events, especially in modern technologies where the miniaturization is high.
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I. INTRODUCTION

Static random-access memory (SRAM)-based Field Programmable Gate Arrays (FPGAs) feature low-cost and offer an
interesting trade-off between performance and flexibility. Such FPGAs can be reconfigured at runtime to execute different
functionalities in a time-multiplexed manner [1]. Therefore, they have found many applications in space computing systems [2],
where space qualified software and devices are typically used to guarantee data integrity and a correct functionality [3]. However,
Commercial-Off-The-Shelf (COTS) devices are an affordable alternative to rad-hard devices since they implement error detection
and correction mechanisms [4]. For example, the Los Alamos National Laboratory satellite CFESat has used 9 COTS FPGAs as
part of their satellite high-performance computing payload [5]. The ability of FPGAs to reconfigure logic resources is extremely
valuable in a spacecraft since such a reconfiguration supports the ability to upgrade satellite electronics, exploit in-system
reconfiguration, or create a design that avoids permanent failures in a device.

However, the negative effects of natural radiations, such as cosmic rays coming from outer space and subsequent cascades of
secondary particles (such as neutrons and alpha particles), make nanoscale devices, and in particular SRAMs, vulnerable against
soft errors. The negative effect of said radiations is the occurrence of the so-called Single Event Upsets (SEUS), which is a broad
category of events by which a single particle strike eventually causes memory cell upsets or bitflips [6]. The single-bit upset (SBU)
is the most common consequence when a particle hits the memory. Nevertheless, by shrinking the size of memory cells, each particle
hit might affect several adjacent memory cells simultaneously, which is known as multiple-cell upset (MCU). Therefore, despite
being flexible and having a good performance, SRAM-based FPGAs suffer from the susceptibility to different kinds of radiation-
induced soft errors [7]. Thus, developers have to estimate the operational reliability of their designs before the mission.

Different approaches, such as accelerated radiation tests and fault injection campaigns, have been presented so far to estimate
the reliability of hardware tasks running on SRAM-based FPGAs before the operation. The former is very costly and might lead to
physical damage of the device, whereas the latter suffer from the time complexity. Analytical models are alternatives to estimate
the reliability of hardware tasks while overcoming the drawbacks of said approaches. Nevertheless, the existing models only
consider SBUs, and they do not take the effects of MCUs into account.

In this paper, a novel analytical reliability model has been proposed to estimate the reliability of hardware tasks running on
SRAM-based FPGAs in harsh environments in early design stages. In contrast to existing models, it targets both SBUs and MCUs
of diverse multiplicities that affect the configuration memory of the hardware tasks. The presented model incorporates some features
of hardware tasks and the environment, including task computation time, task size, the percent of task critical bits, and the Soft Error
Rates (SERs) of k-bit events of different multiplicities. Then, simple equations are presented to estimate the reliability, the mean
time to failure (MTTF), and the number of errors of a task during execution. The validity of the proposed model has been examined
by conducting experiments on several hardware tasks running on an SRAM-based FPGA in environments with different SERs. The
obtained results show that the proposed model is accurate since the estimations fall within the 95% confidence interval of the
experiments. It will be demonstrated that this method further refines the previous study of the authors, where only single-bit events
were considered.

The rest of the paper is organized as follows. Section 2 introduces some related studies. Section 3 presents the system model,
including hardware tasks and the target SRAM-based FPGA that has been used as case study. Section 4 elaborates on the proposed
reliability model and its validation. Section 5 gives the experimental evaluations and results, and finally, Section 6 concludes the
paper and offers suggestions for future work.



Il. RELATED WORK

Accelerated radiation tests [8] and fault-injection campaigns [9] are two well-known strategies to estimate the reliability of
FPGA-based designs against single-bit and multiple-cell upsets. The first approach is costly and might damage the device-under-
test permanently. In contrast, fault injection approaches provide a higher level of controllability to where and how the fault is
emulated. For example, the failure rate of FPGA-based designs has been estimated for both SBUs and MCUs by injecting faults on
adjacent physically cells of the configuration memory [10]. Although these methods are useful for reliability estimation purposes,
they incur into significant delays since the device must be accessed externally in order not to be intrusive.

Analytical models are optimal alternatives to lower the computation time required for fault injection campaigns and to avoid the
high costs of the accelerated radiation tests. These models assess the reliability of the hardware tasks at an earlier stage in the design
cycle, which results in the reduction of the design effort while increasing the design confidence.

Markov-chain models are one kind of analytical approaches to estimate the reliability of designs running on FPGAs in which
the applications are modeled as data flow graphs, representing the dependency of the application modules. For example, the solution
proposed by [11] estimates the reliability of FPGA-based designs using Markov-chain models where the SBUs are the object of
concern. The solution proposed in [12] splits a design into multiple partitions each of which hardened with Triple Modular
Redundancy (TMR) and scrubbing techniques. Then, it uses a Markov-chain model to estimate the reliability and availability of the
design against single-bit and double-cell upsets. Since the MCUs might affect multiple partitions of a design, these models become
very complex when the multiplicity of the upsets increases.

Statistical methods are alternative analytical models which have been used by researchers to estimate the reliability of hardware
tasks in the presence of soft errors [13]. For example, Heron et al. [14] have introduced a micro-view reliability model which
combines soft error sensitivity and physical reliability. This model is based upon estimating the reliability of a design from that of
basic elements with the assumption that the reliability of the basic elements is known. In a similar micro view, the reliability of
FPGA-based designs is estimated by calculating the error propagation probability of the low-level gates [15].

The model presented by Ostler et al. [16] is another study in this area that estimates the reliability of hardware tasks for different
orbits and orbit conditions, during a single configuration scrubbing period, based on a design-specific parameter. This parameter
should be obtained by using fault injection or accelerated radiation experiments. In a similar approach [17], the authors have
presented a statistical reliability model that uses some features of the hardware tasks and the SER of the environment to estimate
the reliability of hardware tasks against SBUSs.

Another statistical model has been presented in [18] to estimate the reliability of TMR-hardened FPGA-based designs with
different configuration read-back strategies. This model takes critical bits into account and has been evaluated using fault injection
experiments. In a similar approach, a statistical model has been presented by [19] that by using the information of the configuration
resources and computation time of the tasks, estimates the failure rate of TMR-hardened designs as a function of the SEU rate, the
number of mitigation windows, and onboard processor shield thickness. Nevertheless, all these works pay attention to SBUs, and
do not take the effects of MCUs into account. A general overview of the proposed reliability models is presented in Table 1.

Table 1 - An overview of reliability models proposed in the literature

Ref Year |Accelerated|Fault |Analytical: Analytical: SBUs |MCUs
radiation _|injection|formal method |statistical method

[8] 2018 v x x x v v
[9] 2018 x v x x v v
[10] 2017 x v x x v v
[11] 2017 x x v x v x
[12] 2019 x x v x v v
[13] 2018 x x x v v x
[14] 2005 x x x v v x
[15] 2007 x x x v v x
[16] 2009 x x x v v x
[17] 2016 x x x v v x
[18] 2018 x x x v v x
[19] 2019 x x X v v X
Our

Solution 2020 * * * Y Y Y

Although analytical models are very useful at estimating the reliability of hardware tasks at early design stages, to the best of
our knowledge, none of the presented solutions takes the effects of MCUs into account when estimating the reliability of non-
hardened FPGA-based designs. In this paper, a new statistical-based analytical reliability estimation model is presented that targets
soft errors that cause SBUs and MCUs within the configuration memory. The proposed solution uses some features of the hardware
tasks and the SERs of different k-bit events to estimate the initial reliability, the MTTF, and the number of errors of FPGA-based
designs.

I1l. SYSTEM MODEL
In this work, in order to estimate the reliability of hardware tasks, four parameters, namely task computation time, task size, the
percent of task critical bits, and the SERs for events with different multiplicities have been used. As the task size depends on the
underlying FPGA, in this section, both hardware tasks and the target SRAM-based FPGA have been modeled.

A) Hardware Task Model
A reconfigurable application, known as hardware task, is composed of a number of logic circuits that cooperate in implementing
specific functionality. In this paper, each hardware task t is modeled as follows:



T ={CT,,CC, TS, CB;} (1)

where CT, is task computation time, CC; is the number of basic reconfigurable elements, and T'S; is task size in the configuration
memory (number of configuration bits). The computation time of tasks is expressed in terms of milliseconds, which is consistent
with typical delays of tasks running on SRAM-based FPGAs [20]. Task size TS, depends on CC, and some features of the
underlying FPGA that will be discussed in the next subsection. Design tools can easily obtain these values for a given hardware task
7. Finally, CB; represents the percentage of critical bits of the task.

Any bitflip in a critical bit will eventually affect the functionality of the corresponding task and leads to a failure [21]. The
criticality of hardware tasks' bits depends on different factors, such as the way of placing the design in configuration memory and
the architecture of the target device. The critical bits of a hardware task can be obtained by fault injection campaigns or radiation-
ground experiments [22]. However, a first-order estimation of the essential and critical bits percent can be obtained instead, using
task characterization libraries [12, 23].

Since the validity of the presented model has been verified on a Virtex-5 FPGA, in this case, the basic reconfigurable elements
are Configurable Logic Blocks (CLBs). However, this idea can be easily ported to any other FPGA in the market, since all of them
feature any sort of basic reconfigurable elements, such as Logic Elements in Altera architectures.

B) Partially Run-time Reconfigurable FPGA Model

The target FPGA features partial run-time reconfigurability, and it includes an array of CLBs so that hardware tasks are
synthesized and mapped on a subset of them. Typically, in modern FPGAs, a single basic element is not the minimum addressable
segment of the device that can be reconfigured separately. Instead, a set of them must be reconfigured at the same time, which in
this paper is referred to as the CLB group [24]. Thus, the target SRAM-based FPGA SF is modeled as:

SF = (R0,C0,GS,CB)  (2)

where RO and CO indicate row count and column count of the FPGA, respectively. GS stands for CLB group size (in terms of CLB
count in each group), and finally, CB is the number of configuration bits that a CLB group contains.

SRAM-based FPGAs allow reconfiguring only a fraction of the resources at runtime, while the remainder of the device continues
its normal operation. Related studies on the area of the task configuration typically distinguish between several area models. The
area model describes the way in which the hardware tasks are arranged within the FPGA. They mostly assume 1D or flexible 2D
organizations [25]. In the 1D area model, hardware tasks have rectangular footprints in a way that they span the entire device height,
but they have different widths. On the contrary, in the flexible 2D area model, hardware tasks are modeled as rectangles that can
span a rectangular subset of resources within the FPGA. The actual flexibility of the 2D model for each device is determined by its
internal architecture and organization.

Task size (T'S;) —in terms of configuration bits— depends on the FPGA area model. In the 1D area model, let CO, be the number
of CLBs that the task 7 spans horizontally (CO, can be easily obtained from CC,). Thus, TS, is a multiple of CO;,. In addition, since
GS is the minimum addressable set of resources, TS, can be obtained as follows:

RO
TST=COT><E><CB 3)

On the other hand, in FPGAs implementing a 2D-based area model, let RO, be the number of CLBs that the task spans vertically
(note that, for the 1D area model, RO, = RO). Thus, in this case, T'S; can be easily calculated as follows:

RO,
TS, = CO, x [E] x CB 4)
Task size TS, affects the reliability of the task. This point will be elaborated in the next section.

IV. RELIABILITY MODEL AND ITS VALIDATION

A) The Proposed Reliability Model

In the general formulation, reliability is the probability that a system performs correctly during a specific time duration.
Reliability follows an exponential failure law, which means that it is gradually reduced over time due to external agents, such as
radiation. The reliability of a hardware task depends on its error rate. By assuming that p is the error rate, the reliability of a hardware
task at time ¢ is obtained as: R(t) = e~P* [26]. In this paper, this classical formulation has been extended to include soft error rates
induced by events of diverse multiplicity by taking into account the task’s size, computation time, and critical bits.

The model presented in this paper assumes that upsets accidentally occur in configuration memory of the running tasks,
according to given SERs. In contrast to existing statistical models, in this work, it is assumed that each event might affect one or
more configuration bits simultaneously to model both SBUs and MCUSs. Thus, there exist M different SERs for events causing k-
bit upsets (1 < k < M), M being the highest multiplicity that will be considered. Then, the proposed model estimates the reliability,
MTTF, and the number of errors (#Errors) that are expected to observe in said tasks. The SERs can be measured per event per bit
per time unit. The reliability of a task = (denoted as R,) is the probability that T executes from its start time to its finish time without
any failure, with the condition that it is fault-free when starting its execution. In this regard, it is supposed that a task does not have
any error at the time point that it is completely configured.

The proposed model assumes that, at most, one event occurs at a time, but one or more events might occur during task execution.
In other words, upsets caused by radiation can be regarded as independent and random statistical events. Thus, it is reasonable to
make the following assumptions:

(1) The number of events during a given interval of time depends only on the length of the interval and not on the past history

of the system.



(2) For any small interval (t,t + &t), the probability of an k-bit event is p, - 6t wehere p, is a constant (the SER of the k-bit

event) and the probability of more than one event occurring simultaneously is negligible.

Based on these assumptions, the upsets caused by radiation follow the Poisson distribution. Let us assume that a task is exposed
with given SERs, p, (i.e., the number of expected SBUSs per bit per time unit), p, (2-bit event SER), ..., p; (k-bit event SER). The
values of p, can be easily estimated for different devices using existing tools [10]. Therefore, following the general reliability
formulation, the probability of an k-bit event occurring m times during the task execution (and, therefore, affecting totally m - k
bits) is':

m

Pey(kym) =2 (5)

where
M = Pr " TS - CT; (6)

in which p, is the k-bit event environmental SER expressed per bit per time unit. Thus, the rate of the k-bit event of the task (1)
increases with task size and task computation time [28]. For practical reasons, we will accept that the occurrence of k-bit events is
negligible for k > M.

Let PBF (n) be the probability of observing n bitflips in the configuration memaory of the task. Thus, the probability of observing
0 bitflips in the memory is the probability of all the kinds of events being simultaneously null. Let us define the total SER of the
task as pr = py + uy + -+ + pyy. Therefore:

PBF(O) = PEV(l' 0) . PEV(Z' 0) e PEV(M’ 0) = e—(#1+#2+"'+#M) = e HT
The probability of occurring 1 bitflip is the probability of occurring 1 SBU and 0 MCUs:
PBF(l) — PEV(L 1) .pEV(z' 0) e PEV(M' 0) = %e—lh ceH2 . @THEM = pTHT %
The probability of observing 2 bitflips is the probability of observing A) 2 SBUs and 0 MCUs plus the prébability of observing

B) 1 2-bit MCU and 0 events of the rest of classes:
2 2

PBF(2)5 = Pry(1,2) - Pyy (2,0 -+ Py (M,0) = Sl-e e oo emis = gt £l
PBF(2)5 = Pgy(1,0) - Pgy(2,1) - -+ Pgy (M, 0) = e™#1 - (%e—#z) e @HM = gHT %
PBF(2) = PBF(2), + PBF(2)5 = e~H7 - (“2—1'2 + %)
The probability of observing 3 bitflips can also be modeled in the same way. The.re are 3 options:
A) 3 SBUs and 0 MCUs:
PBF(3)4 = Pgy(1,3) - Pey(2,0) - -+ - Pgy (M, 0) = M3—1'3€_“1 seTHz .. pTHM = oTHT 'u3_1[3

B) 1 SBU, 1 2-bit event, and no more MCUs:
M1 _ Ha _ _ _ _ H U
PBF(3) = Pgy(1,1) - Py (2,1) - Py (3,0) - -+ Py (M, 0) = (ﬁe #1) . (1—?6 Hz) veH3 . is @M = gHT ﬁﬁ
C) 1 3-bit event and nothing else:
PBF(3)c = Pey(1,0) Py (2,0) - Pey (3,1) - Pry (4,0) - - Py (M,0) = e7# - e - (L2 et ) eta o ot = govr .2
Therefore, the total probability of observing 3 bitflips is: ' '

31 111
These expressions can be generalized for N bitflips as follows. Let a« = (ky, k5, *+, k) be a solution of the Diophantine
equation:

3
PBF(3) = PBF(3), + PBF(3)5 + PBF(3), = e T - <”L e &>

M

Zi-ki=k1+2-k2+---+M-kM=N,

i=1
with k; € N U {0}. The set of all the possible solutions « of the previous equation is A. For example, for N = 1,A = {(1)},for N =
2,A=1{(2,0),(0,1)}and for N =3,4 ={(3,0,0),(1,1,0),(0,0,1)}.
Then, it is possible to demonstrate that:

PBF(N) = e™¥7 - Z [ﬁ PZ:{,} (7)

acA \i=1

1 Experimental SEU and k-bit MCU cross-sections gy, are another (yet very popular) alternative to measure the sensitivity of devices against radiation. A device
cross-section is calculated by dividing the number of events (observed in all the device) by the particle fluence ¢ (typically, expressed as particles - cm™2). Thus,

- 2 o . . 2 . . . . - .
the unit of a cross-section is —=<"2"“™"_ although it is usually expressed in terms of <222 ™ For the sake of clarity, in the literature, it is usual to find cross-

device - particle bit - particle
2

sections express in terms of % (because it is well-known that the sensitivity is the number of events that were caused by a single particle). Anyway, if a memory

with S bits, featuring a cross-section gy, is irradiated with a total flux of ¢ particle - cm™2 - S71, the number of expected k-bit events for a given exposure time ¢ is

Ux = 0, * S+ ¢ - t. Thisis an alternative to compute the value of y;, when cross-sections are known. In this work, we have used SER values for different k-bit events

presented by [27].
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Thus, with the assumption that an k-bit event provokes a failure if, at least, one of the k bitflips occurs in critical bits of the task
(CB,), let PTF () indicate the probability of task failure of z. Therefore, we have a conditional probability:

PTF(z) = Z PBF(k|CB)  (8)
k=1
which it can be easily computed as:

PTF(1) = Z PBF(K) x (1—(1—CB)) (9

k=1
By having PTF (1), the reliability of task 7 is obtained as:
R, =1—PTF(7) (10)
Once the task reliability R, is achieved, the MTTF is calculated from [16]:

T
MTTF, = —— 3 (11)
Finally, the number of errors (#Errors;), observed in the task, during the operating time of the system is estimated as:
LifeTime
#Errors; = TTF, (12)

where LifeTime is the operating time of the system, which is taken to be one year in this paper. The obtained reliability R, can be
combined with the ideas presented in [29] to obtain the reliability of a hardened application whose tasks have been replicated using
an active redundancy-based FT technique.

B) Reliability Model Validation

The validation procedure follows a fault simulation approach and it takes two distinct statistical events into account. The first
one is the occurrence of an k-bit event during the execution of task T among its configuration bits (said event is composed of k
bitflips occurring in physically adjacent memory cells). The second one is the probability of, at least, one of these k bitflips occurring
in one of the critical bits of task .

The experimental environment runs task t for LifeTime time units; therefore, it is executed for LifeTime/CT, times. In the
experiments, for all the time units in ¢ and for all the possible multiplicities, it is first determined if an k-bit event occurs. For this
purpose, a metric named Milliseconds to Upsets (k) is used which stands for the time that on average it takes to occur an k-bit event
in the configuration memory of task t during its execution. The value of Milliseconds to Upsets (k) is obtained from Eq. (13).

CT,
Milliseconds to Upsets (k) = PBF(K) (13)

In order to determine if an k -bit event occurs, a random integer number (RND) is generated between 1 and
Milliseconds to Upsets (k) at each time unit. If RND = 1, it conventionally means the occurrence of such an event. Note that, by
increasing k the value of PBF (k) decreases, which makes Milliseconds to Upsets (k) be higher. Therefore, this makes this event
less probable to happen.

When an k-bit event occurs, k upsets are randomly injected in adjacent configuration bits of the task. If, at least, one of the faults
flips a critical bit, it means a task failure. Thus, the error count is updated, and the time elapsed between this failure and the previous
one is recorded as Time Between Failure (TBF). When the lifetime finishes, MTTEF, is calculated as follows:

MTTE, = LTBF, 14
* " #Errors, 14
Finally, following Eq. (11), the reliability of task  is calculated as:
CT,
R, =1- MTTE, (15)

V. EXPERIMENTAL RESULTS

A) Experimental setup

The proposed model has been validated by means of fault simulation-based experiments, which is a very widespread approach
for validation of reliability models [18, 30, 31]. The validation process has been done on a system consisting of a PC and a Xilinx™
Virtex-5 XC5VLX110T FPGA. The occurrence of events has been simulated on the PC by generating random integer numbers.
Once an event occurs, the faults are simulated in the FPGA. The FPGA contains 54 columns and 160 rows of reconfigurable units
in which each CLB group contains 20 CLBs, and there are 8 CLB groups per column. Each CLB group contains 36 frames, and
each frame has 40*32-bit words. Therefore, following Eq. (2), SF = (160, 54, 20, 46080).

The proposed model has been evaluated with SERs obtained from radiation-ground experiments, which were performed by
exposing a 90-nm COTS SRAM in a neutron source at various bias voltages [27]. It actually can be observed that the SER increases
as the VCC decreases. These SERs have been expressed in terms of #events per Mbit per day (Table 2). However, other approaches
[32] and tools [10] of calculating p, can be used instead to obtain k-bit event SERs for other environmental conditions. In order to
provide the SERs per bit per millisecond, the calculation of y, in Eq. (6) would be:

1 = (Pk/zzo) X TS, X CT, X 24 X 60 X 60 x 1000  (16)



Table 2 — SERs (p,,) in terms of #events per Mbit per day [27]

vCC SBU (1-bit) 2-bit 3-bit 4-bit 5-bit 6-bit Total (3)
05 8.451733276 253650725 | 1.86018488 | 0.72290743 | 0.36321596 0.234913458 14.16946226
06 4.798645383 130543311 | 106412351 | 0.41622946 | 0.22094389 0.132091734 7.937467089
07 3.52407113 1.00014542 | 0.80583963 | 0.34618006 | 0.18938048 0.10969127 5.975307996
038 2.755261795 0.75997813 | 0.62007518 | 0.27740829 | 0.14379133 0.085438702 4.641953418
0.9 2.326609831 065767134 | 054002332 | 0.24944296 | 0.13420524 0.070805371 3.97875806

1 1.841958985 0.54566241 0.4360424 0.20422587 | 0.10677492 0.053241159 3.187905746
11 1499192293 0.42896975 | 0.33179456 | 0.16270026 0.0847988 0.039696242 2547151904
12 1.37044563 0.39107183 0.2955772 014347154 | 0.07583143 0.039696242 2.316093877
13 1.313881407 0.36962248 0.2770928 0.12805318 | 0.06512609 0.039696242 2.193472196

2 1.233155316 0.35489733 | 0.27105387 | 0.12443517 | 0.06030291 0.035661597 2.079506201
33 1199847355 0.32242924 | 0.26469329 0.1207631 0.05660542 0.035661597 2.0045536

ITC’99 is one of the best benchmark suites to assess the effects of radiations on hardware tasks [33]. In this paper, tasks b01 to
b13 from ITC’99 as well as an FFE filter have been used for the experiments. For a clock speed of 100 MHz, they have been
executed for different clock cycles to obtain different computation times in the range of [10 ... 500] ms. Details of these tasks are
shown in Table 3. The critical bits have been obtained with the NESSY fault-injection tool, developed by the authors [34].

Table 3 - Details of the tasks [34]

Task # Clock | Computation | # Total |# Critical | % Critical
cycles | time (ms) bits bits bits
b01 |1.0E+06 10 46080 622 1.35%
b02 |2.5E+06 25 46080 240 0.52%
b03 |5.0E+06 50 46080 1719 3.73%
b04 |7.5E+06 75 92160 6967 7.56%
b05 |1.0E+07 100 138240 69 0.05%
b06 | 1.3E+07 125 46080 788 1.71%
b07 |1.5E+07 150 46080 304 0.66%
b08 |2.0E+07 200 46080 2852 6.19%
b09 |2.5E+07 250 46080 1862 4.04%
b10 |3.0E+07 300 46080 2871 6.23%
b1l |3.5E+07 350 92160 7023 7.62%
b12 |4.0E+07 400 138240 | 31215 22.58%
b13 |4.5E+07 450 46080 3055 6.63%
FFE |5.0E+07 500 1797120| 104233 5.8%

B) Reliability model validation

The experiments have been done for all the SERs of Table 2. Nevertheless, for the sake of clarity, only the results of the lowest
VCC (0.5 V) and the highest one (3.3 V) are presented. The lifetime of each experiment is one year and 10 experiments were run
for each task to simulate the tasks running for 10 years to obtain more robust results. Thus, as each year is 3.154E+10 ms, for each
experiment (a given value for k) totally 3.154E+11 random integer numbers have been generated between 1 and
Milliseconds to Upsets (k) to simulate a k-bit event. Finally, the average of the 10 results has been presented. The results of the
experiments on the FFE filter at VCC = 0.5 V have been depicted in Figure 1 to Figure 4.

In this experiment, 7 different cases have been examined: when only events of a given multiplicity k occur (1 < k < 6), and
when events of all multiplicities can occur altogether. Figure 1 shows the #Errors obtained from both the experiments made by
fault simulation (Section IV-B) and the estimations made with the proposed model (Eq. (5-12)). The #Errors of the experiments
are shown by dotted blue lines, whereas the estimations are shown by red lines. As the results of the experiments are based on
different trials, it is required to obtain their 95% confidence intervals to disclose how much the difference between estimations and
experiments is reasonable. This is shown in the figure by means of the gray boxes, whose upper and lower legends indicate the
upper and lower bounds of the confidence interval, respectively. It can be considered that the #Errors of the estimation is acceptable
if it lies within the absolute 95% confidence interval of the corresponding experimental result. The larger the confidence interval is,
the higher boxes have been drawn.

When #Errors > 50, said confidence intervals can be approximated with the normal distribution, as shown by Eq. (17) [35]. The
relative interval can be easily converted to an absolute one as: Experiment+Relative Interval. However, when #Errors < 50, the
Poisson error bars for absolute 95% confidence intervals, shown in Table 4, have been used instead [36].

2V#Errors
Relative 95% Confidence Interval for #Error > 50 = im 17)

As the results show, the #Errors obtained by the proposed model are acceptable as they lie within the 95% confidence interval
of the experiments.
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Figure 1 - #Errors of the estimations and experiments for the FFE filter operating under SERs when VCC = 0.5V (logarithmic scale)

Table 4 — Absolute 95% confidence interval by the Poisson distribution for #Errors < 50 [36]
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Figure 2 shows the MTTF obtained by experiments and the proposed model for different k-bit events in case of VCC = 0.5 V
(Table 2) for the FFE filter (Table 3). In this figure, the discrepancy between experiments and estimations has been presented as
well. The discrepancy of the results, obtained from Eq. (18), is shown by means of individual labels in the figure. Said discrepancy

3.12%
0.34%

is, on average, 2.15%, which demonstrates the high accuracy of the proposed model.
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Est (18)

Discrepancy (%) =

In the next experiment (Figure 3), the FFE filter has been examined under environmental SERs when VCC = 3.3 V. Again, the
estimations are acceptable too, as they all lie within the confidence interval of the experiments.
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Figure 3 - #Errors of the estimations and experiments for the FFE filter operating under SERs when VCC = 3.3 V (logarithmic scale)

In this case, the MTTF of experiments and estimations has been calculated too (Figure 4). This time, the discrepancy of the
results is higher than those of Figure 2. The reason is the large confidence intervals in some cases, which are a consequence of the
scarce number of events that are expected to happen. This happens in events with large multiplicities (>3-bit MCUs) where the SER
is low.
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Additional experiments have been done for hardware tasks b01 to b13 from the ITC’99 task set. Again, for practical reasons,
only SERs when VCC = 0.5 V and VCC = 3.3 V have been used. The results of #Errors obtained from the experiments and
estimations are shown in Figure 5 and Figure 6. In these experiments, all types of events (with multiplicities ranging from 1-bit to
6-bit) can occur. As the results show, in both cases, the values of estimations are acceptable as they lie within the 95% confidence
interval of the experiments.
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C) Comparison with an only SBU-model

Finally, in order to analyze the impact of considering MCUs on the accuracy of the proposed reliability model, an additional
experiment has been conducted. In this experiment, the proposed solution has been compared with the statistical reliability model
presented in [17], where it is assumed that only SBUs can occur. For this purpose, the MTTF of the hardware tasks obtained by the
proposed model (denoted by “MTTF MCU”) and the conducted simulations (denoted by “Experiment MCU”) have been compared
with the MTTF of hardware tasks estimated by the only-SBU-aware reliability model presented in [17]. The experiment has been
conducted for all tasks of Table 3 over the lowest and highest VCCs. These are depicted in Figure 7 and Figure 8, respectively.

In these figures, the labels over “MTTF SBU” represent how much the estimated MTTF is higher than “MTTF MCU”, when
MCUs are not considered to occur. On the other hand, the labels over “MTTF MCU” represent the discrepancy between MTTF of
the proposed solution and the conducted simulations (“Experiment MCU”). The results of Figure 7 show that the MTTF of
considering only SBUs is, on average, 2.78 times higher than the case of taking both SBUs and MCUs into account. The reason is
that the reliability of the tasks increases when only SBUs are taken into account, which as a result leads to an increment in the MTTF
(see Eq. (11)). It can also be observed that the values of the columns “MTTF MCU” are visibly closer to the experimental values
of columns “Experiment MCU” than those of “MTTF SBU”, which shows that the prediction made is more accurate.

Figure 8 shows the results of the same experiment for VCC = 3.3 V. The obtained results are similar to those of Figure 7 in the
sense that the estimated MTTF of the only-SBU-aware reliability model is, on average, 2.89 times higher than that of the proposed
MCU-aware model. Again, the “MTTF MCU” approach works better than the “MTTF SBU” one. The results of these experiments
demonstrate the importance of considering MCUs in reliability estimation models. In this regard, ignoring the effects of MCUs
leads to overestimating the reliability of the running tasks during mission.
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V1. CONCLUSIONS AND FUTURE WORK

In this paper, a statistical reliability model has been presented, which takes both SBU and MCU events into account to estimate
the reliability of hardware tasks running on SRAM-based FPGAs in harsh environments. The proposed model uses some features
of tasks and the environment, including task computation time, task size, the percent of task critical bits, and the SERs of k-bit
events of different multiplicities to present simple equations for reliability estimation purposes in early design stages.

The proposed model has been validated by means of experiments on actual hardware tasks. These have shown that the model
works well for estimating the number of errors that are expected to occur on tasks running on an FPGA operating in a harsh
environment with environmental SERs for events with diverse multiplicities. This approach is a good alternative to radiation-ground
tests or fault injection campaigns, in case these are expensive or unpractical to perform. Therefore, before operation, developers can
easily estimate the reliability of their designs during the mission, provided that the features of the device and the expected
environmental SER are known. Supplementary experiments demonstrate the importance of considering both SBUs and MCUs in
the reliability estimation. Thus, it has been shown that ignoring MCUs leads to overestimating MTTF by 2.88X on average.

In this work, only the upsets within CLBs are considered. For future work, we are going to extend the proposed reliability model
so that other resources such as DSPs, FFs, registers, and other memory elements are taken into account. In addition, the upsets are
supposed to be occurred during task execution. Thus, we wish to introduce a new model to include soft errors that occur during task
configuration time. Such a model is more complex since the configuration is carried out frame by frame and it depends on the
architecture and the reconfiguration protocol that is used.
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