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 7 

Abstract—Fault diagnosis of rolling bearings plays a pivotal role in modern industry.  Most existing methods have two disadvantages: 1) 8 

The assumption that the training and test data obey the same distribution; and 2) They are designed for vector representation which is 9 

unable to characterize the important structure of the rolling bearings data of interest. To overcome these drawbacks, this paper 10 

proposes a novel tensor based domain adaptation method. Firstly, this method uses the time domain signals, the frequency domain 11 

signals, and the Hilbert marginal spectrum and integrates them into a third-order tensor model. Secondly, these three types of signals 12 

are split into two parts: the source and target domain data; all the representative features are identified in the source domain. Thirdly, a 13 

tensor decomposition method is used to decompose the features into a series of third-order tensors, and several alignment matrices are 14 

defined to align the representation of the two domains to the tensor invariant subspace. Then, the alignment matrices and the tensor 15 

subspace are jointly optimized to realize the adaptive learning. Finally, the feature tensor is reconstructed into a matrix form to realize 16 

the fault diagnosis through the classifier. Extensive experiments are conducted on a public dataset and a dataset collected from our own 17 

laboratory; experimental results show the satisfactory performance of the proposed method. 18 

 19 

Index Terms—Tensor representation, subspace learning, tensor alignment, fault diagnosis, domain adaptation, transfer 20 

learning, rolling bearings, rotating machinery. 21 

 22 

I. INTRODUCTION 23 

Fault diagnosis of rotating machinery has become an increasingly critical part of reliability engineering and system safety. In 24 

industrial applications, early fault diagnosis of rotating machinery can ensure reliable and safe operations [1], this is because rolling 25 

bearings, as a key component of most rotating equipment, are extremely vulnerable to wear and failure due to high pressure, heavy 26 

loads, and long-term operation under variable working conditions. These factors and many other uncertainties can lead to faults in 27 
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rolling bearings and may further cause serious accidents. In order to avoid major economic losses and catastrophic incidents, and 1 

strengthen the reliability of equipment and system safety, it is extremely important to develop effective and robust intelligent fault 2 

diagnosis methods [2]. 3 

Intelligent fault diagnosis methods for rotating machinery have attracted a great deal of attention in recent years [3]-[6]. Given 4 

that the fault information is usually hidden in vibration signals, the intelligent diagnosis methods based on vibration signals and 5 

data-driven modelling such as support vector machines (SVM) [7], stacked variant autoencoder [8], long short-term memory 6 

(LSTM) [9], and convolutional neural networks (CNN) [10], have become a research focus [11]. Most existing machine learning 7 

methods show excellent performance under a common hypothesis: the labeled training data and the unlabeled test data are subject 8 

to the same distribution. However, in practice such an assumption is not always satisfied, meaning that many machine learning 9 

methods may not work well for fault diagnosis tasks. For example, a machine learning model trained on a training dataset (in the 10 

source domain) may not work on a test dataset (a new dataset in the target domain) if there exists a large discrepancy in the data 11 

distribution properties in the two domains [12]. 12 

In order to solve this challenge, domain adaptation (DA), as a method of transfer learning, provides a new learning strategy for 13 

the establishment of knowledge transfer from source domain to target domain. DA is concerned with exploring domain-invariant 14 

features across distribution differences, and applying machine learning models built in the source domain to the target domain 15 

where the data distribution is different but related to that in the source domain [13]. In [14], Ainapure et al. proposed a fault 16 

diagnosis method by using CNN to extract features automatically, and the maximum mean discrepancy (MMD) was used to align 17 

the data distribution. To improve the model generalization ability, noise was added to the health condition label data in model 18 

training process. Sharma et al. [15] proposed a quick learning mechanism based on a DA method to realize the fault diagnosis of 19 

rolling bearing. In  their diagnosis model, the MMD was minimized by the Net2Net transformation, and the target data pattern can 20 

be  quickly captured. Schwendemann et al. [16] proposed a new DA method based on CNN and layered MMD. This method 21 

constructs an intermediate domain by converting the data into the time frequency domain based on the windowed envelope, and 22 

then  uses CNN to learn the feature representation. 23 

These DA methods have achieved satisfactory diagnosis results in transfer tasks under different situations. One of the 24 

assumptions of these DA methods is that there must be a close relevance between the source and target domains, that is, there must 25 

be a certain commonality to adapt. Many methods explore the commonality by learning invariant subspace, and achieve the desired 26 

effect [17]. However, the existing fault diagnosis methods based on DA and other machine learning methods mainly focus on the 27 

vector data. Therefore, when applying these technologies to process structured high-dimensional representation, the data must be 28 

vectorized first. Although this partly solves the problem, the vectors or the matrices cannot naturally and effectively represent and 29 

store the important information of structural data. In fact, the vectorization may even lead to the curse of dimensionality and 30 
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increase the computational complexity [18]. 1 

Recently, new methods based on tensor data representation and tensor decomposition have been successfully applied to fault 2 

diagnosis. A tensor space is a high-order generalization of the low-rank space. The tensor representation can well preserve the 3 

multi-linear relationship of the data, which cannot be captured by the conventional vector and matrix representation. Therefore, the 4 

tensor decomposition, with its outstanding potential information extraction capabilities, has attracted more and more attention. Hu 5 

et al. [19] proposed a multi-dimensional signal fault diagnosis method for rolling bearings based on the tensor decomposition. The 6 

vibration signal was established as a third-order tensor, and the Tucker decomposition was used to filter the tensor to obtain an ideal 7 

target tensor. This method can well remove the noise and retain the fine features of the data as much as possible. Luo et al. [20] 8 

designed an adaptive sequential fault diagnosis framework that combined tensor decomposition layer and deep neural network 9 

model. This method not only improved the performance of neural network structure, but also enhances its feature expression ability. 10 

He et al. [21] designed a tensor classifier based on the flexible and displaceable convex hull of kernels. The main idea was to 11 

transform the optimal separation hyperplane problem between the kernel flexible convex hull and the replaceable convex hull of 12 

the tensor sample set into a quadratic programming problem, and use the replaceable factor to improve the interference of outliers. 13 

This method is effective for solving the problems of small sample and multi-source signal classification. Zhao et al. [22] proposed 14 

a rolling bearing fault diagnosis method based on the segment tensor rank decomposition, which used the segment tensor rank-(Lr, 15 

Lr, 1) decomposition to obtain the sub-tensors of source signals. Then, the source signal was reconstructed by combining the mode 16 

information of the sub-tensor.  17 

Presently,  tensor based methods are mainly used in image recognition and related fields [23]-[25], and relatively less 18 

applications in fault diagnosis have been reported in the literature. The traditional fault diagnosis methods based on DA only 19 

consider the distribution difference between the source and target domains, without considering the following important key point: 20 

the conventional multi-dimensional signals cannot fully retain and reflect the data integrity under the vector representation. In 21 

addition, the existing tensor correlation methods only use the tensor decomposition techniques, which may not be able to 22 

sufficiently reveal and represent the feature fault classification purpose. To overcome these weaknesses and improve the diagnostic 23 

ability of the classifier to be trained in the source domain, there is a strong need to establish an effective unified tensor 24 

representation of multi-dimensional signals and global domain adaptation, so as to reduce the difference in domain distribution and 25 

improve the accuracy of fault diagnosis.  26 

To effectively address the problem of cross domain fault diagnosis and strengthen the reliability and safety of equipment, this 27 

paper proposes a novel tensor domain adaptation (TDA) method named joint-domain alignment based invariant tensor subspace 28 

learning. Firstly, the method establishes a unified tensor representation model for multi-dimensional signals. Secondly, the Tucker 29 

decomposition is used to obtain tensor subspace and tensor subspace representation. Finally, an alignment matrix is introduced to 30 
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achieve the domain adaptation.  1 

Different from the existing literature, this paper proposes a novel tensor-based domain alignment method for intelligent fault 2 

diagnosis of rolling bearing. The main contributions of this work are summarized as follows: 3 

1) In order to effectively retain and reflect the important structure and internal relationship of multidimensional data, a unified 4 

tensor representation model is established, which provides the data reliability guarantee for better feature recognition and model 5 

training. 6 

2) A novel TDA framework is proposed to solve the problem of data distortion caused by the forced alignment of shared 7 

subspace in vector representation in traditional DA methods. The proposed method uses DA in the learning process of invariant 8 

tensor subspace, to make the learned subspace have stronger representation ability. Furthermore, an alternating optimization 9 

algorithm with orthogonal constraints is used to efficiently train the TDA model. 10 

The remainder of this paper is organized as follows. Section II provides the preliminaries. The proposed method is presented in 11 

Section III. In Section IV, the comparative study is conducted. Finally, the conclusions are arranged in Section V. 12 

II. PRELIMINARIES 13 

A. Problem Formulation 14 

A domain { , ( )}P X   comprises a feature space of inputs, , and a marginal probability distribution of inputs, P(X).  15 

A task { , ( )}f x , associated with a specific domain , is defined as a label space  and a target prediction function 16 

f(x). From a probabilistic viewpoint, f(x) can be considered as a conditional distribution P(y|x), where y . 17 

In this paper, the situation is a set of labeled source domain 1{ , } sn

s i i i
y  , where 1 2 NI I I

i

    is an N-th order tensor and 18 

{1, 2, , }
i

y C  is the corresponding class label. Similarly, a set of unlabeled target domain 1{ } tn

T j j  is given. The aim is to 19 

infer the class label {1,2, , }
j

y C  of a target based on a model trained with data in the source domain. 20 

B. Basic Theory of the Tensor 21 

A tensor is a high-order generalization of vectors and matrices, which is widely used in data mining, machine learning, computer 22 

vision, and other fields [26].  23 

The N-th order tensor 1 2 NI I I    is a N-dimensional data array, with elements being denoted by
1 k ni i i

z , where 1 n N
i I 24 

, for 1, , .k N  The model-n product of a tensor  with a matrix M is defined as n
M . The operator n

  represents the 25 

matrix multiplication performed along the n-th mode. Similarly, the product can be performed equivalently by matrix 26 

multiplication   ( )( )
=

n nn
M MZ , where ( )n

Z  is the model-n matrix unfolding. 27 
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C. Tensor Decomposition 1 

Tensor decomposition is a powerful computing technique that decomposes the raw data and extracts the valuable features from 2 

the data. In this paper, the Tucker decomposition [27] is used to generate the tensor subspace. For a N-th order tensor 3 

1 2 NI I I   , a core tensor and a set of factor matrices along each mode can be obtained by Tucker decomposition. The tensor 4 

can be expressed as follows: 5 

( )

1

; ,
N

i

i

U


  
                                                                   

(1) 6 

where 1 2 Nd d d    is the core tensor, denoting the tensor subspace representation of , and 
( ) n nI dn

U
  represents the 7 

factor matrix of the n-th mode. The last part of (1), ; , is a simplified representation of Tucker decomposition, where  8 

denotes the tensor subspace. 9 

Specifically, for a third-order tensor 1 2 3I I I  , a third-order core tensor and three second-order factor matrices can be 10 

obtained by Tucker decomposition, and the associated tensor decomposition model is shown in Fig. 1. 11 

1 2 3I I I 

=
(1)

U (2)
U

1 1I d
1 2 3R R R 

2 2I d

3 3I d
(3)

U

 12 

Fig. 1.  Third-order tensor factorization. 13 

D. Feature Extraction through the Tensor Factorization 14 

At present, large amounts of data are available from heterogeneous sources in the field of fault diagnosis and other research 15 

fields as well. Constructing effective mathematical models to uniformly represent the complex heterogeneous data, and designing 16 

efficient feature extraction algorithm to extract the high-quality core features from low-quality raw data, are important for 17 

data-driven fault diagnosis. 18 

In order to overcome the shortages of the traditional methods and make good use of the available data, this work constructs the 19 

multi-source data into a tensor representation to build more effective diagnosis models based on the tensor decomposition. 20 

Compared with the vector representation, the tensor representation has the following advantages: 21 

(1) The data is converted to high-order tensor data and multi-dimensional data with larger data volume; the better characteristics 22 

can be obtained without the loss of original data information. 23 

(2) In the feature extraction, the tensor representation can fully consider the association between the data and effectively retain 24 

the structural features of the original samples. The new features extracted by the tensor decomposition under orthogonal constraints 25 

1 2 3d d d 
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have better quality. 1 

(3) The tensor can overcome the curse of dimensionality issue encountered when using the traditional vectorization 2 

representation methods.  3 

This paper uses the tensor Tucker decomposition method to project the tensor representation of the data into a tensor subspace, 4 

and then transform the tensor into a core tensor of the same order but lower dimensions. Finally, the core tensor is vectorized and 5 

reconstructed to feature vectors. 6 

E. Domain Adaptation with Subspace Learning 7 

Recently, the subspace learning based DA has shown good performance in visual data analysis [28], [29]. As mentioned in 8 

section II-A, the source and target domain are part of the same L-dimensional space, even though they have different data 9 

distributions. A principal component analysis approach can be applied to the two subspace to obtain two orthogonal mapping 10 

matrices, denoted by s
X  and T

X , respectively, where , L l

S T
X X

 , T

S S l
X X I , T

T T l
X X I , and l

I  is the l-dimensional 11 

identity matrix. 12 

The strategy of most existing DA-based subspace learning methods is to project the source and target data into a shared subspace 13 

or construct a set of intermediate representations. This can lead to the loss of information. To overcome this issue, this paper 14 

proposes to project the domain data into the respective subspaces of both the source and target domains, so that the source subspace 15 

coordinate system is aligned with the target subspace coordinate system. It then directly compares the source and target samples in 16 

their respective subspaces. Specifically, an alignment matrix M is introduced to realize the alignment from s
X  to T

X , and the 17 

subspaces after projection are s
X M  and T

X M  respectively. The matrix M is learned by minimizing the Bregman matrix 18 

divergence as follows: 19 

2
( )

S T F
F M X M X 

                                                                            
(2) 20 

1arg min( ( ))
S T

M

M F M X X
 

                                                                     
(3) 21 

where 
2

F
 is the Frobenius norm. 22 

Similarly, for tensor subspaces S
U  and T

U , the domain discrepancy can be defined as 
2

S T F
U M U . According to definition 23 

(1), it can be inferred that the arrangement of the tensor is equivalent to the arrangement of the tensor subspace, so ;
S  can 24 

be expressed as:  25 

( ) ( ) ( )

1 1

( )
N N

i i i

S S S

i i

M M U
 

   
                                                                  

(4) 26 
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III. PROPOSED METHOD 1 

As mentioned earlier this study attempts to align the data distribution in different domains while preserving the important 2 

structure of the data. In this section, a TDA fault diagnosis model for variable working conditions is proposed based on the tensor 3 

decomposition and subspace learning approaches described in the previous section. 4 

A. Proposed TDA Model 5 

In the traditional transfer learning, the metrics such as MMD [12], A-distance [30], and Wasserstein distance [31] are often used 6 

to measure the difference in probability distribution between different domains. However, most of the existing DA methods based 7 

on these distance metrics are only applicable to vectors, and these metrics may not be able to preserve and reflect important 8 

structures for some applications. In addition, some existing DA methods are implemented under the premise that there is a shared 9 

subspace between the source and target domains. This is reasonable when the domain difference is not large; but if the difference is 10 

large, these methods may not work well for aligning the shared subspace. 11 

In order to address the above problems, this paper proposes a TDA method, together with an invariant subspace learning scheme, 12 

to directly adapt the tensor representation of the source and target domains. The structure of the proposed method is shown in Fig. 13 

2. In this study, the tensor representation model of data is constructed firstly, and then the data is divided and mapped into shared 14 

space. Next, an approach of tensor Tucker decomposition with orthogonal constraints is used to extract the hidden features of the 15 

data and apply them to the computational model of joint-domain alignments based tensor invariant subspace learning. Finally, the 16 

trained model is directly applied to the target datasets to achieve the classification of unlabeled data. 17 

Construt tensor model

Source domain

Target domain

U1

U2 U3

 

a1

b1

c1

+ +   +

a2 an

b2 bn

c2 cn

Mapping Tensor decomposition

Joint-domain alignments based 
tensor invariant subspace learning

Feature n

Feature 1Object datasets

Model training

ClassifierResult

P
re

d
ic

tio
n

Signal

Time 
window

Time

Sliding window segmentation

f1 Hz

f2 Hz

fn Hz

 

Signal processing

 

Time window

1

2 3

4Parameters transfer5Prediction and diagnosis6
 18 

Fig. 2.  Framework of the proposed TDA method 19 
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1) Construction of Tensor Model 1 

Most raw vibration data contain tens of thousands of sampled points. In order to make full use of the information contained in the 2 

sampled signals, this study adopts a sliding rectangular window approach to divide the monitoring data under different working 3 

conditions into multiple time window segments, where each segment has H samples. After that, The fast Fourier transform and 4 

Hilbert-Huang Transform are used to analyze the data in each time window to obtain the time domain, frequency domain, and 5 

marginal spectra of the signals of different scales. Finally, a third-order tensor model of multichannel 6 

 Signals time window time   is constructed. The process of tensor construction is shown in the first step in Fig. 2. 7 

2) Joint-Domain Alignments Based Tensor Invariant Subspace Learning 8 

Different from the existing DA methods based on subspace learning, the proposed model uses the tensor decomposition to obtain 9 

the tensor subspace. In the learning process of tensor subspace, the joint-domain alignment is integrated into the process and a 10 

dynamic distribution alignment is introduced. This method can not only align the shared subspace of the source and target domains 11 

at the same time, and alleviate the problem of excessive data distortion caused by forced alignment, but also overcomes the 12 

limitation of the traditional vector presentation where the vectorized feature space may not fully characterize the important 13 

structure of the data. The process of joint-domain alignments based tensor invariant subspace learning is shown in Step 4 of Fig. 2, 14 

where i
U represents the factor matrix of the i-th mode obtained by the Tucker decomposition, which is a second-order matrix. 15 

As mentioned in section II, given s
N  labeled samples 1, ,{ , }

s

n n

s s n N
y   from the source domain, each sample represents a 16 

K-model tensor 1 Kn nn

s

 , and all the samples of source domain can be stacked into a (K+1)-order tensor 1 K sn n N

s

  . 17 

Similarly, t
N  samples 1, ,{ }

t

n

t n N  from the target domain are stacked as a (K+1)-order tensor. Based on (2) and (3), the error of 18 

tensor subspace learning model can be written as: 19 

 

2

2 ( ) ( )

( , , , ) ; ;

; ; , . . ,

s t s s F

k T k

t t F
s t k U U I

  

  
          

 (5) 20 

where 
( )

1, ,{ }k

k k
= M   denotes a set of alignment matrices, and s  and t  represent the tensor subspace representation of s  21 

and t  respectively.  is the invariant tensor subspace, which is related to a dynamic distribution alignment under tensor 22 

representation, and ( )k
U  is column-wise orthogonal. Here I is an identity matrix. 23 

However, without preserving the original data variance after alignment, it can cause the projected data to cluster to a single point 24 

[18], [32]. Therefore, it is necessary to adopt an orthogonal constraint on  to keep the data variance as much small as possible. 25 

The expression of the constraint condition is: 26 
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2

( ) ( )

( ) ; ; ,

. . ,

T

s s
F

k T k
s t k M M I

 

 
           (6) 1 

where ( )k
M  is row-wise. It is worth noting that the regularization term reflects the quality of the source data reconstructed by 2 

. 3 

B. Softmax Classifier for Fault Diagnosis 4 

This work uses the widely used softmax classifier, which is easy to implement and fast to calculate [33]. Given a labeled training 5 

set 1{( , )}n

i i i
x y  , where 1N

i
x

  and (1, 2, , )
i

y C  are sample sand the corresponding labels. For each input sample i
x , the 6 

classifier calculates the probability ( | )
i i

P y c x  for each label of 1,2,c C  according to the hypothesis function, and uses the 7 

label corresponding to the maximum probability as the class of the sample. Specifically, the hypothesis function is defined as: 8 

1

2

1

( 1 | ; )

( 2 | ; ) 1
( )

( | ; )

T

T

T
c

T
C

ii i

i i i
i C

i

ci i
i

e xp y x

p y x e x
J x

e x
p y C x e x













 

                    


            

 (7) 9 

where 1 2[ , , , ]T

C
     represents the regression model parameters. The ingenious design is term 

1

T
c

C

i

c

e x



  normalizes the 10 

distribution, which enables the classifier to ensure that the probability estimation output for each sample is positive and the sum is 11 

1.  12 

Based on the hypothesis function, the softmax classifier uses the cross-entropy function y  as the loss function [34], and 13 

defines y  as: 14 

  
ˆ

ˆ
1 1

1

1
1 log

T
c i

T
j i

xN C

y i C x
i j

j

e
y c

N e




 



 
   
 
 



           

 (8) 15 

where  1
i

y c  represents the indicator function. If the condition is true, it returns 1; otherwise the return value is 0. 16 

C. Objective Function 17 

By combining (5) and (6), the overall objective function of the TDA model can be obtained as follows: 18 

22 2

, , ,

( ) ( ) ( ) ( )

min ; ; ; ; ; ; ,

. . , ,

s t

T

s s t t s sF F F

k T k k T k

U

s t k V U I M M I

    

  
     

 (9) 19 

where λ denotes the weight of the regularization term. 20 
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Since and  influence each other in (6), it is difficult to perform the joint optimization. The general approach is to 1 

decompose the original problem into sub-problems, which are solved by alternately updating , and the core tensor  until 2 

the objective function converges. 3 

1)  Sub-Problem 4 

The prior condition for the  sub-problem as follows: given , update , s  and t , so the equation (9) can be reduced to: 5 

 

2 2

, ,

( ) ( )

ˆ ˆmin ; ; ,

. . , .

s t

s s t t
F F

k T k
s t k U U I

  

             

 (10) 6 

This problem can be solved effectively by Tucker decomposition. When the optimal  is found, s  and t  can be easily 7 

obtained by the following transformation: 8 

 ( )
/ /

1

K
k T

s t s t

k

U


 
           

 (11) 9 

2)  Sub-Problem 10 

The prior condition for the  sub-problem is as follows: supposing , s , and t are fixed, update , so the problem is 11 

formulated as: 12 

 

22 2

, , ,

( ) ( )

min ; ; ; ; ,

. . ,

s t

T

s s t t s sF F F

k T k

Q Q

s t k M M I

    

 
       

 (12) 13 

where s
Q  and t

Q  are known and fixed, and the equation (12) can be effectively solved by using an optimization method with 14 

orthogonality constraints [35]. 15 

In summary, the variable alternate iteration optimization method is shown in Algorithm 1. 16 

Algorithm 1: Joint-domain alignments based tensor invariant subspace learning 17 

Input: : tensor set  in both domains;  18 

Output: reconstructed ˆ  19 

Initialize: tensor subspace ; 20 

alignment matrices ; 21 

regularization parameter λ; 22 

dim of subspace {d1, d2, d3}; 23 

maximum iteration T. 24 

1 Calculate the loss and accuracy according to (9); 25 

2 for t = 1 to T do 26 
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3        fix to solve  via (10); 1 

4        calculate the loss and accuracy; 2 

5        fix , s , t  and update each M of  by solving (12); 3 

6        calculate the loss and accuracy; 4 

7        check the convergence; 5 

8        if equation (5) convergence then  6 

9                 break; 7 

10      end 8 

11      t = t + 1; 9 

12 end 10 

13 return reconstructed ˆ  11 

 12 

IV. EXPERIMENTS 13 

Condition monitoring and fault diagnosis are important for rolling bearings that is key components of many industrial systems. 14 

This study uses two real datasets of rolling bearings to verify the performance of the proposed method 15 

A. Datasets and Experiment Setups 16 

1) Public Dataset: The dataset is acquired from the bearing data center of Case Western Reserve University (CWRU) [36], 17 

which is recognized as a standardized bearing dataset; the test bench is shown in Fig. 3(a). The collected vibration data mainly 18 

include three types of data: drive end accelerometer data (DE), fan end accelerometer data (FE), and base accelerometer data (BA). 19 

The data were sampled with 12KHz and 48KHz for the drive end bearing experiments. All fan end bearing data were collected at a 20 

frequency of 12KHz. The data used in this paper are all collected at 12KHz frequency, including a set of normal data (NR), only 21 

containing FE and DE, and three types of fault data, namely fault of inner race (FIR), fault of outer race (FOR), and fault of rolling 22 

ball (FRB). Each type of fault status includes three fault diameters,  namely, 0.007 inch, 0.014 inch, and 0.021 inch. The selected 23 

samples include the vibration data of the bearing under the motor load of 0~3hp (corresponding to the motor speed of 1797 RPM, 24 

1772 RPM, 1750 RPM, and 1730 RPM, respectively), so the four domains can be constructed according to the load. Each domain 25 

contains 10 types of fault information, and each type of fault contains a series of samples composed of the vibration data. With 26 

these data, twelve DA tasks (from DT1 to DT12) are constructed and used to verify the performance of the proposed method. The 27 

details of the twelve DA tasks are shown in Table I, where for each task, two domains are generated according to the different 28 

motor loads. The source domain consists of the data obtained from four bearing states (NR, FIR, FOR, and FRB) under the same 29 
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motor load with the three fault diameters (0.007, 0.014, 0.021 inch), and the labels are defined as {1, 2,...,10}.Similarly, the target 1 

domain also has 10 types of data generated under another motor load. The goal is to predict the status label of the unlabeled target 2 

domain data. 3 

Shaft 
coupling

Drive 
motor

Test 
bearing

Driveshaft 
Support

Electric 
motor

Dynamometer

Torque transducer ＆ encoder

Drive end 
bearing

 4 

(a)                                                     (b) 5 

Fig. 3.  Rolling bearing test platform. (a) CWRU test platform. (b) PT100 test platform. 6 

TABLE I 7 

TASKS AND THEIR ASSOCIATED FAULT LABELS BASED ON CWRU DATASET 8 

Task Domain shift NR label 
0.007 inches 

fault label 

0.014 inch 

fault label 

0.021 inch 

fault label 
Task Domain shift NR label 

0.007 inch 

fault label 

0.014 inch 

fault label 

0.021 inch 

fault label 

DT1 0hp→1hp 1 2, 3, 4 5, 6, 7 8, 9, 10 DT7 1hp→0hp 1 2, 3, 4 5, 6, 7 8, 9, 10 

DT2 0hp→2hp 1 2, 3, 4 5, 6, 7 8, 9, 10 DT8 2hp→0hp 1 2, 3, 4 5, 6, 7 8, 9, 10 

DT3 0hp→3hp 1 2, 3, 4 5, 6, 7 8, 9, 10 DT9 3hp→0hp 1 2, 3, 4 5, 6, 7 8, 9, 10 

DT4 1hp→2hp 1 2, 3, 4 5, 6, 7 8, 9, 10 DT10 2hp→1hp 1 2, 3, 4 5, 6, 7 8, 9, 10 

DT5 1hp→3hp 1 2, 3, 4 5, 6, 7 8, 9, 10 DT11 3hp→1hp 1 2, 3, 4 5, 6, 7 8, 9, 10 

DT6 2hp→3hp 1 2, 3, 4 5, 6, 7 8, 9, 10 DT12 3hp→2hp 1 2, 3, 4 5, 6, 7 8, 9, 10 

 9 
 10 

2) PT100 Platform Test Dataset: This dataset was collected from our laboratory's rolling bearing failure test platform, and 11 

contained vibration data of six health states, namely NR, FIR, FOR, FRB, fault of bearing cage (FBC), and fault of composite 12 

bearing (FCB). For each state, the data of the bearing running at three different speeds (1800RPM, 2100RPM, and 2400RPM) were 13 

collected at 48KHz. The collected data include the coupling end and the non-driving end (that is, the test bearing end). The test 14 

platform is shown in Fig. 3(b). With these data, the four domains can be constructed, and each domain contains six types of fault 15 

information. The other six DA tasks are used for further experimental verification, and the details of the six tasks are shown in 16 

Table II, where the five types of fault labels (2, 3, 4, 5, and 6) represent FIR, FOR, FRB, FBC, and FCB, respectively. The source 17 

and target domains are generated under different bearing speeds, respectively. 18 

B. Comparison Methods 19 

In order to confirm the effectiveness of the proposed method, its performance was compared with that of many traditional 20 

methods without using domain adaptation and mainstream domain adaptation schemes. 21 
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1) Without DA: In this work, SVM, Softmax logistic regression, k-means [37], and CNN [38] are chosen to use, which are four  1 

TABLE II 2 

TASKS AND THEIR ASSOCIATED FAULT LABELS BASED ON PT100 PLATFORM TEST DATASET 3 

Task Domain shift NR label Fault label 

PT1 1800 RPM→2100 RPM 1 2, 3, 4, 5, 6 

PT2 1800 RPM→2400 RPM 1 2, 3, 4, 5, 6 

PT3 2100 RPM→2400 RPM 1 2, 3, 4, 5, 6 

PT4 2100 RPM→1800 RPM 1 2, 3, 4, 5, 6 

PT5 2400 RPM→1800 RPM 1 2, 3, 4, 5, 6 

PT6 2400 RPM→2100 RPM 1 2, 3, 4, 5, 6 

 4 

conventional methods that can be utilized to realize the fault diagnosis. These classifiers are trained directly with labeled source 5 

data and applied to the target domain.  6 

2) Correlation Alignment (CORAL) [39]: As a popular domain adaptive method, the CORAL method explores the second-order 7 

statistics of the distribution of source and target domains, and aligns the distribution of input features to minimize domain shift. 8 

3) Joint Distribution Adaptation (JDA) [40]: The main idea of this method is to jointly adapt the marginal distribution and the 9 

conditional distribution in the process of dimensionality reduction to minish the difference between domains and construct the new 10 

features. This is somehow similar to the idea used in the present study. 11 

4) Subspace Alignment (SA) [41]: This method creates the subspace for the source and target domains, and adjusts the basis of 12 

the subspace globally by learning a mapping function to align the source subspace with the target subspace. The method is 13 

regularized in nature, so no regularization parameters need to be adjusted. 14 

5) Easy Transfer Learning (EasyTL) [42]: The EasyTL method learns non-parametric transfer features and classifiers by using 15 

the intra-domain structure. This process does not require model selection and hyperparameter adjustment. 16 

6) Stratified Transfer Learning (STL) [43]: The STL method is designed to solve the cross-domain diagnosis problem that only 17 

considers global domain transfer. In the process of global domain transfer, STL uses the internal affinity of the class to realize the 18 

knowledge transfer within the class, and realizes the conversion of the same class in the source and target domains into the same 19 

subspace. 20 

The proposed method, together with all the above seven methods, is applied to the two datasets: CWRU dataset and PT100 21 

dataset. The performances of the compared methods are presented in following two sections. 22 

C. Performance Comparison of Different Methods on the CWRU Dataset 23 

1) Diagnosis Results 24 
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The detailed results of the accuracy of the nine methods for twelve cross-domain fault diagnosis tasks are shown in Table III, 1 

where the column “Average” represents the average accuracy of each method for all the 12 tasks. For a more intuitive comparison, 2 

the detailed comparison results are also represented by histograms, as shown in Fig. 4. From Table III and Fig. 4, it can be noticed 3 

that the accuracy of the proposed method in different tasks is above 95%, and even reaches 100% in tasks DT4 and DT10; these 4 

confirm the effectuality of the proposed TDA fault diagnosis framework. The four methods without using DA technology show 5 

lower accuracy on most tasks. For example, the highest accuracy of SVM and Softmax is 75.536% and 84.536% for the 12 tasks, 6 

respectively. The k-means method has the lowest average accuracy among all the methods; it is only 62.025%, which is 36.259% 7 

lower than the proposed method. For the CNN method, its accuracy for task DT2 reaches 88.875%, which is highest among the first 8 

four methods. In addition, the average accuracy of the CNN method is also higher than that of other methods with DA technology, 9 

but is still 19.304% lower than that of the proposed method. It is worth mentioning that the DA based methods train models in the 10 

source domain with labeled samples, and perform fault diagnosis in the target domain directly.  For such a scenario, it is difficult to 11 

achieve more accurate classification results when the data of the source and target domains do not follow the same distribution. 12 

Among the other five DA methods, the average accuracy of JDA and SA is slightly better than the other three methods. The best 13 

accuracy rate of JDA reaches 97.036%, but its accuracy rate fluctuates around 85% in general. For STL, in tasks DT8-DT12, the 14 

fluctuation of the test results is about 68%. The reason for such a fluctuation phenomenon is that the negative migration occurred in 15 

the learning process of the model parameters. These DA methods utilize the traditional vector representation to learn  fault 16 

information of rolling bearings,  they have limited capability for fault diagnosis and may not always show satisfactorily high 17 

diagnostic accuracy in real applications. Different from the traditional DA methods, the proposed TDA fault diagnosis method 18 

explores the power of tensor decomposition to fully make use of the sampling signals of rolling bearings,   19 

TABLE III 20 

TESTING RESULTS (%) OF DIFFERENT METHODS ON THE CWRU DATASET 21 

Method DT1 (%) DT2 (%) DT3 (%) DT4 (%) DT5 (%) DT6 (%) DT7 (%) DT8 (%)DT9 (%) DT10 (%) DT11 (%) DT12 (%) Average (%) Time (s) 

SVM 75.536 58.750 73.054 71.250 77.304 59.339 67.786 56.857 52.982 51.929 64.589 54.696 63.673 2.377 

Softmax 80.411 71.232 84.536 70.321 71.054 67.964 70.161 70.143 84.536 69.643 79.268 70.161 74.119 1.119 

k-means 56.036 42.857 58.750 71.357 71.375 57.143 57.375 57.339 73.446 71.429 70.464 57.054 62.052 12.782 

CNN 78.929 88.875 80.196 72.571 63.893 73.821 81.411 74.357 85.893 80.643 75.946 86.161 78.558 137.463 

CORAL 86.589 81.625 92.661 77.929 83.089 70.018 80.321 75.393 93.268 79.321 84.411 76.107 81.728 2.896 

JDA 85.268 88.482 85.714 85.161 85.482 83.196 86.089 83.304 97.036 83.518 88.321 85.107 86.390 13.113 

SA 85.839 83.054 85.304 91.339 85.661 89.929 83.714 85.286 88.804 89.679 86.179 85.643 86.702 13.830 

EasyTL 79.500 76.696 90.768 79.500 80.268 70.429 71.732 67.036 67.839 69.982 69.982 67.893 74.302 5.211 

STL 85.500 81.643 82.571 82.196 85.696 83.232 85.536 82.821 83.554 81.893 80.911 82.036 83.132 33.400 

Proposed 99.625 97.261 96.255 100.000 97.025 98.042 94.382 98.609 95.024 100.000 96.308 95.666 97.350 90.903 
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Fig. 4.  Classification results of the twelve tasks on the CWRU dataset. 3 

and hence obtains more knowledge about the fault information. Moreover, the tensor decomposition technology is applied to obtain 4 

the tensor subspace. Dynamic distribution alignment is introduced to dynamically align the shared subspace of the source and 5 

target domains simultaneously to alleviate excessive data distortion caused by forced alignment, overcoming the limitation of the 6 

traditional vector representation. Therefore, the proposed method can identify fault categories more accurately, and reaches an 7 

average accuracy rate of 97.350% in all the tasks, which is 12.281% higher than that of SA method, and 31.019% higher than that 8 

of EasyTL method. Overall, the proposed method performs better in cross-domain diagnosis tasks and has better stability 9 

performance; this is because the data representation of the model and the subspace learning of joint domain alignment provide 10 

advantages for data validity and feature mining. 11 

In addition, the average processing time of each method was also calculated and is shown in Table III (the last column). From 12 

this table, the Softmax method needs the shortest processing time (1.119s) and the CNN method needs the longest processing time 13 

(137.463s),  this is because the CNN model has a large number of parameters to optimize in the training process. Compared with all 14 

the other methods (except CNN), the processing time of the proposed method is higher, and most of its processing time is spent on 15 

tensor alignment and subspace learning, so as to obtain better domain adaptation learning.  16 

2) Feature Visualization 17 

In order to perform a qualitative analysis of the proposed method and prove the transferability of features, the statistical method 18 

of t-distributed stochastic neighbor embedding (t-SNE) [44] is used to map the samples in the feature space to a two-dimensional 19 

space to realize the visualization representation of high-dimensional data. Taking the task DT3 as an example, the visualization 20 

effect of the original features and the extracted features of the four bearing states (NR, FIR, FOR, and FRB) are displayed in Fig. 21 

5(a)-(d), where the legends “Original_S” and “Original_T” represent the original features of the source and target domains, 22 
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respectively. Similarly, the legends “TDA_S” and “TDA_T” represent the source and target features extracted by the proposed 1 

method, respectively. 2 

             3 

(a)                                                                                                                                      (b) 4 

                  5 

(c)                                                                                                                                      (d) 6 

Fig. 5.  Feature visualization via t-SNE. (a) NR; (b) FIR; (c) FOR; (d) FRB. 7 

According to the visualization results, it can be clearly observed that the alignment effect of the features extracted by the 8 

proposed model in the domains is significantly improved compared with the original features. Specifically, it can be seen that only 9 

the FIR state has a small difference between the source and target domains, while the distribution of the other three health states has 10 

a large difference between the domains. The problem of this kind of domain difference is usually the main reason that many 11 

diagnostic methods perform poor. In the proposed TDA method, the domain differences are significantly reduced, especially in the 12 

categories of FIR and FRB, which are well aligned. This also indicates that the proposed method can cluster and align the data of 13 

the same categories and separate the data of different categories, thus effectively reducing the domain differences. 14 

3) Parameter Analysis 15 

Here the spatial factors are considered and the data are selected from DT1-DT6 tasks to perform the sensitivity analysis of the 16 

three parameters involved in the proposed method. Specifically, the three parameters are spatial mode dimensionality d (d=d1=d2), 17 
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feature mode dimensionality d3, and trade-off parameter λ. It should be noted that each sample is mapped to a 5×5×144 third-order 1 

tensor, where d1=d2≤5 refers to spatial locations, d3≤144 corresponds to features, and the subspace dimension is set to 5×5×40. 2 

a) Spatial Mode Dimensionality: In order to determine the effect of spatial information of the model, the experimental results 3 

under different spatial dimensions in the six DA tasks are drawn in Fig. 6. It can be observed that with the increase of d, the 4 

classification accuracy of the tasks DT3, DT5, and DT6 show an overall upward trend. It is very interesting that the classification 5 

performance in the tasks DT1, DT2, and DT4 is hardly affected by the change of d. In general, the increase of d is conducive to 6 

improving the classification accuracy, which means that preserving the original spatial pattern is necessary to find potential 7 

commonalities in low-dimensional subspaces. 8 
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Fig. 6.  Sensitivity of the spatial mode dimensionality 10 

b) Feature Mode Dimensionality: The effect of feature mode dimensionality on cross-domain diagnosis performance is 11 

presented in Fig. 7. It can be observed that in different tasks, when the value of d3 is around 40, the test accuracy is relatively higher. 12 

Specifically, when d3 increases from 10 to 40, the tasks DT1, DT4, and DT5 show an increasing trend; the classification accuracy 13 

for the task DT5 is obviously faster than for other tasks. However, for the tasks DT2 and DT3 the accuracy decreases first and then 14 

increases.  15 
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Fig. 7.  Sensitivity of the feature mode dimensionality 17 
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As the value of d3 continues to increase, the accuracy of the six tasks gradually becomes stable. Unfortunately, the accuracy for 1 

the task DT3 is about 4% lower when 3 80d   than that of 3 40d  . Therefore, so as to efficaciously capture the information of the 2 

original data, the feature mode dimensionality is chosen as 40. 3 

c) Trade-off Parameters : In order to clearly show the impact of the trade-off parameter on the model performance, the different 4 

λ values of TDA method are tested in this section, and the test results for different tasks are shown in Fig. 8. Obviously, when λ 5 

varies from 51e
  to 1, the classification accuracy in the tasks DT1, DT4, DT5, and DT6 only fluctuates slightly, showing that the 6 

accuracy is not significantly affected. However, the tasks DT2 and DT3 both exhibited about 4% fluctuations. Overall, for all the 7 

tasks, the accuracy is higher than 95% when 4 1[1 ,1 ]e e   , which provides a basis for the selection of the parameter. 8 
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Fig. 8.  Effects of tradeoff parameters of regularization terms 10 

D. Validation on the PT100 Dataset and Performance Analysis 11 

To further test the performance of the proposed method, the modelling experiments were carried out on the PT100 dataset. The 12 

experimental results generated by the proposed method and the nine compared methods on six transfer tasks (shown in Table II) are 13 

shown in Fig. 9, where the term “Average” represents the average accuracy of six tasks for each method.  14 
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Fig. 9.  Classification results of the six tasks on the PT100 platform. 16 
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It can be observed intuitively that the average accuracy of the proposed method is about 91.3%, which is better than that of other 1 

methods. Specifically, the average classification accuracy of Softmax is about 15% higher than that of SVM, and even reaches 94% 2 

at its best. In addition, it is difficult for the k-means and CNN methods to obtain higher accuracy, and the CNN method also needs 3 

far more time to train the model. Among the DA methods, JDA, SA, and STL have achieved relatively satisfactory results, while 4 

CORAL and EasyTL show the poor performance and even negative transfer. Overall, the proposed method shows excellent 5 

performance, but compared with the results for the CWRU dataset, the classification accuracy is generally relatively lower.  6 

Therefore, in order to understand the causes of the performance degradation, the confusion matrices obtained by the four DA 7 

methods (JDA, EasyTL, SA, and TDA) on task PT3 are analyzed. The confusion matrices of the test results are displayed in Fig. 10 8 

to show the prediction accuracy rates of each method on six categories. Unsurprisingly, the four methods correctly identified the 9 

normal state of the bearing. For JDA, this method can well deal with three types of faults, but has poor performance on the FIR, 10 

FRB, and FBC faults. The reason is that the three types of fault data show large fluctuations and non-stationary behaviors. For 11 

EasyTL, its misclassification rate is very high resulting the classification accuracy of FBC is only 17.3%, which again shows that 12 

the method has negative transfer in the self-learning process of the model and parameters. The SA method has a good overall 13 

performance in the test results, but poor performance on the FRB faults. The proportion of misclassification of FRB as FIR is 14 

38.4%, which is because the two types of faults have some similarities in their basic features. Compared with SA, the proposed 15 

method TDA method significantly improves the recognition of FRB faults, but shows relatively poor performance on faults FBC 16 

and FCB.  17 
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Fig. 10.  Confusion matrices (%) of the testing results. (a) JDA; (b) EasyTL; (c) SA; (d) TDA. 3 

Note that in comparison with the CWRU dataset, the PT100 dataset includes two new types of faults: FBC and FCB. The 4 

inclusion of the two new types of faults makes the associated classification and fault diagnosis tasks be more realistic, and 5 

meanwhile make the tasks more challenging.  6 

In general, compared with the compared methods, the proposed TDA method can achieve better performance on the PT100 7 

dataset. 8 

V. CONCLUSION 9 

To better solve the fault diagnosis problem of rolling bearings in modern industry, a novel TDA method was proposed for 10 

reducing the effects of data distortion and domain shift in the diagnosis process under variable conditions. In this proposed model, 11 

the third-order tensor model of the original data was constructed by comprehensively using the time domain signals, the frequency 12 

domain signals, and the Hilbert marginal spectrum. With the proposed tensor representation method, the important structural 13 

information of bearing data was fully explored and integrated to improve the fault diagnosis ability. The source and target domains 14 

were then simultaneously aligned to the shared subspace by using the tensor decomposition under orthogonal constraints, together 15 

with joint-domain alignments based tensor invariant subspace learning. Finally, the classifier was built to identify the fault 16 

categories. The main advantage of the proposed TDA method is that it can effectively learn the transferable features, significantly 17 

reduce the cross-domain differences, and at the same time strengthen the identifiable information contained in the original data. 18 

The proposed method has been applied to two real datasets, and its performance is compared with nine methods. Experimental 19 

results confirm the superiority of the proposed TDA method to the nine compared methods. As a domain adaption technique, the 20 

proposed TDA model is trained on a single source domain first and then it is applied to a single target domain. Therefore, the 21 

proposed method is limited to applications where there is a single source domain and single target domain. In addition, this method 22 
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consumes more training time than other simple domain adaptation methods. Therefore, future work will focus on extending the 1 

method so it can effectively learn knowledge in multiple domains and improving its computing efficiency in practical industrial 2 

applications. 3 
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