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## H I G H L I G H T S

- This study proposes a novel approach to solve the TFF problem at a certain altitude for different applications.
- The approach plans a feasible path for a UAV keeping a flight level with respect to the ground.
- The $\mathrm{FM}^{2}$ algorithm is employed to plan a path avoiding any obstacles and keeping a flight level with respect to the ground.
- The smoothness and feasibility of the path are conditioned to parameters of the $\mathrm{FM}^{2}$ algorithm.
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#### Abstract

In the last decade, Unmanned Aerial Vehicles (UAVs) have been a research focus for many purposes. Many of these studies require a path planning to perform autonomous flights, as well as the maintenance of a fixed flight level with respect to the ground to capture videos or overlying images. This article presents an approach to plan a mission for UAVs keeping a fixed flight level constraint. The 3D environment where the planning is carried out is an open field with non-uniform terrain. The approach proposed is based on the Fast Marching Square ( $\mathrm{FM}^{2}$ ) method, which generates a path free from obstacles. Our approach includes two adjustment parameters. Depending on the values of these parameters, the restriction of flight level can be modified, as well as the smoothness and safety of the generated paths. Simulated experiments carried out in this work demonstrate that the proposed approach generates trajectories respecting a fixed flight level over the ground with successful results.


## 1. Introduction

Unmanned Aerial Vehicles (UAVs) are a powerful tool to aid the human being in a wide range of applications of the twentyfirst century. The demand of these aerial platforms, also known as drones, is given by several factors, among others: (1) tasks in dangerous conditions can be performed by them, without the necessity to be carried out by the human being [1]; (2) the cost of these aerial platforms is relatively low in comparison with other conventional platforms or satellites, and most of them have a high maneuverability.

These new tools, which can be autonomous and teleoperated, are used to manage different crisis presented in civil or military fields [2]. One of the areas nowadays where the research with UAVs is very extended is in post-disaster natural situations. The natural disasters affect millions of people each year. A quick management

[^0]of the situation can reach to mitigate its consequences. Emergency communication systems [3], monitoring and mapping of disaster areas [4], design of humanitarian missions [5] and systems to assist search and rescue operation [6] are applications destined to reduce the number of victims and the economic impact. Another area where the use of UAVs is beneficial is the detection and tracking of high power lines [7]. The maintenance and detection of possible anomalies can avoid fires and putting the safety of the civilians at risk. Also, the road detection [8] and traffic monitoring [9] with UAVs are favorable to decrease the traffic congestion and the emissions. For a better crop management and monitoring, there are also applications where the UAVs provide a very flexible monitoring [10,11]. Each of these tasks needs to capture videos or a large number of overlapping images in order to achieve its purpose. The images must be captured with a high quality and with the same resolution.

It is clear that according to the specific application, the path planning requirements will be different. In the majority of the references given above, the applications translate into requirements concerning the following of a surface or tracking of certain objects in the environment, which implies to fix a certain flight level over
the terrain or the objects to inspect. However, others like a nap-of-the-earth type of missions may impose other particular optimization requirements to be taken into account for the obtaining of the resulting path. For instance, in the previous work by the authors in [12], the path is planned at a constant height among the buildings of a city or above some of the buildings, according to the specific requirements of the mission.

The main objective in this work is to plan a mission to be carried out by a UAV in a 3D environment, keeping a flight level with respect to the ground, that is to say, a terrain following flight (TFF) at a certain altitude. In our case, the environment is an open field with mountainous terrain, whose obstacles are the mounds in the terrain.

Different techniques of path planning for UAVs have been studied in many works: Rapidly exploring random Tree (RRT) [13,14], A* and D* Search algorithms [15,16] or Probabilistic Roadmap Method (PRM) [17,18]; however, these works require many interactions and their paths often tend to be too long and need to be improved.

Besides, some of these path planning approaches do not consider flight restrictions, such as the terrain following at a fixed altitude. In the last decade, this problem has been studied in several works. For instance, [19,20] present methodologies for path planning and optimization in TFF, though the problem is treated only in 2D. A 3D terrain following/avoidance trajectory optimization is performed in [21], dividing the problem into two parts: first, the generation of the path, and second, a later optimization of the resulting path. In [22] the problem for Nap-of-the-earth is solved with a Mixed Integer Linear Programming (MILP). This method has a computational complexity given by $O\left(2^{N}\right)$, where $N$ is the total number of sampling points. The main drawback of this function is that, as problem instances get very large, they will require large amounts of computing power to solve. A similar application is treated in [23], using optimal control theory. This type of control is characterized for being time-consuming, though the authors propose a novel approach to reduce the computational cost of the solution. These types of approaches have also been tested in real platforms [24].

In our case, the algorithm chosen as planner is the Fast Marching Square ( $\mathrm{FM}^{2}$ ). The low complexity of this method allows its use in different fields of planning, such as mobile vehicles [25,26] and vehicle formations in 2D [27] and 3D [28] environments, providing optimal trajectories in terms of smoothness and safety.

It should be taken into account that, when a path planning is carried out, the inclusion of certain constraints is of vital importance to obtain feasible paths. Most works where a planning is performed take into account restrictions within the UAV kinematic model [ $13,29,30$ ]. To this respect, our approach has been proven to generate paths with adaptive smoothness and compatible with UAV kinematic restrictions, as demonstrated in [31], where the paths resulting from $\mathrm{FM}^{2}$ are compared with those resulting from considering the Dubins Model.

As a further approach, and thanks to the introduction of two adjustment parameters, the algorithm will allow the path to fulfill both flight level and smoothness constraints so that it can be feasibly executed by a real UAV platform without the need to implicitly include its kinematic or dynamic model into the algorithm. This fact reduces considerably the computational cost of the approach, allowing it even to be executed in real time for dynamic environments. Besides, the approach provides a desired path just in one run, and no later optimization is required, unlike other works cited above, which also contributes to the reduction of the computational cost. In fact, the $\mathrm{FM}^{2}$ is a planning method of order loglinear $O(N \log (N))$ [32], which, unlike the method used in [22]


Fig. 1. The 3D simulated representation of the open field environment.
of exponential order, allows solving problems considerably greater in shorter time.

The contributions of this paper are as follows: (1) we introduce for the first time in the $\mathrm{FM}^{2}$ method an approach in order to maintain a fixed flight level with respect to the ground; (2) the mission is optimized in terms of safety and smoothness running the approach only once. A future objective will be capturing videos and overlaying images of the terrain keeping an altitude, in order to perform surveillance and tracking tasks.

The advantages of our approach lie in the following aspects:

- Easy concept. The method is based on the natural movement of a wave, so conceptually, it is very easy to understand. Thanks to this, the imposition of the flight level constraint is simple to implement.
- Smoothed and safety trajectories. The method provides very smooth paths, since it is based on the propagation of a wave. Thus, the paths do not need to be refined in order to respect the kinematics of the UAV.
- Fast response. Though the expansion time of the wave depends on the complexity of the environment, the method has a fast and efficient computational speed.

The research of this article is organized as follows. Section 2 introduces the problem statement, the mission and the environment. A summary of the used path planning methods is presented in Section 3. The proposed approach to maintain a flight level with respect to the ground is presented in Section 4. Section 5 presents the simulation results from the application of the proposed approach. Finally, the conclusions and future works are presented in Section 6.

## 2. Problem statement

The problem statement is divided into two different issues: on the one hand, the environment where the mission is carried out is presented; and the other hand, the mission planning (goal) is described.

### 2.1. Environment

The environment where the mission planning is carried out is shown in Fig. 1. The represented environment is an open field with mountainous terrain where the surface is rather uneven, this being a 3D grid map with dimensions $120 \times 90 \times 40$ cells. Each cell of the map is equivalent to $15 \times 15 \times 15 \mathrm{~m}$. In this case, it is not necessary to consider the size of the UAV, since it is assumed to be smaller than the size of a cell. In the case that the UAV exceeds the size of the cell, the obstacles of the map can be swelled according to the radius of the vehicle, as demonstrated in [27].


Fig. 2. Application of the FMM: (a) the time of arrival map; (b) the resulting path in the initial map.


Fig. 3. The FMM applied in a 3D grid map.

### 2.2. Mission

Our mission requires a UAV moving throughout an open field environment, flying from a start position to a goal position, avoiding any hill in the terrain and maintaining a fixed flight level over the ground.

An approach based on the $\mathrm{FM}^{2}$ method is used to find a path that joins two points with different configurations. This approach generates a path composed of a set of consecutive points such as $Q=P_{0}, P_{1}, \ldots, P_{n}$. To maintain a determined flight level with respect to the ground, two adjustment parameters are employed. The values of these parameters affect the compliance of the restriction in flight, depending on the desired smoothness and safety of the trajectory. This entire process is explained in Section 4.

## 3. Path planning methods

Nowadays, any autonomous vehicle application requires an optimal path planning. The generated trajectories must be safe and smooth in order to be followed faithfully by the vehicle. The method chosen here as planner is the $\mathrm{FM}^{2}$ method, which is based on applying the Fast Marching Method (FMM) twice. The FMM
explains how a wave is expanded in a media, as if it was a thick liquid. A summary of these two methods is presented next.

### 3.1. Fast Marching Method

The FMM is a numerical algorithm that solves the arrival time of an expanding wave in every point of the space. The FMM was introduced by Sethian in 1996 [33] and is a particular case of level set methods [34] where the wave is always expanded forward, that is to say, with non-negative velocity.

The fundamental base of the FMM is the same as the Fermat principle in optics, which established in short, that the light traveling between two points always chooses the optimal path in terms of time.

The wave propagation is described by the Eikonal equation, where $\rho$ is a point of the space, $T(\rho)$ is the arrival time of the wave front and $F(\rho)$ is the propagation speed of the wave:
$1=F(\rho)|\nabla T(\rho)|$.
The point where the wave is born is $\rho_{0}$, its time being $T_{0}=$ 0 . When the wave starts expanding, the FMM computes in each iteration the time $T_{i, j}$ for each point of the space $x_{i, j}$, according to the discretization of the Eikonal equation:
$\max \left(\frac{T-T_{1}}{\Delta x}, 0\right)^{2}+\max \left(\frac{T-T_{2}}{\Delta y}, 0\right)^{2}=\frac{1}{F_{i, j}^{2}}$,
where $F_{i, j}$ is the expansion speed of the wave for each point of the grid, $\Delta x$ and $\Delta y$ are the grid spacing for the directions of $x$ and $y$, respectively, and
$T=T_{i, j}$,
$T_{1}=\min \left(T_{i-1, j}, T_{i+1, j}\right)$,
$T_{2}=\min \left(T_{i, j-1}, T_{i, j+1}\right)$.
This process is meticulously explained in [35]. The result is the distance map shown in Fig. 2(a), also denoted as time of arrival map. In order to obtain the trajectory shown in Fig. 2(b), the gradient descent is applied in any point of the time of arrival map up to the source point of the wave.

Although the FMM has been explained for a bidimensional map, it can be used for $n$ dimensions. If the FMM is applied in a 3D environment the result is shown in Fig. 3 [36], where it is appreciated that the wave is expanded until the highest point of the $z$ axis $(F>0)$, with a single global minima.

It should be noted that the FMM generates optimal trajectories in terms of time, but its curves suffer abrupt changes and are very close to the obstacles (see Fig. 2(b)). This is due to the fact that the geodesic loses their smoothness when abrupt changes are produced in the velocity wave [26]. The $\mathrm{FM}^{2}$ method solves these problems, as explained next.

### 3.2. Fast Marching Square Method

The $\mathrm{FM}^{2}$ was introduced by Garrido et al. in 2009 [37] and consists on applying the FMM twice. This method solves the problem mentioned in the previous section, providing paths with an adequate smoothness and sufficient safety distances from the obstacles. The following procedure describes how the $\mathrm{FM}^{2}$ method works:

1. The 3 D environment used as an input, $W_{0}$, is read as a binary grid map (see Fig. 4(a)). The cells belonging to obstacles are labeled in black (value 0) and the cells of free space are labeled in white (value 1 ).


Fig. 4. Application of the $\mathrm{FM}^{2}$ method: (a) map read as binary gridmap; (b) the Velocities map $F$; (c) the time of arrival map $T$; (d) the resulting path in the initial map.


Fig. 5. The map $F$ raised to different values and their respective paths.
2. The FMM is applied over the binary map (Fig. 4(a)) using each cell belonging to the obstacles as wave source, expanding several waves at the same time. In this way, each cell of the map acquires a certain value, which is the time that the wave takes to reach each point of the space. The resulting map is rescaled to fix the maximum cell value as 1 . Then, each cell has a value between 0 and 1 . The resulting map is a potential field of the original map denominated velocities map $(F)$, as shown in Fig. 4(b). This map is denoted so because the value of each cell is proportional to the distance from obstacles and it can be interpreted as the velocity of the vehicle at the same time. So, $F$ provides the maximum admissible speed at each point of the environment. That is to say, if the vehicle is near the obstacles, the admissible speed will be less than if the vehicle is away from the obstacles.
3. The FMM is applied again from the goal point, using this point as wave source. The wave is expanded over the map $F$ until the start point is reached. Fig. 4(c) shows the time of arrival map $T$ as the result of this process.
4. The gradient descent is applied over $T$ from the start point to the goal point obtaining the optimal path in terms of smoothness and safety, as shown in Fig. 4(d).

Although the paths generated by the $\mathrm{FM}^{2}$ are good in terms of safety and smoothness, those paths are often not sufficiently optimal for the proposed mission. Therefore, the planning can be modified by an adjustment parameter according to the requirements of the mission planning.

Each cell of the map $F$ is raised to this adjustment parameter, increasing or decreasing its value. This causes a lightening or darkening of each cell in accordance with the value of that parameter. The greater the adjustment parameter, the greater the darkening of the map $F$, causing paths further away from the obstacles. On the contrary, if the value is lower, the map $F$ is clarified and this will generate smoother paths closer to the obstacles. This process is illustrated in Fig. 5.

The map $F$ is saturated according to the different constraints that should be taken into account when the planning is carried out. In our case, $F$ is saturated to obtain certain security margins and smoothness in the path. So, the speed is also modified due to this saturation. If the map is obscured the permissible speed of the vehicle will be lower than if the map is clarified. According to this, the speed of the UAV is a consequence of the treatment of the map.

In our approach, two adjustment parameters $p_{1}$ and $p_{2}$ are used: one of them is used to clarify the map cells where the path has to be planned, and the other is used to obscure the rest of the map cells.

The map $F$ can be modified to attend to other optimization criteria, as demonstrated in [25] and [38] by some of the authors of this work. One of the cost functions to be implemented could be related to fuel optimization, for instance.

In this approach, however, the map $F$ is changed by parameters $p_{1}$ and $p_{2}$ to optimize the smoothness of the trajectory in order to meet the UAV kinematic constraints. The smoothness is characterized by the turn angle, climb angle and curvature profiles of the path. Though these profiles affect directly the performance of the UAV with respect, for instance, to its fuel cost, a deeper characterization of these relationships is out of the topic of this paper and has not been considered.

## 4. Path planning with flight level constraint

This section presents our approach to carry out the path planning in a 3D open field environment where a flight level is imposed over the ground. This flight level must be respected by the UAV in the trajectory, considering that the initial and final stretches do not respect this constraint due to the configuration of the start and final points of the trajectory.

The chosen environment to perform the planning is described in Section 2 and the planner is the $\mathrm{FM}^{2}$ method. An approach to plan trajectories with an imposed flight level over the ground is added within the $\mathrm{FM}^{2}$ method.

As stated in Section 3, the wave front used in the $\mathrm{FM}^{2}$ method tends to expand by the clearer areas of the map $F$. Therefore, the value of the cells where we want to 'force' the planning must be close to 1 . It is noteworthy that the environment map is a 3 D grid map, so the different layers of the map $F$ can be clarified or obscured as shown in Fig. 6.


Fig. 6. The upper part of the image shows the 3D grid map of the environment. The lower part shows clarified and obscured layers of the map $F$.

To achieve our goal, the corresponding cells with the fixed flight level over the ground have to be clarified. Algorithm 1 presents the approach used within the $\mathrm{FM}^{2}$ to fix a flight level with respect to the ground. For this purpose, two adjustment parameters, $p_{1}$ and $p_{2}$, are employed. The mission of each of these parameters is to clarify or darken the map $F$ cells according to the desired planning.

```
Algorithm 1 Imposition of a fixed flight level with respect to the
ground.
Require: The Velocities map \(F\) of a gridmap \(G\) of size \(m \times n \times l\).
Require: Flight level \(L_{f}\) with respect to the ground.
Require: Adjustment parameters \(p_{1}\) and \(p_{2}\).
Ensure: The Velocities map \(F\) with the clarified flight level cells.
    for \(k\) to \(l\) do
        for \(j\) to \(n\) do
            for \(i\) to \(m\) do
                SurfaceValue \(\leftarrow\) Surface \((i, j)\)
                if \(k=\left(L_{f}+\right.\) SurfaceValue \()\) then
                    \(f_{i, j, k} \leftarrow\left(f_{i, j, k}\right)^{p_{1}}\)
                else
                    \(f_{i, j, k} \leftarrow\left(f_{i, j, k}\right)^{p_{2}}\)
            end if
            end for
        end for
    end for
```

The procedure to modify the value of the map $F$ cells belonging to the given flight level over the ground is as follows:

- Firstly, the terrain elevation for each cell of the map, Surface $(i, j$ ), is identified (see Algorithm 1, line 4). This elevation is computed taking as reference the layer 0 of the environment, which can be defined as sea level.
- Then, the value of the given flight level is added to the value of the terrain elevation (Algorithm 1, line 5). These cells are clarified raising its value to $p_{1}$ (Algorithm 1, line 6). Thus, the planning for these zones will be easier.
- The rest of the cells are obscured raising them to $p_{2}$ (Algorithm 1 , line 8 ), making the planning harder through them.

The influence of the values of parameters $p_{1}$ and $p_{2}$ on the smoothness and feasibility of the path will be discussed in detail in next section.

Though this work does not deal with the uncertainty problem, our approach can be used in case of terrain uncertainties or even dynamic obstacles avoidance. A previous work by the authors [27] focuses on this topic.

In the case of terrain uncertainties, the procedure will depend on their characteristics. For instance, if there is a total uncertainty on a particular part of the map and that region model is not known, then one extreme alternative could be not to include that region in the planning in order to avoid passing through it. On the contrary, if the terrain uncertainties can be quantified and the uncertainty range is well defined, then that range can be included in the planning as a security margin, enlarging the corresponding areas in the map so that the algorithm treats them as enlarged obstacles.

When the uncertainties are somehow limited but cannot be defined with precision, then the algorithm can be locally executed during the flight around those regions with uncertainties, with a specific time interval between executions, depending on the rate of change of the environment [27]. For this, the UAV must be equipped with the corresponding sensors to detect and measure the uncertainty in real time. A more detailed study of the treatment of this type of terrain uncertainty will be addressed in future works by the authors.

## 5. Simulation results

The approach described in the previous section has been run under the toolbox Fast Marching provided by Peyre [39] using Matlab 2013a and the code for $N$-dimension given in [40]. The computer used is a standard one with operating system Ubuntu 14.04. Algorithm 1 proposed in Section 4 for the imposition of the flight level and adjustment of the path smoothness has been programmed in Matlab in the context of the previously cited codes and run for the 3D environment described in Section 2. The results obtained from this approach are presented next.

Having taken the start and goal points of the trajectory, the approach based on the $\mathrm{FM}^{2}$ method takes the simulated environment and plans the trajectory with a fixed flight level with respect to the ground, avoiding any hill above the terrain.

Two experiments have been carried out, where the adjustment parameters $p_{1}$ and $p_{2}$ are used to modify the map $F$ and thus to impose a constraint over the flight level maintained by the UAV. The first experiment analyzes how the planning maintains a fixed flight level with respect to the ground. In the second experiment, the trajectory smoothness is studied according to the difference between the values of $p_{1}$ and $p_{2}$. In this latter experiment it is shown how the smoothness of the trajectory can affect the compliance of the flight level constraint, since the terrain is highly nonuniform.

### 5.1. Different flight levels with respect to the ground

The aim of this experiment is to plan the optimal trajectories respecting a given fixed flight level with respect to the ground. Three different cases are presented in this experiment: the first case is evaluated with a flight level of 2 over the ground; the second one with a flight level of 5 ; and the third one with a flight level of 10. The start and goal points are the same in all the cases, being $p_{s}(20,20,20)$ and $p_{g}(100,80,30)$, respectively.

To maintain a fixed flight level with respect to the ground, it is necessary to adjust the values of $p_{1}$ and $p_{2}$, which affect the map $F$.


Fig. 7. Paths at different flight levels with respect to the ground: (a) path at flight level 2; (b) path at flight level 5; (c) path at flight level 10.

### 5.1.1. Case 1

For the first case, the values of $p_{1}$ and $p_{2}$ are adjusted to 0.5 and 2.5 , respectively, for a flight level of 2 . The result is shown in Fig. 7(a). The planned path avoids the central mountain and is planned by the lateral areas of the map, where the terrain is more uniform. That is because the value of $p_{2}$ is very high. This produces
a much greater darkening of the upper layers, causing a planning less permissive.

Fig. 8(a) shows the representation of the simulated path (resulting path from $\mathrm{FM}^{2}$ ) with respect to the ideal path and the terrain in the plane $y z$ for a flight level of 2 . As can be appreciated, the difference between the simulated path and the ideal path is


Fig. 8. Comparison of the resulting path against the ideal path and the profile terrain: (a) path at flight level 2; (b) path at flight level 5 ; (c) path at flight level 10 .
minimal. The only exceptions are the initial descent and the final ascent due to the position of the start and goal points, respectively, whose slopes are imposed by the smoothness of the planning.

### 5.1.2. Case 2

In the second case, $p_{1}$ and $p_{2}$ are adjusted to 0.5 and 1.5 , respectively, in order to maintain a flight level of 5 . Fig. 7(b) shows the results. In this case, the path is planned along the center of the map, since the value of $p_{2}$ is smaller than in the previous case and the planning is more permissive, allowing to plan the path through the upper layers.

Fig. 8(b) shows the simulated path with respect to the ideal path and the terrain in the plane $y z$ for a flight level of 5 . The simulated path tries to follow the terrain. Like in the previous case, the difference between the simulated path and the ideal path are minimal with the exception of the stretches belonging to the descent and ascent of the trajectory at the start and goal points.

### 5.1.3. Case 3

The last case of this experiment is shown in Fig. 7(c), where $p_{1}=0.5$ and $p_{2}=1.3$ in order to maintain a flight level of 10. As in the previous case, the trajectory is also planned through the center of the map.

Fig. 8(c) shows the simulated path with respect to the ideal path and the terrain in the plane $y z$ for a flight level of 10 . The altitude variation is smaller than in the previous cases, even at the initial and final stretches of the path, since the smoothness of the trajectory is more compatible with the planning requirements.

As a conclusion, it can be seen that in all cases the flight level is respected with small variations, depending of the smoothness imposed by the planning.

### 5.2. Different smoothness of the trajectory

This second experiment analyzes how the trajectory can be smoothed according to the difference between the values of parameters $p_{1}$ and $p_{2}$. Here, two cases are studied where the variation of the trajectory is appreciated when modifying the values of the
adjustment parameters. The start and goal points are the same as in the first experiment and the trajectory is planned at a flight level of 10 .

### 5.2.1. Case 1

For this first case, the value of $p_{1}$ has been maintained to 0.5 and the value of $p_{2}$ has been reduced to 1.0. The result is shown in Fig. 9(a). If this figure is compared with Fig. 7(c), it can clearly be seen that the planning is smoother. The planning is carried out through zones where the terrain is less pronounced. Furthermore, the curves and the ascents and descents are also less sharp.

### 5.2.2. Case 2

In the second case of this experiment, the difference between the values of the adjustment parameters has been decreased, being $p_{1}=0.5$ and $p_{2}=0.8$. In this case, the trajectory is much smoother than in the previous cases, as can be seen in Fig. 9(b). The curves and the altitude changes are less sharp.

Fig. 10 shows the simulated path against the ideal path and the terrain for a flight level of 10 for both experiments. The resulting paths travel through different areas of the map, and the turn angle, climb angle and curvature of the trajectories also vary, as demonstrated in Fig. 11, Fig. 12 and Fig. 13, respectively. As can be appreciated, the turn angle, climb angle and curvature profiles of the path in Case 1 are more pronounced than those in Case 2. These profiles are related to the smoothness of the path and therefore can be adjusted by parameters $p_{1}$ and $p_{2}$.

From the set of experiments carried out in this section, it can be concluded that the smoothness and feasibility of the path are conditioned to parameters $p_{1}$ and $p_{2}$. Apart from their absolute values, the relationship between them (difference of their values) has an important role. If that difference is small, the trajectory will be more optimal in terms of smoothness and safety. On the contrary, if the difference is bigger, the generated trajectory will have sudden changes of altitude and sharper curves, but will faithfully follow the profile of the terrain.

This can be used as a first design criterion when setting the initial values of these parameters in order to adapt the smoothness


Fig. 9. Paths at flight level 10 with different smoothness: (a) $p_{1}=0.5$ and $p_{2}=1$; (b) $p_{1}=0.5$ and $p_{2}=0.8$.



Fig. 10. Comparison of the resulting path against the ideal path and the terrain profile: (a) $p_{1}=0.5$ and $p_{2}=1$; (b) $p_{1}=0.5$ and $p_{2}=0.8$.
of the path and make it more feasible for its execution by the UAV from the very beginning. In case the kinematic constraints of turn angle, climb rate or curvature are not fulfilled at a first run, or on the contrary, allow the obtaining of a more refined path over the terrain, the parameters can be changed according to these design rules in order to meet the requirements.

It is clear that the optimality problem in this case depends very much on restrictions for the algorithm coming from optimization constraints such as the kinematics of the UAV or its dynamics, as discussed in the paper. And even more, other constraints such as
fuel consumption could be considered and will affect the optimal $p_{1}-p_{2}$ sets of values. We are somehow dealing with a Pareto optimality problem that needs an accurate definition of the optimization criteria.

A further research step is currently focusing on the study of the explicit relationship between the UAV kinematics and the value of the adjustment parameters, as a first approach to the optimality study.

With our approach so far, it is expected that a feasible path can be obtained at a first run, as demonstrated in [31], where the paths


Fig. 11. Profile of the turn angle for different smoothness of the trajectory.


Fig. 12. Profile of the climb angle for different smoothness of the trajectory.


Fig. 13. Profile of the curvature for different smoothness of the trajectory.
resulting from $\mathrm{FM}^{2}$ are compared with those from considering the Dubins kinematic model of a UAV. In any case, the turn angle, climb angle and curvature curves in Fig. 11, Fig. 12 and Fig. 13, respectively, can be obtained and used to check the feasibility of the paths for every specific 3D environment and particular kinematic restrictions.

Besides, from the profiles in Figs. 11-13, and after several mathematical computations, the dynamic restrictions for the UAV with respect to speed and acceleration ranges can be determined. This dynamic study will be done in a future work in order to reach an analytical and explicit relation between parameters $p_{1}$ and $p_{2}$ and the permissible dynamic ranges of the UAV.

In order to simplify the study on the relationship between the kinematic and dynamic restrictions and the values of the adjustment parameters, these two can be established by fixing $p_{1}=1$ and varying $p_{2}$, or setting $p_{1}=k$ and $p_{2}=1-k$ and then setting $k$ to different values to create different paths. The introduction of parameter $k$ to rule that relationship can help to simplify future studies.

## 6. Conclusions and future works

This work presents a novel approach based on the $\mathrm{FM}^{2}$ method to plan a trajectory for a UAV maintaining a given flight level with respect to the ground. This planning has been carried out in an open field environment with non-uniform terrain. The method generates the optimal trajectory in terms of smoothness and safety from a start point to a final point, avoiding any mound (obstacle) on the terrain.

Two adjustment parameters $p_{1}$ and $p_{2}$ have been used to force the path planning in specified areas of the 3D map determined by a given flight level. As a result, the modification of $p_{1}$ and $p_{2}$ causes variations in the cells of the Velocities map F, producing its lightening or darkening. To maintain an altitude over the ground, the gridmap cells whose value is the sum of the terrain elevation plus the flight level are clarified, while the rest of the cells are obscured. Consequently, the path planning is performed through the clearer zones, where the wave front of $\mathrm{FM}^{2}$ has much more facility to expand, thus maintaining the specified flight level.

The results have also shown that the modification of the path in terms of smoothness and safety is caused by the variation of the difference between the values of the adjustment parameters. Besides, the greater the smoothness, the lower the probability that the path faithfully follows the profile of the terrain.

In a further research, the explicit relationship between the adjustment parameters and the kinematic and dynamic constraints of the UAV will be analyzed, as a first approach to the optimality study.
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