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Abstract In an ageing society, the at-home use
of Socially Assistive Robots (SARs) could provide
remote monitoring of their users’ well-being, to-
gether with physical and psychological support.
However, private home environments are partic-
ularly challenging for SARs, due to their unstruc-
tured and dynamic nature which often contributes
to robots’ failures. For this reason, even though
several prototypes of SARs for elderly care haveso
been developed, their commercialization and wide-
spread at-home use are yet to be effective. In this
paper, we analyze how including the end users’
feedback impacts the SARs reliability and accep-
tance. To do so, we introduce a Monitoring and
Logging System (MLS) for remote supervision, which
increases the explainability of SAR-based systems
deployed in older adults’ apartments, while also
allowing the exchange of feedback between care-
givers, technicians, and older adults.We then present
an extensive field study showing how long-term
deployment of autonomous SARs can be accom-
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plished by relying on such a feedback loop to ad-
dress any potential issue. To this end, we pro-
vide the results obtained in a 130-week long study
where autonomous SARs were deployed in the apart-
ments of 10 older adults, with the aim of possi-
bly serving and assisting future practitioners, with
the knowledge collected from this extensive exper-
imental campaign, to fill the gap that currently
exists for the widespread adoption of SARs.

Keywords Socially Assistive Robots - Long-
Term Autonomy - Field Study

1 Introduction

An ageing population presents many challenges to
the healthcare and social systems of societies. As-
sistive technologies are often investigated as a way
to tackle those challenges due to their high poten-
tial in providing innovative and cost-effective im-
provements to the quality of elderly care [5]. At-
home assistive solutions, in particular, aim at sus-
taining the independent living of older adults by
remotely monitoring their health and well-being,
pursuing to postpone as much as possible their ad-
mittance into a more controlled (but often more
expensive and overpopulated) care facility.

An emerging instance of this approach is rep-
resented by Socially Assistive Robots (SARs), a
technology often integrated with Ambient Assisted
Living (AAL) settings. SARs can perform remote
monitoring, stimulation, and assistance while facil-
itating communications between the users and the
caregivers [9,10]. However, although considerable
research effort has been devoted to the engineering



Fig. 1: A Giraff-X robot inside the house of an
older adult.

and testing of SAR-based solutions [18,13], widely
deployable systems are not sufficiently mature.

This is mainly caused by flaws in terms of re-
liability and robustness, especially in home envi-"
ronments, which are particularly challenging for
robots due to their unstructured and dynamic na-
ture [21], as can be appreciated in Fig. 1. Diffi-
culties, such as intricate corridors, narrow door-
ways, or movable objects, degrade the robot’s per-
formance or even cause failures that typically re-
quire costly recovery procedures, often involving
external interventions from trained personnel. As a
consequence, the safety concerns that arise in their
potential users and the lack of trust towards the™
robot have a negative impact on SARs acceptance
[42]. In this sense, one critical issue to be avoided
is the users’ feeling of not being in control, expe-
rienced when they do not understand the robot’s
behaviour.

In projects involving SAR deployments over a
long-term time interval, great effort is spent to en-
sure the robustness of the system and, particularly,
that of the SAR. However, the list of potentially
troublesome situations is so broad that forecasting'*
and eliciting them with laboratory tests becomes
unfeasible. Consequently, control and remote su-
pervision become key functionalities to integrate
into the system [11]. From one side, this increases
the costs of system management, but from the
other it offers the opportunity to mitigate the ef-
fects of unexpected behaviours or failures on user’s
acceptability: if the robot showed an anomalous
behaviour, end-users feel safer knowing that there
is someone monitoring the situation. Furthermore,*
they would be able to receive ezplanations about
the reasons for the perceived anomaly. It must be
stressed that, sometimes, even the intended robot
behaviour can be perceived as anomalous by users
if robot actions are not understood.

In this paper, we present an extensive field study
showing how long-term autonomous SAR deploy-
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ment can be accomplished by addressing the afore-
mentioned issues. To this end, we provide the re-
sults obtained in a data collection of more than
130 weeks in apartments of 10 older adults during
a pilot study for the H2020 MoveCare project [26],
with the aim of enlightening the technological re-
quirements needed for the long-term autonomy of
SARs.

At first, we show how the engineering, testing,
and refinement of the robotic platform resulted
into achieving robust core functionalities with an
adequate level of performance. Then, we describe a
web-based cloud-robotics Monitoring and Logging
System (MLS) designed to provide remote super-
vision by enabling supervisors and caregivers to:
monitor the correct functioning of each deployed
SAR-based system, detect anomalous robot be-
haviours, provide an understanding of the chain
of events that lead to the anomaly, and fix the
problem. The MLS, combined with the users’ ca-
pability of signalling system strange behaviours
and asking for an explanation from the techni-
cians, was used to create a feedback loop between
caregivers, technicians, and older adults. The lat-
ter showed that the system explainability increased
from the user’s perspective, while providing tech-
nicians/caregivers with a way to both reassure the
users and improve the system by adapting it to
their needs. As a result, the use of the MLS dur-
ing the pilot study increased the acceptance of
the SAR-based system in the event of failures and
anomalies.

Finally, we provide detailed results of the in-
sights and findings obtained in the MoveCare project
by analysing and discussing the critical issues that
arose during the long-term deployment of the SARs,
the countermeasures that were taken, and the robot
evaluation provided by users. The final result shows
a system with adequate performance and whose
confidence and acceptance increase by addressing
failures through explainability. We hope that the
knowledge collected from this extensive experimen-
tal campaign could serve to fill the gap that cur-
rently exists for the widespread adoption of SARs
and to assist future practitioners in the field in the
development of new and improved SARs.

A preliminary version of this article has been
presented in [32], where we describe the MLS. In
this paper, we provide a substantially improved
evaluation, discussion, and report of the lessons
learned from the long-term experimental campaign.
A detailed description of the functionalities pro-
vided to users by our platform (e.g., monitoring
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and support) is beyond the scope of this paper
and is described in [29,26].
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2 Related Work

The term SAR refers to a class of robots defined
as being at the intersection of socially interactive
robots, focusing on engaging and stimulating the
users through social and non-physical interactions,
and assistive robots, whose aim is to overcome
the physical limitations of the patients by help—210
ing them in their daily activities (such as getting
out of bed, brushing teeth, walking, etc.)[10].

SAR-based systems represent a promising tech-
nology aiming to provide assistance to older adults
through social interactions, and their functionali-
ties are often investigated with structured inter-
views and controlled pilot studies, as in [15,9,37].
The work of [7] presents an overview of several
SAR platforms developed in the last twenty years,
showing their evolution from early prototypes, tested
in laboratories and controlled environments, to tecliz
nologically ready systems to be deployed in hetero-
geneous contexts with their end-users.

In this context, SARs are often based on au-
tonomous mobile platforms that, thanks to a high
level of integration into AAL environments and
cloud-based frameworks [11], are able to provide
services such as the delivery of messages and re-
minders, teleconference with family members or
caregivers, and guidance through physical or cog-
nitive exercises [13]. However, in the aforemen-*
tioned works, the cloud-based infrastructure was
not acting as a monitoring system, and it was not
used as a way to provide explainability to the end-
users. It was more an instrument for the researchers
to be present during the at-home deployment of
the SAR-based system.

In recent years, several projects have investi-
gated the deployment and use of SARs in home
environments [18,17,13]. While these works have
successfully assessed the use of SARs for a shortxo
period of time, there is still a significant gap be-
tween the current abilities of SARs and those re-
quired for a robot to be able to reach long-term
autonomy in uncontrolled environments [21]. As
a result, experiments involving SARs for foster-
ing independent living of older adults often offer
in-presence supervision of the robot or investigate
the possibility of creating a mutual care network
where the robot and the user support each other
[22]. 250

Other works investigated several aspects related
to the long-term deployment of SARs. As an exam-
ple, the CARESSES project studied how the user’s
social background influences the interactions with
a robot [36]. The followed approach was built on
the rationale that robot’s skills integrating aware-
ness of user’s culture while being capable of inter-
preting and conveying social signals would boost
acceptability. Feasibility and acceptability of the
long-term use of a telepresence robot within the
house of elders was also studied in [12,6]. In such
settings, however, the robot was remotely controlled
by a caregiver and not able to navigate autonomously.

Recent works like [20] or [39,8] have done a re-
markable effort towards the long-term and widespread
adoption of SARs by deploying them for several
weeks in settings such as assisted living facilities.
Other relevant long-term applications of autonomous
social robots are those of [33] and [4]. Unlike our
setting, in both studies, the robot was deployed in
less challenging and more controlled environments.

In our context, our aim is to provide an assistance
robot to serve older adults at their own home.

A similar system to the one we are proposing
can be found in the work done for the Companion-
Able, SERROGA, and SYMPARTNER projects [19,
41,17,18]. In their works, similarly to what we dis-
cuss in Section 6, authors presented results on the
performance of a SAR-based system deployed in
private apartments. Another recent research ef-
fort presented Hobbit, a service robot focused on
fall detection, while also offering additional ser-
vices such as reminders and entertainment sug-
gestions [13]. In [3], this robot was used for three
weeks in the households of 18 users.

The EnrichMe project [39,8] assessed the fea-
sibility of long-term deployments within the house
of 10 elders for 10 weeks. The main objective of
this project was to provide tools and applications
that are of everyday use to assist users at home.
These tools focused on health monitoring, comple-
mentary care, and daily support.

With respect to the above studies, our work
distinguishes itself along different features. First,
we provide a significantly longer experimental cam-
paign, where multiple robots were used at the same
time for several months at the end-users’ own houses.
Moreover, the behaviour of our robot is mostly
proactive, as it is the robot that initiates scenar-
ios by moving and interacting with the users. This
is a far more challenging scenario, especially in a
long-term deployment, as the robot needs to search
for the users (who are performing their regular
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Project | Pilot | Scenarios | Search for the User | ToT Integration | Remote Supervision | Autonomous Navigation
| Users  Duration | Init. Robot Init. User | | | |

Hobbit [13,3] 18 3w v v v - - v
SYMPARTNER (18] 20 1w v - v - v v
SERROGA [17] 9 1w v - v . v v
CompanionAble [41,19] | 15 2d v v v - v v
EnrichMe [8,39] 11 10w - v - v - v
Fiorini et al. [12] 20 2w v - - v -
Giraffplus [6] 15 uptoly v - v v -
Our work [1,29] | 13 10-16 w | v v | v | v | v | v

Table 1: Overview of different works involving a long-term use of a SAR in private apartments of older
adults, compared to our work for the MoveCare project. The table distinguishes robots that were proac-
tive and started the interaction with the user inside the apartment (Init. Robot) and those where it
is the user who starts the interaction with the robot (Init. User). While some robots assume that the
location of the user is known when the scenario starts, some robots are required to search for the user

in the entire apartment (Search for the User).

daily activities) by navigating autonomously in the
apartment, as it does not know their exact location
in advance. As an example, the Hobbit robot [13,
3] is called exclusively upon the user’s request by
using a button associated with a target location in
the environment, while in [8], similarly, is the user
who starts to interact with the robot by pressing
a button on the robot’s GUIL Finally, all the de-
ployments described in the aforementioned works
do not explicitly discuss how to remotely control
the SAR-based systems, nor give the opportunity
to caregivers and technicians to easily engage with
them. A general overview of these differences is
provided in Table 1 where we list the main projects
that involved long-term deployments of SARs in
private apartments, highlighting the differences be-
tween settings along key dimensions related to the
role of the robot.

3 System Architecture

The MoveCare system is an AAL framework de-
veloped around Giraff-X, an autonomous mobile
SAR, and is composed of several components in-
stalled in the apartments of older adults living in-
dependently on their own [26]. Besides the robot,
the other components are an Internet of Things
(IoT) network, which is used to monitor the user
and to provide information to the other compo-
nents, a Community Based Activity Center (CBAC)
(28], and a Virtual Caregiver (VC), a software com-
ponent acting as platform orchestrator [38].

All components interact to carry out a set of
scenarios designed to provide assistance, support,
and both physical and cognitive stimulation to older

=

Fig. 2: An example of the setup in one of the pilot
houses. The robot uses a topological map (in or-
ange), represented as a graph where nodes repre-
sent rooms (circles), and edges represent a connec-
tion in the map. Each room could be associated
with a set of poses (triangles), location of inter-
ests for the robot, where it could identify the user.
Poses are the targets of robot navigation. When
idle, the robot is at the docking station (D). The
IoT network (blue) monitors the user with PIRS
(squares) and a door sensor (circle). A concen-
trator (star) provides connectivity to the cloud.
Smart microphones (green) listen to voice com-
mands from the user.

adults. Examples of such scenarios are described in
[31,43] and shown in demonstrative videos!.
More precisely, the IoT network collects data
on the users’ behaviours for monitoring purposes.
It is composed of both passive sensors (e.g., PIRs
to identify the user activity in a given room) that

! http://www.movecare-project.eu/index.php/results/
videos/
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do not require user interaction, and active sensors
(e.g., a weight scale and a sensorized ink pen) that
collect data upon direct usage. A set of micro-
phones is deployed in each room to give commands
to the system, and to detect requests for help from
the users in case of emergency. The CBAC provides
a set of digital activities for social, cognitive, and
physical stimulation while also supporting moni-
toring of the users and the possibility to provide
notifications. It could be accessed through a tablet
(provided by the project) or through a TV set-top
box connected to the main TV of the users. The
digital activities of the CBAC are also integrated
with active sensors that can be used to play.

An example of how these components are in-
stalled in a target environment is shown in Fig. 2.
Full details of the components, the functionalities,
and the architecture of the system are beyond the
scope of this work and can be found in [29].

3.1 Giraff-X Socially Assistive Robot

Giraff-X, an enhanced and autonomous version of
the Giraff teleoperated robot explicitly developed
for AAL[35,6], is the main actor of the system and
is responsible for the execution of the scenarios.
The robot is designed to operate and move un-
supervised for a continuous period of time in older
adults’ private apartments. See Fig. 3 for a de-
tailed view and [30] for more details about the
robot setup. This robot conveys a set of function-
alities in the form of interventions embodying the
caregiver in the users’ house and following these
steps: 350

1. receives the intervention to be executed via
MQTT messages;

2. undocks (if necessary);

3. safely navigates to the expected user loca-
tion (updated by the system in real-time
thanks to the IoT network);

4. locates the user or, if not found, performs a
search in the whole house (Section 3.1.3);

5. approaches the user, taking into considera-
tion the proxemic distances [14];

6. interacts with the user to carry out the spec-,
ified scenario (Section 3.1.4);

7. provides feedback to the VC;

8. returns to the docking station (if there is not
any other intervention planned in a short
time interval [16]).

During the day, the robot is waiting at its dock-

ing station for an intervention to be requested. In-
terventions can be triggered by the system (when

Orbbec RGB-D
cameras

Fig. 3: The Giraff-X mobile robot.

there is a need to interact with the user) or can
be directly requested by the users, in the form of
assistance services (e.g., in case they need help). In
addition, some interventions are directly triggered
by the robot itself, as part of its self-management,
aiming to maintain a proper autonomy level (e.g.,
triggering auto-docking if the battery level is criti-
cal). A full list of the possible robot’s interventions
is shown in Table 2. On average, the robot per-
forms 2-5 interventions per day, the main purpose
of the robot being to perform these interventions
autonomously, without any external help. In this
context, robustness is crucial, as a failure of the
robot may undermine the perceived utility in the
eyes of the users.

To carry out an intervention, the robot is pro-
vided with a set of core functionalities or behaviours,
namely autonomous navigation and mobility, self-
management, and Human-Robot Interaction (HRI).

3.1.1 Autonomous Navigation and Mobility

Having a safe and robust navigation within the
users’ home is of paramount importance, as the
robot is required to efficiently search, approach,
and interact with the user while avoiding collisions
and/or navigation failures.

Navigation is performed on a 2D static map
of the apartment, built at installation time [30],
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Intervention Label  Description Ref.
Reminder REM  The robot reminds the user to perform one of the activities scheduled by = [24,23,43,28]
the framework for monitoring or stimulation purposes.
Spot Question SQ The user is asked to answer questions to monitor their cognitive state. [38]
Weight Measure WM The robot asks the user to measure the weight on a connected weight scale. -
After the user complies, the robot gives an acknowledgment to the user that
the data is collected.
Neuropsy. Tests NPS  The user is asked to perform a cognitive assessment using digitalised tests  [25,31,27]
on the tablet under the guidance and supervision of the robot.
Call for Help CH The user requests assistance by voice, which is detected by an environmental — [29]
microphone; the robot searches for the user and confirms the request; a
phone call alerts a caregiver; the caregiver remotely teleoperates the robot.
Find Lost Object OB The user requests the robot to help find an object to which an RFID tag  [29]
has been previously attached, searching around the house.
Teleoperation TO A caregiver request permission to teleoperate the robot, which must be  [29]
granted by the user. A web-based interface is provided to the teleoperator
to easily and safely control the robot.
Go Dock DS Either the user (via voice command), the system, or the self-management -
module within the SAR, requests the robot to go to its docking station and
stay there.
Talk SAY  The robot reproduces a voice and text message to inform the user. -

Table 2: List of interventions performed by the robot.

and enriched with the locations of key points (e.g.,
the position of the docking station and of the en-
vironmental sensors; see Fig. 2 and [29] for more
details). Among these key points, a set of poses is
given for each room by manually inserting them
in the map at the set-up time. They constitute
targets in robot navigation, also representing loca-oo
tions of interest where the robot can start perform-
ing an action (e.g., searching the user). As an ex-
ample, poses can be placed at locations where the
user is likely to be found (close to the sofa, a table,
or next to the bed; see Fig. 2). The robot moves
from one key point to another using the naviga-
tion functionalities offered by the ROS navigation
stack?. To enhance robustness, the 3D point-clouds
from two RGB-D cameras are used for obstacle
avoidance, as well as to detect the user in a wideno
variety of situations [14].

Despite all the sensors and algorithms employed
to ensure a safe and robust navigation, the robot
must also be able to handle failures and try to
avoid them in future occasions. To cope with chal-
lenges of older adults apartments, such as narrow
doorways or corridors, we introduced a navigation
assistant (described in [34]) that detects and au-
tonomously inserts waypoints within the problem-so
atic areas.

2 http://wiki.ros.org/navigation

3.1.2 Self Management

During a long-term deployment, a robot should be
able to maintain itself operative and self-evaluate
its status, avoiding that errors and failures accu-
mulate over time until the system stops working.

For that, battery management is crucial. Thus,
we have provided the robot with the ability to au-
tomatically perform a docking manoeuvre, based
on observing a visual landmark placed on top of
the docking station (unlike navigation, which is
based on data from a 2D lidar). Besides, the robot
continuously updates its status to the VC, so that
the system is always aware of the robot situation
and can decide when to send the robot to recharge.
In situations where the robot cannot communicate
with other components (e.g., lack of connectivity)
the robot implements its own offline mechanisms
to ensure that the battery level remains above a
healthy threshold.

Another critical aspect for an autonomous mo-
bile robot is its localisation within the environ-
ment. Despite the robustness and recovery mech-
anisms in place for state-of-the-art localisation al-
gorithms, over a long-term operation localisation
errors tend to accumulate and performance to de-
grade, eventually jeopardising the navigation. To
reduce this risk, we reset the robot internal locali-
sation estimation every time the robot reaches the
known location of the docking station.

When the robot is unable to complete its task
autonomously (e.g., a door is not fully opened or a
chair is excessively reducing the free space for nav-
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igation), Giraff-X informs the VC about the possi-
ble cause of the problem and automatically returnsso
to its docking station. However, should the prob-
lem arise when returning to the docking station,
this issue becomes critical. In these circumstances,
and after three failed docking attempts, the robot
asks for help from the user (via voice). Giraff-X
then instructs the user to assist it with the prob-
lem (e.g., by removing the object that interferes
with navigation), manually move the robot to its
docking station, or contact a technician. If the user
does not respond, the robot executes its recovery
behaviours until a critical battery level is reached
(< 10%). Then, to preserve the battery, it auto-
matically shuts down.

3.1.8 Search for the User

490

Searching for a user within an apartment is a chal-
lenging task because the user location is not known
in advance and the user could move across differ-
ent rooms while the robot is performing the search.
When an intervention request is received, the robot
starts moving from its position (typically its dock-
ing station) and performs a full search of the house
until either the user is found, the intervention is
cancelled (by the system or by the user), or a time-
out is reached. The search is performed room after’®
room, with the robot reaching all poses within a
target room and doing a 360° turn in each pose
trying to locate the user. The robot can detect the
user also while navigating from pose to pose.

The robot is constantly informed by the VC of
the estimated room where the user could be lo-
cated (see Section 3.2 and [38]) using data coming
from PIR sensors. However useful, this information
could be inaccurate, as the user may be moving
back and forth between different rooms (thus trig-"°
gering different PIRs) or may stay still for a long
time, and hence not being detected by the motion
sensors (e.g., sitting when working at a table).

When the search is started, the robot goes to
the last estimated location. If a new estimated lo-
cation is sent by the VC in the meantime, the robot
interrupts its search and starts moving towards the
new room. If the user is not found in the expected
room, the robot performs a full search of all rooms
in the house (following a ordered list of rooms sentszo
by the VC). As a result of this behaviour, the robot
can search for the user in the same room multi-
ple times (if it is signaled that the user is in that
room by the VC while the robot is searching in
or navigating towards another room). If the user
is already in front of the robot when the search

is started (e.g., from a previous intervention) no
search is performed. During the user search pro-
cedure, the user is not instructed to wait or help
the robot (e.g., by going towards the robot), but
they are told to continue with their activity.

After a successful search, i.e. when the user is
detected by the robot, the search is ended and the
robot starts the next behaviour (i.e. the user ap-
proach [14]).

3.1.4 Human Robot Interaction

The HRI functionality of the robot is in charge
of managing and facilitating the interaction be-
tween the robot and the older adults. It is com-
posed of two functional modules: a Dialog Manager
(DM) and a Speech Module based on state-of-the-
art cloud services. (The technical details can be
found in [31,29]).

The main communication mechanism of the Giraff-

X is voice. Giraff-X’s portrait screen was used to
display subtitles for what the robot said and to in-
form users when the robot was listening to their
answers. Giraff-X’s screen was also used to display
a friendly robotic face at all times, to make the
platform more appealing to the users. We decided
to base our Speech Module on two state-of-the-
art speech services because of their robustness and
continuous update. However, to mitigate problems
due to internet connection latency or environmen-
tal noise, we decided to allow users to have the
possibility of answering the robot using the red
and green buttons that were already part of the
hardware of the platform. The green button can
be used for positive answers and the red button
for negative answers.

Whenever the robot approached the user for
an intervention, the HRI module first told the user
what they were supposed to do and asked if they
wanted to complete the intervention at that mo-
ment. If the user answered positively, they would
go on with the intervention. If the user answered
negatively, the robot labelled their answer as "Later"
and informed the VC to reschedule the interven-
tion. If, at any point during an interaction, the
module did not receive or was unable to process
an answer from the user for 30 seconds, it would
ask the same question again; if still no answer was
received, the interaction would stop and be con-
sidered unsuccessful.
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3.1.5 Robot-System Integration

Giraff-X interacts with the other system compo-
nents through JSON messages, sent through an
MQTT channel to a shared cloud platform. This
way, the robot receives the intervention to execute
for a specific scenario and, upon completion, pro-
vides a report including information regarding the
steps carried out for its completion and the out-
come of the execution (success/failure). Besides
this, the robot constantly updates the system with
a message reporting its status: its pose in the map,
its topological location, its battery status, its cur-
rent and pending tasks, and a list of objects/people
detected (using vision).

3.2 TIoT and Orchestrator

The IoT network provides data to both the robot
and the VC [26]. It is made up of a concentra-
tor, providing connectivity and internet access to
all components, an IoT sensors network of PIRs
(to detect and track the location of the user), a™
door contact sensor that detects the user enter-
ing/exiting the house, and a set of smart micro-
phones, whose range covers the entire apartment
and which are used to detect pre-defined commands
for the system (i.e., a request for help). IoT data
is analysed by the VC, a cloud software compo-
nent, which is the system orchestrator that con-
trols, through MQTT, the execution of the sce-
narios [38].

Within the VC, the user-location module gath-"°
ers data from the IoT sensor network to detect if
the user is available (i.e., in the home) as well as
their room location. The robot then uses this in-
formation to reach the user as quickly as possible.
In addition, the VC decides if and when the robot
should perform an intervention based on a set of
constraints described in [38,29]. The two most im-
portant constraints are that no intervention should
be issued if the user is not at home (user-at-home
constraint) or during the night (night-time con-
straint). Indeed, allowing the robot to move in
these contexts is not only undesirable from the
user’s perspective, but also presents a higher risk of "
robot failure. The first constraint (user-at-home)
is validated using the user-location module; users
are considered as "Outdoor' if they are not de-
tected in any of the rooms through the IoT sen-
sor network. The second constraint (night-time) is
validated through ad-hoc time schedules, decided
with the user feedback and reflecting when they
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Fig. 4: The MLS interface shows all events in real-
time and provides the position and status of both
the robot and the rest of the components. On the
left: on top of the robot map (showing the robot’s
current location), there is the robot status (in this
example: idle at full charge at the docking station).
On the right: a list of all events in a timeline (top)
and the status of all IoT sensors (bottom).

considered that it was acceptable for the robot to
act. Following this constraint, the VC schedules in-
terventions only between 9:00 AM and 19:00 PM.

For robustness reasons and in order to prevent
corner cases, we implemented redundancy between
the VC and the robot. Before issuing an interven-
tion, the VC ensures that all the constraints are
respected, including, but not limited to, the user-
away and night-time constraints. Upon receiving
an intervention and before starting to act, the robot
validates the user-away and night-time constraints.
This robot constraint prevents the robot from per-
forming an intervention between 22:00 AM and
8:00 AM. The only exception to these constraints is
the call for help scenario (CH - see Table 2), which
must be triggered regardless of the user’s detection
status or time of the day for safety reasons. Note
how, while necessary, the constraints on the inter-
vention execution reduce the time windows avail-
able for the robot to carry out the interventions:
the robot is allowed to move only during the day-
time and while the user is at home.

4 Monitoring and Logging System

In order to provide efficient remote supervision of
SARs, a remote monitoring system should be able
to:

— provide a real-time remote overview of the robot
status and other components of interest;

— replay and inspect past robot (and system) ac-
tion flows;

— directly access to the robot platform;
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Fig. 5: The MLS architecture is developed as a
cloud-based platform which receives data from the
robot and the sensors via MQTT messages.

— support multi-robot management.

To meet these needs and to provide supervi-
sion and control for the long-term deployment of
the MoveCare system, a cloud-based MLS was de-
veloped. This MLS could be accessed by all au-so
thorised users through a web interface designed to
be easily used by caregivers or technicians with-
out experience in robotics, as well as experienced
robotics researchers. It allowed technicians and care-
givers to inspect, in real-time, past and current
events happening at users’ homes, to provide re-
mote support to older adults. Besides, it could be
used to transparently assess the proper functioning
of a single installed system, or even multiple sys-
tems at-a-glance, including monitoring anomalies
and failures (e.g., a faulty IoT sensor). Not only
that, thanks to the MLS, users receive feedback
after signalling an anomalous behaviour or ask-,
ing for an explanation on some unexpected events
(e.g., "the robot approached me and talked to me
this morning but, after that, it remained static in
its position"). In this scenario, the system could
be used to monitor the reported event, to under-
stand its causes, and to ultimately provide assis-
tance and explanations to the users. Due to all of
this, the MLS allowed us to remotely handle most
of the issues that arose during the pilot experi-
mental campaign, effectively reducing the number
of maintenance interventions on site. 670

Fig. 4 shows the main interface of the MLS,
which can be accessed from any web browser and
provides a rich view of the current state of the
system for a selected pilot user. As can be seen,
through the MLS, system administrators and tech-
nicians were able to monitor:

1. the status of all IoT components;
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Fig. 6: The replay functionality is used to better
understand a particular behaviour by tracing back
all events that lead to it.

2. the map of the environment and the real-
time position of the robot within it;

3. the status of the robot (its pose, the per-
centage of charge and voltage supplied to
the battery, its current goal location, how
navigation progresses, etc.)

4. the status of the VC (current scenario and
estimated topological position of the user in-
ferred from the IoT environmental sensors)

To do that, the MLS has been developed as
a cloud-based architecture, shown in Fig. 5, that
receives MQTT messages from the system com-
ponents, updates their status (and its associated
user), transmits the updated information in real-
time to all other components monitoring the same
user, and finally stores the events into a database.

In addition, every 30 minutes, the MLS saves a
snapshot of the current status of all the installed
systems in its database, so that system adminis-
trators have the possibility to replay the history
of events on an interactive timeline (as in Fig. 6).
This replay can be configured by specifying the in-
terval to inspect, the desired playback time and
speed (from 1x to 20x), and also the resolution of
the temporal axis to refine/coarse the level of his-
torical detail.

This feature provides key support for system
failures, as it easily allows the retracing of the
chain of events that led to the anomaly in chrono-
logical order. Finally, the proposed web architec-
ture allows accessibility and flexibility to the SAR-
based system, as any other types of sensor/data
can be easily incorporated into the system, pro-
vided that they can be integrated inside the MQTT
communication infrastructure.
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5 Prepiloting the System

In order to ensure a proper functioning of the sys-
tem, extensive testing of all single components has
been performed at first in the laboratory. Repeated
lab tests allowed us to prepare configurations ca-
pable of satisfactory performance: navigation, au-
tonomous docking, and speech recognition trials
obtained success rates well above 90% for diverse
in-lab conditions. The controlled setting of a lab-
oratory, however, cannot fully capture those real-
world complexities that have a remarkable impact
on the system, especially within domestic environ-
ments. For this reason, in-lab tests have been com-
plemented with two prepilot experimental cam-
paigns. The additional evidence gathered in the
field allowed us to solve new issues and improve
the system when dealing with more complex con-
tingencies.

730
5.1 Preliminary Controlled Tests in a Private

Apartment

The first prepilot was conducted in Milan (Italy)
with a 9-days trial inside an apartment with ~65 m?
of free area and 3 fully furnished rooms with clut-
tered spaces. To align with the pilot requirements,
a single user lived in the apartment throughout the
duration of the test. We decided to stress the sys-
tem as much as possible in order to gather signif—”0
icant data. For that, the number of interventions
generated during the 9 days was comparable to
what would have been expected during a month
of normal system usage. Concretely, we performed
116 robot interventions in which the robot needed
to find, detect and approach the user to provide a
voice message. Full details are provided in [30].

In this stage, the robot achieved an accept-
able performance in all the above sub-tasks, so
that only 3 interventions resulted in failures, re-
quiring manual recovery. However, the experiment
revealed problematic situations that were not iden-
tified in the in-lab tests. The robot often placedsso
itself in positions very close to the user in order to
facilitate the HRI. However, due to the cluttered
environment and the typical locations where the
user was found (e.g., sitting at a table or on the
couch), such positions required difficult manoeu-
vres for the robot to return to its docking station,
resulting in 22 failed docking attempts. To tackle
this problem, a more robust behaviour was imple-
mented, in which additional docking attempts were
repeated in case of failure. 760
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Fig. 7: The robot dealing with a narrow passage,
a door that can be only partially opened due to
furniture behind it.

Another critical issue that emerged from this
preliminary campaign involved narrow passages char-
acterised by having less than 70cm of free space
(see Fig. 7). This reduced margin for manoeuvring
significantly slowed navigation in several occasions.
Although such a problem had been observed in the
lab before, its likelihood in the field was severely
underestimated. After this preliminary campaign,
the navigation module was improved in order to
generate smoother and more cautious trajectories
in the proximity of passages [30].

In all the above situations, the use of the MLS
proved to be fundamental in reconstructing the
chain of events that led to failures, hence provid-
ing the key ability of identifying the actual reasons
behind the observed issues.

5.2 Preliminary Testing with End-Users in a Care
Facility

One additional step needed to ensure the robust-
ness of the system was to test it with potential end-
users. To do so, an additional prepilot campaign
was conducted in a care facility in Extremadura
(Spain) with the aim of assessing if the system
was robust and user-friendly enough for our target
users. Thus, one of the apartments in the facility
was set up with an installation of the entire system,
and 7 residents were asked to individually spare
some time there to test the different functionalities
within manually triggered scenarios that involved
the robot (Fig. 8).

Then we collected the users’ satisfaction and
robot acceptability through the same questionnaires
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Fig. 8: A resident of the care facility in Spain par-
ticipating in the prepilot experimentation.

that we later used for the main field experimenta-
tion. The 7 participants consistently reported high
scores for the robot, both in terms of feeling safe”
during its navigation/approach and of the ease of
interacting with it when needed. Testing the sys-
tem in this context gave us the possibility to in-
clude the feedback of potential users in the final
steps of development of the whole platform. Specif-
ically, we improved the navigation module by bet-
ter calibrating the robot’s speed as emerged from
suggestions given by the residents. Some scenarios
were also modified to make them simpler to exe-
cute. 820

6 Field Experimentation

In this section, we start by describing the setting of
our field experimentation. We then present a series
of results in terms of the quantitative performance
of the robot, the qualitative evaluation of selected
case studies, and the system’s acceptability assess-
ment. 830

6.1 Setup of the Pilot Experiment

To be eligible for our study, participants had to be
over 65, not suffering from any cognitive impair-
ment, and live independently on their own. To pro-
vide well-suited conditions for robot navigation,
the apartments had to satisfy some selection crite-
ria too. For example, there could not be any pets s
rugs, or stairs. A total of 14 older adults, with an
average age of 76.86, were selected from two dif-
ferent regions: 7 were residing in Milan, Italy (we
shall refer to this group as ITA), while the other 7
were from Badajoz, Spain (group ESP). In the ITA
group, 3 participants lived in apartments hosted by
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an Assistive Living (AL) facility (where indepen-
dent living is supported by sporadic assistance).
We report data extracted from 10 of the 14 total
participants of the field study, with an average age
of 75.3, as discussed in Section 6.2.

The experimental campaign was made up of
two rounds, the first taking place from September
to December 2019, while the second from January
to April 2020. Our SAR fleet was active for 132
weeks in total. Some users participated in both
rounds (some first-round participants decided to
keep using the system for the second round too).
This, combined with the users’ different availabili-
ties, resulted in each of them participating for dif-
ferent periods of time. However, each participant
included in the results presented in this paper ac-
crued at least 10 weeks of system usage.

During the installation of the system, the robot
acquired a map of the apartment by exploring only
the rooms where it was supposed to operate: as dis-
cussed with the Ethics Committee that approved
our study, the robots were not allowed to map or
enter the bathrooms for privacy and safety reasons.
Moreover, at this stage, the users could request
not to map some additional rooms (e.g., their bed-
room). Once the installation was completed, the
users attended a training session where they en-
gaged in 2-4 interventions with the robot, under
the supervision of a caregiver. During this session,
the users were also briefly introduced to the MLS
and got to understand which parts of the system
were kept under supervision by it.

For the entire duration of the pilot, regardless
of night or day, the robots were “on” (either mov-
ing or idle), even if the users were away for a few
days. During the pilot, users had the possibility
to disable the system in many ways. They could
use a wireless button to disable/enable the entire
system via software. In addition, they could push
the emergency stop button placed on the robot.
The emergency button triggered a hardware dis-
connection of the motors of the robot from the
power supply and a software block of the robot
capabilities (e.g., to talk). This way, the robot was
unable to move autonomously and could be manu-
ally moved by the users. To restore it, users had to
manually pull the emergency button. Lastly, users
could always request remote support from a tech-
nician to have the robot remotely turned off (e.g.,
when they went away for a few days). The tech-
nician could also provide assistance in case of (ac-
tual or perceived) unexpected events by retracing
recent system activity through the MLS.
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At the end of the pilot, the system was unin-
stalled. Approximately a week later (upon avail-
ability of the user) a set of questionnaires evaluat-
ing the experience were administered by a member
of the team who did not interacted with the user
nor took part in the robot pilot setup and man-
agement. To evaluate the role and the acceptabil-
ity of the robot within our platform, we developed,
following the indications of [9], a custom question-
naire that was tailored to the user experience with
the robot. At the same time, standardised ques-
tionnaires were adopted to evaluate the system as
a whole, while other custom questionnaires were
used to independently evaluate other components
of the framework. A full report of the question-
naires can be found in [29]. Here, in accordance
with the scope of this paper, we report only the
results on the experience with the robot (not dis-
cussed in [29]).

6.2 Pilot Results and Quantitative Evaluation

The evaluation we present in this and subsequent
sections is based on data extracted from 10 of the
14 total participants of the field study. We decided
not to include the data collected from 4 users (2
from the ITA group and 2 from the ESP one) be-
cause their experience was jeopardized by external
factors not reflecting the reference scenario sought
by our study. Specifically, the reasons were the fol-
lowing:

— a ESP user dropped out from the pilot after re-
porting that the system was not working cor-
rectly. Later, we discovered that this was due to
poor internet connection (a condition we could
not control);

— another ESP user experienced similar problems
with the internet connection; while this user
continued to participate, the robot was unable
to move for almost the entire duration of the pi-
lot. Consequently, the data from this user (only
a few dozen interventions) were not comparable
with those from the others;

— one of the three users from ITA living inside
the AL facility, despite initially showing inter-
ests to the study, did not use the robot andswo
kept the system off for the entire duration. This
user was the oldest among the participants (92
years old) and our platform turned out to be
not suitable for his needs;

— another ITA user living inside the AL facility
started the pilot a week before the national
COVID-19 lockdown. In order to comply with
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Fig. 9: User ITA-1. The paths executed by the
robot while moving during the pilot are shown with
different colors. This robot lost its localisation 50
times in 1767 m covered.

Fig. 10: User ESP-3. This robot lost its localisation
79 times in 1337 m covered.

the imposed restrictions, the management of
the AL facility decided to turn off the robot.

Also, during the 2 pilot rounds, 3 robots had to
be replaced due to a hardware failure of the motor
control board and battery. The replacement and
fix of the robots required approximately 2 weeks
each. This time is not computed as part of the pilot
time.

Table 3 lists the usage metrics of the 10 ro-
bots, showing how they were able to autonomously
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Users. ITA-1 ITA-2 ITA-3 ITA-4 ITA-5 ESP-1 ESP-2 ESP-3 ESP-4 ESP-5 ITA ESP ALL

Users ge 76 74 68 81 75 80 84 79 65 71 M=74.8 M=75.8 M=75.3

Pilot Duration (Weeks) 16 16 10 11 23 13 12 10 10 64 68 132
Days with an intervention 56 68 39 a1 86 70 12 45 49 242 292 534
Distance covered (m) | 1767.22 274462 134288 57228 1144 144030 180081 1337.02 68755 104665 | 7571 (M=5 6312 (M=15142)  13883.42 (M=1388.3)
Robot Performances Robot moving (Hours) 31 114.98 90.765 14.55 131.61 28.17 28.94 14.99 23.51 260.875 (M=52.17)  227.22 (M 5.44] 488.095 (M=48.81)
N Lost localisation 50 51 37 a7 32 68 36 79 13 42 217 238 (M=47.6) 455 (M=45.5)

Time robot Idie (%) | 08.85%  95.720%  0460% 00.48% 99.21% 96.50%  98.71%  9856% 99.1% 98.60% 975T% 98.20% 97.97%
N Total 209 208 72 17 116 284 162 141 74 156 722 817 1539
N Successful 186 178 49 55 80 217 120 90 52 103 548 582 1130
Tntervention Perfc o N Failed 11 23 11 1 11 21 26 23 10 34 63 114 177
ervention Performances N Not Performed 12 7 9 61 22 46 16 28 12 19 111 121 232

Performed (%) 89%  S508% GR.06% AT01% GS97% T641% TAOTA% G383% 7027  66.03% 75.9% 7124% 3.42%

Success Rate (%) 94.42%  88.56% TT.78% 98.21% 85.11%  91.18% 82.19% 79.65%  83.87%  75.18% 89.69% 83.62% 86.46%

Table 3: The summary of the statistics concerning the pilot. The Intervention Performances take into
consideration the data derived from WM, SQ, and REM interventions as they are the most similar in
duration and delivery method. The Robot Performances take into consideration the pilot data as a whole.
Whenever it is not specified, the aggregation of the data of the last three columns (ITA, ESP, ALL) is
carried out by simple summation. Otherwise, the mean value is reported (M).

move in the challenging context of a long-term un-
supervised deployment inside an apartment. The
table also reports users’ age and the pilot dura-
tion, in weeks, for each of the users. On average,
each robot travelled 1388.34m, with a total dis-
tance travelled of almost 14 km. During the pilot,
the Giraff-X robots were moving inside the apart-
ments for approximately 20 days combined, with
an average of 48.8 h per robot, a little more than 2
days for each user. Interestingly, while the robots
were active for approximately 1000 days, they per-
formed at least one complete intervention only in
534 days. From one side, this was a result of a
specific policy of the VC, which had the goal of
not being too invasive and overload the user with
many interventions. From the other, interventions
were performed, as per users’ request, from 9:00
to 19:00. It was often the case that the users were
away from their apartments during those hours.
As a consequence, the interventions scheduled for
that day were postponed to the day after. 550

Another trend emerging from the stats is that
the robots were idle at the docking station most of
the time, 97.98% on average. This suggests how,
towards long-term autonomy, it is important to
carefully design a decision-making process that al-
lows the robot to react to unexpected events oc-
curring when idle.

Despite the significant amount of time spent by
the robots moving inside complex environments,
they did not cause any damage to the apartments’y,
furniture, nor they entered in collision with the
users. This shows that the process of prepiloting,
testing, and refining the navigation abilities of the
robot resulted in our system achieving robust nav-
igation performance with respect to the task as-
signed to the platform.

Fig. 9 and Fig. 10 provide two examples of how
navigation performance and robustness are of pri-
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Fig. 11: Performance of the robots in finding the
user searching in their apartment.

mary importance in long-term deployments. They
show the paths executed by the robots of users
ITA-1 and ESP-3. Note that, as we do not have the
exact localisation of the robot, we rely on and plot
the estimated position made available by the robot
itself. Consequently, trajectories plotted in “odd”
parts of the map are due to localisation errors that
might have occurred. For example, in Fig. 9, the
robot sometimes incorrectly estimated that its lo-
cation was between two rooms, while in Fig. 10
the robot experienced several localisation failures.
These latter cases occurred mostly in the central
room, connected to the corridor, where its dock-
ing station was located. This room, with a din-
ing table and several chairs (whose legs are visible
on the map), was rarely used, so the robot rarely
found the user there. Nevertheless, the nature of
the furniture in that room made robust naviga-
tion particularly complex to achieve. It can be seen
that, during the approximately 3km travelled by
the two robots combined, they managed to cover
almost the entire mapped environment.
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Fig. 12: HRI performance.
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6.2.1 Robot Functionalities Evaluation

In this section, we evaluate two core capabilities
of the robots: searching the user (performed as de-
scribed in Section 3.1.3) and interacting with them
(Section 3.1.4).

As already discussed, the task of finding users
inside their own homes is particularly difficult. First,
it requires robust navigation, integration with IoT
sensors (which provide an estimate of the current
user location), human detection, and a safe ap-
proach to the user. Second, it must often be per-
formed multiple times during a single interven-
tion, since the user might move between the time
the identification is completed and the interaction
starts. Fig. 11 shows how our SARs were able to
correctly search and identify the location of users
with a success rate of 75.95%. Note that this rate
does not take into account those situations in which
the robot immediately finds the user from an in-
tervention completed shortly before (in such cases,,,
the search behaviour is not even initiated). As the
exact location of the user is unknown, it is not pos-
sible to distinguish the causes that led the robot
not to succeed in the search. While the robot may
not be able to detect the user due to a failure in
one of its components (e.g., losing localisation) or
a wrong estimate by the system (e.g., the IoT sig-
nals that the user is in some room when actually
outdoors), it may also happen that the user could
not be identified due to other circumstances (e.g.s
it is in one of the rooms in which the robot is not
allowed to enter). However, despite the inherent
difficulty of searching for users who move freely in
an apartment, our framework proved to be robust
enough to be able to identify them in most cases.

Once the robot has identified and approached
the user, the search procedure ends and the HRI
module starts. Therefore, in all the occurrences
used to evaluate the HRI, the robot is standing in
front of the users and have their attention. Fig. 120
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shows the performance of the HRI module in re-
ceiving an answer from the user after asking a
question, asking if they are willing to perform a
scenario, or communicating a message. It can be
seen how the robot was able to correctly interact
with the user in 98.09% of the occasions. In 88.27%
of these cases, users decided to interact with the
robot, in another 9.81% users responded that they
were busy and asked to reschedule the intervention
(indicated as “Later” in Fig. 12). Only in less than
2% of the cases the robot tried to interact with the
users but it was not able to detect the users’ an-
swer, and the interaction failed. Also in this case,
the reasons for a failure during an interaction can
be different, but the exact cause of a failed HRI
is not observable from our data. Examples of such
causes are: the robot being unable to detect the
user’s utterance (e.g., due to noise), the user never
answering, or even moving away from the robot af-
ter the HRI is started. However, from our data we
can see that, despite finding users is challenging,
once they are found and engaged by the robot the
(vocal) interaction is very likely to succeed.

6.2.2 Robot Intervention Evaluation

In this section, we evaluate the performance of the
SARSs in executing the interventions. To do so, we
consider three types of intervention: Spot Question
(SQ), Weight Measurement (WM), and Reminder
(REM), as described in Table 2. We decided to take
into consideration these interventions because they
are the most performed ones by the robot, they
all require the robot to find the user and interact
with them, they have comparable duration, and
they are triggered by the VC.

We consider an intervention as successful when
the robot concludes its interaction with the user
with profit, otherwise we consider the intervention
as failed. Table 3 shows the total number of inter-
ventions performed and their outcome. We present
average results obtained across all users and de-
tailed results obtained for each user. At the same
time, Fig. 13 presents the results of the interven-
tions (on average) and the main reasons for the
different outcomes.

It can be seen how the robot tried to complete,
on average, 72.42% of the total interventions re-
quested by the system. Interventions that are not
performed, either not executed at all by the robot
or cancelled during their execution by an external
event, are rescheduled for the next days by the VC.
We consider the fact that some interventions were
not performed as a positive outcome, as the robot
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Fig. 13: Performance of the robot in completing an
interventions, divided per outcome reason.
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was able to detect that the circumstances did not
allow the successful completion of the requested
intervention. As an example, approximately 7% of
the interventions were not performed due to the
fact that the system was offline. This was caused
either by the user disabling the system or by inter-
net connectivity issues. Similarly, 4.56% of inter-
ventions were not executed due to the fact that the
users were signalled as outdoor by the IoT system.
Note that, if an intervention is cancelled and set'®
to “not performed” after the robot is already mov-
ing, we resorted to the safe behaviour of sending
the robot back to docking station.

Overall, robots performance was satisfactory,
as they were able to carry out the assigned inter-
vention successfully in 86.46% of the cases (Success
Rate in Table 3).

The causes that led to failures during the exe-
cution of the interventions were different in nature.
In approximately 10% of the cases, the robot failed'®
to approach the user after identifying the users lo-
cation because either they changed their location
(e.g., by exiting the robot’s field of view), due to
a navigation failure (e.g., the robot went too close
to an obstacle), or due to a localisation failure. In
1.5% of cases, the robot was never able to find the
user, and in 1.5% of cases the robot was not able
to understand the answer of the user or to talk to
them.
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6.3 On-the-field Case Studies

Despite the efforts to devise a robust platform,
the particularly challenging setting of the pilot re-
sulted in a number of critical and unexpected con-
tingencies. Upon such events, users largely exploited
the possibility of reaching for remote support, es-
pecially in the early days of the pilot deployment,
to report problems and receive explanations aboutiso
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what might have caused robot’s anomalous be-
haviours. The MLS was the central component that
made this assistance activity possible. In this sec-
tion, we report some examples that provide in-
formative insights on the kind of difficulties that
could be encountered during a long-term deploy-
ment.

Critical Night Failure At the beginning of
the first round, the user ITA-5 experienced a fail-
ure in the IoT network: one of the microphones
wrongly detected a “call for help” request at mid-
night. In response to this wrongly detected need,
the robot tried to locate the user to confirm the
request. The unsuccessful search lasted for approx-
imately half an hour (as the robot was unable to
reach the user who was in the bedroom with the
door closed); eventually, the robot was unable to
return to the docking station due to being stuck in-
side a room by a half-closed door, asking by voice
for external support. The user was awakened by
the robot’s request. He located Giraff-X, cancelled
the intervention, and went back to bed, leaving the
robot unable to move. After 2 hours, the robot, still
unable to move where the user left it, asked again
the user for help to reach its docking station as the
battery level was critical. The user was awakened
again by the robot’s voice and brought back the
robot to the docking station. The following morn-
ing, ITA-5 contacted our technical team. The MLS
allowed us to replay the sequence of events that
happened during the night, eventually revealing
what happened. The cause of the failure was ex-
plained to the user, and he was reassured. In the
next days, the technical team was able to provide
additional fixes to prevent such behaviours from
happening again. As a result, the user accepted the
explanations and decided to continue with the pi-
lot. Other users signalled during the initial phased
of the pilot similar, yet less intrusive, events (e.g.,
the robot talking during the night due to a power
failure). Following this, a more robust methodol-
ogy to prevent the robot to perform unwanted in-
terventions at night has been implemented.

Robot Requests for Support A few days
later, ITA-5 contacted the technical team to re-
port that the robot was standing motionless in the
middle of the room after performing an interven-
tion. ITA-5 reported that he was neither confident
nor safe after the previous incident. By inspecting
the MLS, we discovered that the robot was work-
ing correctly and that the issue was that ITA-5
was overseeing the robot’s movements by standing
right in the middle of the path the robot should
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have followed towards the docking station, block-
ing its trajectory and forcing it to stay motionless
in that point. We instructed the user to clear the
robot’s path, allowing the robot to recover its mo-
tion. The robot successfully returned to the dock-
ing station and the user was reassured about the
proper functioning of the system. After this, we re-
ceived several comments from users who signaled
that, after talking to them, the robot often re®
mained static in their position for some minutes.
We then explained that it was because they were
blocking their path towards the docking station.
As a consequence of their better understanding of
the system, the users adapted their behaviours to
avoid the repetition of the problem, and they were
not worried by such events anymore.

Robot Moving while User Away ITA-5 con-
tacted us to signal that the robot was wrongfully?®
moving around his house while he was not there
and that, for this reason, he was not feeling safe
leaving his house. We inspected the MLS, through
its replay functionality, and we observed that while
the user was away, the robot was behaving cor-
rectly and not moving. ITA-5 was referring to a
one-time situation in which the user, who had been
away for the entire day, re-entered the apartment
just to immediately leave again for a couple of
minutes. The short presence triggered a robot in.
tervention that was then cancelled since the user
was detected to no longer be at home. Upon re-
entrance a few minutes later, the user saw the
robot moving and suspected some kind of activity
taking place when he was out, not realising that
it was his previous entrance that triggered it. Af-
ter the explanation, ITA-5 understood what hap-
pened, and was confident about the proper func-
tioning of the robot.

Similar behaviour was signaled by ITA-1. Upor11240
her return home after a few days away, she sig-
nalled that she found the robot switched off in the
middle of a room. By inspecting the MLS through
its replay functionality, we discovered how the robot
lost connection to its docking station due to an ex-
ternal event and tried to trigger a docking manoeu-
vre. However, as the house was in total darkness,
the docking approach failed, and the robot shut
down to preserve its batteries. The user was con-
vinced by the explanation and was reassured thateso
the robot was not moving without her approval
or in her absence. Overall, several users signalled
events where the robot was moving while they were
away. Proving detailed explanation by exploiting
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the MLS was key in reassuring the users and pre-
serve their trust.

HRI Inconsistencies in Interventions Two
of the interventions carried out by the robot were
particularly problematic from the HRI point of
view. This was not due to errors in the HRI mod-
ule, but rather in the requests the robot was mak-
ing to the users per se. The first iteration of the
WM intervention was expected to ask the users to
weight themselves on the smart scale before break-
fast and wearing only their pyjamas. Even though
the VC scheduled the intervention to be performed
as the first thing in the morning, it was not pos-
sible to verify that the users hadn’t already had
breakfast nor that they were still wearing their
nightwear. This led to multiple instances where
the users contacted the technical team to complain
about the request of the robot and their impossi-
bility to comply, which was considered very frus-
trating. After collecting these comments from the
users, the intervention was updated so that the
robot would just ask them to weight themselves,
without additional details as to when or how.

Similarly, one of the type of Spot Question (SQ)
considered important by clinicians was that of con-
fabulation. According to this type of SQ, the robot
had to find the users and ask them random open-
ended questions (e.g., “Do you remember what was
wearing the person seated next to you last time
you took the bus?”). The aim was to let the users
speak and record their confabulation on the topic
of the question. However, the randomness of the
questions was not appreciated by the users, who
did not understand what and why the robot would
ask them. For this reason, they often contacted the
technical team to report that the robot “had gone
insane” or was broken. Only by analysing what
happened through the MLS and double-checking
with the users, it was possible to understand that
the problem was that particular kind of SQ inter-
vention, which was immediately dropped to avoid
frustrating the users even further.

Remote Monitoring During COVID-19
Lockdown Most of the second round of the pi-
lot took place during the COVID-19 national lock-
down, preventing any form of in-place support.
During that period, users who lived alone spent all
day at home with their robots. Users were asked
if they wanted to continue with the pilot even in
this particular situation, and all agreed. Thanks
to the constant feedback they gave to technicians
and thanks to the use of the MLS, we were able to
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provide support and allow the users to successfully
complete the pilot.

Moreover, user ITA-2 explicitly requested to have
the system on and remotely maintained even after
the official pilot period. This user was particularly
engaged with the robot and was happy to “seeso
the robot wandering around the house”. Overall,
the user kept the system and the robot active for
two additional months after the end of the pilot,
providing positive feedback and reporting that the
system and the presence of the robot, “was of great
support during the difficult time”.

6.4 Robot Acceptance Questionnaire 1320
At the end of the evaluation period, our users were
asked to answer a set of questionnaires related
to their experience (using a 1 to 5 Likert scale,
with 1 for “Strongly Disagree” and 5 for “Strongly
Agree”). The questionnaires were developed, along
with the clinical partners of the project, to eval-
uate each component of MoveCare and their ac-
ceptability with the goal of immediately identify-
ing improvement actions for each of them. Addig,,
tional standardised questionnaires were adopted to
evaluate the system as a whole and are reported
in [29]. Table 4 shows the results gathered through
the questions pertinent to the robot. A full report
of the questionnaire answers, provided for comple-
tion and clarification purposes, divided by pilot
country is in Appendix A, Table Al.

The proposed framework, with the use of the
MLS to provide remote support, allowed partici-
pants to report feeling safe and comfortable both
during robot navigation and during human-robot
interaction, as can be seen from the answers pro=*
vided to questions Q[1-5]. Despite the size of the
robot, the users did not feel that it was intrusive
(Q5) or that it was a danger to their apartment
(Q4). This suggests that a more conservative be-
haviour ensuring safe navigation is appreciated by
the end-users. From the answers in Table 4, it can
be seen how the robot was accepted by the users,
who understood and positively evaluated the robot
behaviours. As an example, User ITA-5, even after
the critical events reported in the previous section,
answered with the highest mark to questions Q[1sso
5]. Despite these positive remarks, users reported
that the robot should be more helpful and respon-
sive, highlighting that there is still work to do to
meet the needs of the potential end-users of SAR-
based systems.
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In particular, by comparing the results of the
quantitative data collected during the pilot and
the data of the questionnaire, it is easy to see that
there are some discrepancies. Indeed, the questions
related to the navigation and approach capabili-
ties of the robot are consistently rated very high
by users (Q1, Q2, Q4), even though they were not
always performing correctly. We can see that, even
if navigation sometimes failed or took a long time
to be completed, users always felt safe and com-
fortable around the robot while it was navigating.
This was reflected in a high evaluation of the robot
as a whole, as the perceived safety of the robot nav-
igation made sure that the users would not worry
about the robot moving, thus accepting their pres-
ence. On the other hand, while they also felt com-
fortable when interacting with the robot and the
HRI module performed better in terms of failed
interactions, delays in communication and slow re-
sponsiveness detected by pilot users made it so
that the robot interface received generally lower
scores (Q10, Q13, Q15), with the lowest scores
given by the oldest participants. This underlines
how important the trade-off between performance
and user requirements is, and how valuable the
work of integrating the users’ feedback in the de-
velopment of SAR is. It also suggests that users
are generally less lenient towards the HRI module
of the robot, which is more susceptible to minor
issues with respect to other core functionalities of
SARs, as also underlined by the case studies of the
previous section.

Furthermore, we have investigated (using Mann-
Whitney U Test) whether the country of the pilot
affected the results of the questionnaire, without
finding any statistical significance when analysing
the answers by country. This could be due to the
very small sample (5 Italian users and 5 Span-
ish users). Looking at the answers in Table 4 it
could be seen that the answers to Q6 are the ones
that change drastically by country. This is proba-
bly due to the fact that that particular question is
somewhat ambiguous, especially in its translation
in Italian and Spanish, a fact that we noticed only
ex-post.

Overall, our system was positively evaluated
and its usefulness was understood by prospective
users. To further sustain the need for the robot in
such contexts the reader is referred to [29], where
we show how the robot had a major impact in the
total usage of the system.
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Question | MITA MESP | M
Q1 While the robot is navigating, I am feeling safe 5 5 5
Q2 While the robot is navigating, I am feeling comfortable 5 5 5
Q3 The robot is not intrusive during the environmental exploration 4 3 3.5
Q4 ‘While the robot is navigating, I am not feeling in apprehension for the objects in the house 5 5 5
Q5 I don’t feel pressured when the robot approaches me 5 5 5
Q6 Autonomous robot navigation helps me in everyday life tasks 1 4 2
Q7 I clearly understand when the robot is approaching me 4 4 4
Q8 The robot detects me quickly 2 4 2.5
Q9 The presence of the robot helps me in managing emergency situations with a lower level of anxiety 3 4 3
Q10  Vocal interface is responsive to my inputs 2 4 3
Q11 Vocal instructions provided by the robot are clear 4 5 4.5
Q12  Vocal reminders provided by the robot are clear 4 4 4
Q13 I can easily interact with the robot through vocal commands 2 3 2.5
Q14 T am feeling comfortable when interacting with the robot 3 4 4
Q15 When interacting with the robot, I don’t perceive delays between its requests and its answers 2 2 2
Q16 I think that the feedback from the robot should be more informative 4 3 3.5

Table 4: Robot Acceptance Questionnaire. M is the Median, divided per country in ITA and ESP.

7 Lessons Learned and Discussion 1390
The experience obtained during our long-term ex-
perimental campaign, supported by our MLS tool,
allowed us to improve several features of the sys-
tem. Table A2, in Appendix, provides notable ex-
amples of such improvements, together with their
rationale, in the attempt of providing useful hints
for future practitioners in the field. In this section,
we try to generalize from those examples, and the
results presented above, by providing a discussion
around the lessons we learned and open questions,

7.1 Pilot Organisation and Testing

Preliminary experimental campaigns are a precon-
dition to a robust system. The prepilot testing de-
scribed in Section 5 allowed us to refine several
components of the system into more robust solu-
tions, revealing unexpected contingencies and tak-
ing into account the feedback from users. Nonethe-
less, critical situations proper of a long-term de-
ployment had a very low probability of occurring®
during these tests. For example, the night failure
described in Section 6.3, was due to a combination
of factors: a false detection of a call for help, an
unreachable user, and the night time. An appropri-
ate system response had been designed and tested
for each of these factors individually. However, the
occurrence of all of them at the same time is very
unlikely in the short term, and it did not happen
during any of the prepilots. The likelihood of such
events becomes non-negligible as the deployed sys-
tems in the home of end-users become increasinglyso
complex, integrated, and employed for longer peri-
ods of time. The availability of well-defined meth-
ods, perhaps supported by benchmarks, to deal
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with such complex combinations of events is cen-
tral to acceptability but still an open problem for
mobile SARs research.

The MLS has played a primary role in closing
the loop between the users and supervisors of the
system. It allowed us to remotely intervene on spe-
cific issues (a crucial capability at the beginning
of the COVID-19 pandemic, where users’ houses
could not be visited) and understand unexpected
events (such as those described in Section 6.3). Ul-
timately, this gave us additional knowledge on the
challenges SARs must face in the long-term use.

One additional feature of the MLS is its possi-
bility of being accessible not only to system design-
ers but also to external non-expert operators. The
campaign we carried out in Italy was managed by
researchers who contributed to the system design
and, therefore, had a deep understanding of it. In-
stead, the Spanish pilot was managed by external
contractors who did not participate in the devel-
opment of the system and were only briefed about
it in a couple of sessions. These contractors, espe-
cially during the initial phases of the study, relied
heavily on the MLS not only to supervise the sys-
tem, but also to learn about its functionalities and
limitations. At the end of the study, they quoted
the MLS as an essential tool.

Finally, it is also important to highlight the
intrinsic ethical challenges that a data harvesting
process like the one operated by the MLS raises
in the domain of assistive technologies for wel-
fare [40]. We did not perform any additional rea-
soning or pattern analysis, but only provided an
interface for logged data.
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7.2 The Technical Side

Most of the effort spent developing a SAR goes into
functionalities for task execution such as naviga-
tion or user detection. However, our study brought
to light an obvious but underestimated issue, namefy
that the vast majority of operational time is not
spent performing any of such tasks. Instead, the
robot spends almost all of its time in an idle sta-
tus, waiting (see Table 3). This is a consequence
of the long-term setting, where interventions nat-
urally assume a profile characterized by some tem-
poral sparsity, in part due to the combination of
the system’s long persistence and its requirement
of not being too invasive. While it is true that the
robot is not supposed to perform any task (loey’go
sides charging) while idle, the extensive duration of
the idle time increases the chances of unexpected
events to which the robot may have to respond,
restoring its operative condition or exiting the idle
state (e.g., in case of a call for help). For exam-
ple, the robot might disconnect from the docking
station, or a power or internet outage might oc-
cur. These events are challenging not only to fore-
see, but also to model and detect. Even though
the robot should ideally be able to autonomously™”
recover from such events, in practise it is often im-
possible. Interestingly, we noted that most of the
critical problems reported by the users were re-
lated precisely to such unexpected events. These
findings highlight the importance of not only devel-
oping the intended tasks of the system but also ex-
plicitly modelling for unexpected events and care-
fully devising robust recovery behaviours.

An example of an unexpected yet particularlys,
important critical issue for our platform was the
lack of stable internet connectivity. While in pre-
liminary testing this feature was taken for granted,
we quickly discovered how encountering issues with
it significantly jeopardised the robot’s performances.
The vocal interactions with the users were particu-
larly affected by connectivity problems, as they in-
troduced a substantial delay in speech recognition
that caused the interactions to be characterised by
long pauses from the robot. This problem was parg,
ticularly perceived by the users, as reflected in the
answers to the questionnaire in Table 4, Q12 and
Q15. This issue was particularly critical (leading to
the only drop-out from the study) as it was not un-
der our control and, consequently, not fixable. As
a result, we introduced several countermeasures to
cope with this issue, without being able to fully
solve it.
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7.3 Explainability and Acceptability

Much effort has been spent in making the inter-
actions between the user and the robot during in-
terventions as much intuitive and easy as possi-
ble. However, we realised that interactions were
also taking place when the robot was in an idle
state or in a self-management task. A frequent ex-
ample was the robot remaining immobile for sev-
eral minutes since the path to its docking station
was blocked (by the user, by an object, ...). In
these cases, users often believed that the robot was
not working. Adding explainability to these be-
haviours, while ensuring that the robot did not be-
come too intrusive, is a desirable feature for which
no clear solution is available. One possible approach
is to let the robot itself notify the user of its fail-
ures, for instance when it lost its localisation.

We also learned an important lesson about ac-
ceptability. While a good performance in all the
robot’s abilities is essential, these abilities are not
viewed equally by the users. Examples are naviga-
tion and human-robot interaction abilities, as ex-
plained in Section 6.4. The user’s perception must
be taken into account when interpreting other quan-
titative performance metrics. Consider, for exam-
ple, robot navigation. Our study highlighted how
users cared about not feeling threatened by the
robot’s movement. Our navigation module, whose
initial performance was satisfactory, did not ac-
count for such a factor despite having a remark-
able impact on it. Our proposed solution was to
improve the navigation module to obtain conserva-
tive paths, followed slowly, and without hazardous
movements. Instead of taking risks, the robot pre-
ferred choice was to try to find safer paths, eventu-
ally resorting to recovery behaviour or stop mov-
ing, asking the user for help.

As a result, robot movements were perceived
as more predictable and the platforms were able
to not cause any damage in the users’ apartments.
As discussed in Section 6.4, this was appreciated
by users. However, such a conservative policy in-
creased the chances of the robot being stuck dur-
ing navigation, a situation that could have been
avoided had users’ perception not been taken into
account. Nevertheless, this seems not to have neg-
atively impacted robot acceptability.

7.4 Long-term HRI

Having a robot “living” with users for several weeks
allowed us to reason about the impact of SARs
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human-robot interaction in the long term. The pos-
itive remarks made by our users in the question-
naire and their feedback during the campaign sug-
gest how SARs could be positively perceived even
after the initial novelty effect. One key factor that
contributed to this was the robot’s overall discreet
presence: the number of performed interventions
per day had always been kept low and their exe-
cutions took place only in working hours.

This finding is somehow in contrast with recent
trends, where SARs are presented as persistent
companions that engage frequent and sustained in-
teractions. Our observations, instead, indicate how
adaptability trumps the enforcement of schedules.
A robot that can adapt its behaviour to the daily
living habits of its users by performing a few well-
targeted interventions per day can be better ac-
cepted. This is supported also by the common re-
quest made by the users to have the possibility of
explicitly request the services of the robots (e.g.,
asking the robot to reach them, or to go some-
where) alongside the interventions triggered by thesso
system.

7.5 Robot Performance

On several occasions, the robot lost its localisation
and undertook recovery behaviours to restore it.
Most of the time, however, this was not sufficient,
and the robot was forced to ask the assistance of
its user. Understanding the causes of these events
is of paramount importance. 1500
A first cause can be ascribed to the users: some
of their actions could increase the difficulty for
the robot to complete a task. The most typical
example was that of the user blocking the path
of the robot. Another reason that made localisa-
tion struggle was the presence of challenging ar-
eas in the apartments. Specifically, these were re-
gions with dynamic features (objects or furniture
that was frequently moved) or parts of the maps
that were very similar to others. Fig. 14 showsso
an example of this. On the right, it can be ob-
served where the robot wrongly localised itself re-
peated times in a challenging area around table
and chairs. Although the location is clearly iden-
tifiable, the actual specific reasons for the lost lo-
calisation are not ascertained. Identify and mod-
elling them could significantly increase robustness
and stability, and represents an intriguing future
direction for research. As we have already pointed
out in Section 7.3, one of the central challenges isso
the assessment and even the definition of failures,
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Fig. 14: User ESP-1. This robot lost its localisation
68 times in 1440 m covered.

successes, and robust performance, where the pro-
cess of taking into account the user’s perception
cannot be neglected.

7.6 Learning from Failures

During the deployment of the system, we observed
how most of the interventions were not only suc-
cessful but also quick: the robot was able to quickly
find the user and approach them reliably using
a combination of environmental sensors and com-
puter vision. Failed interventions were usually much
longer, with the robot wandering across different
rooms in search for the user, a search that ulti-
mately did not succeed. It is impossible to deter-
mine whether these failures were due to an error
in the user’s localisation from the environmental
sensors, a failure in detecting the user through the
robot’s camera, or a combination of both. This ob-
servation opens different paths for future develop-
ment. First, since finding the user reliably is of
paramount importance, particular care must be
taken with methods and algorithms enabling ro-
bust user detection. This is even more important
as an incorrect detection leading to a failed inter-
vention turned out to be particularly costly since
the robot travelled abundantly, thus increasing the
chances of getting stuck, running out of battery,
or experiencing other motion-related failures. The
data depicted in Fig. 15 support this considera-
tion. In Fig. 15, we show the number of times the
robot was able to detect a user, the number of
times it tried to approach them, the number of
rooms traversed by the robot while searching for a
user, and the time it spent navigating for both suc-
cessful and failed interventions. It can be seen that
in failed interventions, the robots almost never de-
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Fig. 15: Robot activities during successful and
failed interventions. 1060

tected or approached the users but spent a lot of
time navigating.

In general, if the intervention has to fail, it is
better for it to fail quickly. Recovery behaviours
are the key to this. In our system, if the robot
could not find the user in the room indicated by
the user-location module, its recovery behaviour
would be to roam all the other rooms in search
for them. Our deployment has, however, shown
that this is unlikely to succeed. One improvcmcntl;ﬁ
could hence be for the robot to drop the interven-
tion after a predetermined amount of time, letting
the VC reschedule the intervention later. More-
over, improved versions of the system could also
maintain estimates on the typical success rate of a
given intervention through time. In this way, the
robot can properly evaluate, in an online fashion,
the chances of success and the cost of multiple re-
peated attempts and act accordingly.
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8 Conclusions 1680

In this work, we presented the results obtained in a
long-term experimental campaign during which a
fleet of SARs was used to support and assist older
adults living independently and alone. We showed
how the effort put into the different steps needed to
develop such complex platforms led to robust sys-
tems that performed adequately in both labs and
apartments for older adults. Importantly, we show
how prepilots were fundamental to begin integrat-
ing user feedback into the development of SARs for
a longer and successful campaign. We also showed
how a system that provides remote supervision of
an autonomous SAR-based system increased itsso
level of control and explainability and, ultimately,
improved the acceptance and confidence of the end-
users. The emerging feedback loop between users,
technicians, and caregivers initiated by the Moni-
toring and Logging System revealed fundamental
for the success of the experimental campaign, both
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in its function of reassuring the users and diagnos-
ing newly discovered issues, which could therefore
be fixed. Additionally, we leave to the community
a series of lessons learnt that we hope could act as
guidelines for the future advancements of SARs.
Future work will investigate the possibility of per-
forming online anomaly detection (e.g., as we did
in the preliminary work of [2] using prepilot data)
and resolution of critical events and learning from
robot experience to improve their long-term auton-
omy, as discussed in Section 7.6. Despite the prob-
lems encountered during the pilot, the campaign
was a success and gave us great insights on the fu-
ture development of mobile assistive robots. This
work represents an additional step leading towards
the widespread adoption of SARs for independent
living.
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A Appendix

We report here the full Robot Acceptance questionnaire, with the answers collected from the 10 pilot participants (5 Italian
and 5 Spanish).
The question legend is the following:

— Q1: While the robot is navigating, I am feeling safe

— Q2: While the robot is navigating, I am feeling comfortable

— Q3: The robot is not intrusive during the environmental exploration

— Q4: While the robot is navigating, I am not feeling in apprehension for the objects in the house
1930 — Q5: I don’t feel pressured when the robot approaches me

— Q6: Autonomous robot navigation helps me in everyday life tasks

— QT7: I clearly understand when the robot is approaching me

— Q8: The robot detects me quickly

— Q9: The presence of the robot helps me in managing emergency situations with a lower level of anxiety

— Q10: Vocal interface is responsive to my inputs

— Q11: Vocal instructions provided by the robot are clear

— Q12: Vocal reminders provided by the robot are clear

— Q13: I can easily interact with the robot through vocal commands

— Q14: I am feeling comfortable when interacting with the robot
1040 — Q15: When interacting with the robot, I don’t perceive delays between its requests and its answers

Question  ITA-1 ITA-2 ITA-3 ITA-4 ITA-5 ESP-1 ESP-2 ESP-3 ESP-4 ESP-5 ‘ ITA ESP ALL
Q1 5 3 5 2 5 4 5 5 3 5 5 5 5
Q2 5 2 5 3 5 4 5 5 4 5 5 5 5
Q3 5 2 5 2 4 3 4 3 4 3 4 3 3.5
Q4 5 2 5 2 5 5 5 5 4 5 5 5 5
Q5 5 3 5 5 5 4 5 5 4 5 5 5 5
Q6 1 3 1 1 1 1 4 4 4 4 1 4 2
Q7 5 2 2 4 4 3 5 4 4 5 4 4 4
Q8 5 3 2 1 1 4 2 1 4 4 2 4 2.5
Q9 2 3 3 1 5 1 3 4 4 4 3 4 3
Q10 5 3 2 1 2 4 4 3 4 2 2 4 3
Q11 5 3 5 3 4 4 5 5 4 5 4 5 4.5
Q12 5 2 5 3 4 4 1 5 4 5 4 4 4
Q13 5 2 1 1 2 4 1 3 3 3 2 3 2.5
Ql4 5 2 3 3 4 4 2 5 4 4 3 4 4
Q15 5 3 2 1 2 3 5 1 2 2 2 2 2
Q16 2 5 2 4 4 4 3 3 3 5 4 3 3.5

Table Al: Full Robot Acceptance Questionnaire per user. ITA is the median over the Italian users’ answers;
ESP is the median over the Spanish users’ answers; ALL is the median over all participants.
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Issue | Fix | Method
Robot moving at night No intervention from VC between 19:00 and 9:00 prepilot
Robot does not talk nor performs intervention between 22:00 and 9:00 MLS
Robot screen active at night ‘ Robot screen turned off automatically between 22:00 and 9:00 ‘ MLS
Robot moving when user away Testing user localization method to avoid false positives prepilot
Discovery of IoT sensor fault MLS
Explanation of robot behaviour in corner cases MLS
Robot loses contact with docking while idle | Robot tries to restore contact moving forward | MLS
Robot tries a new docking attempt MLS
Robot discharging due to nav. failure Robot turn off for safety reason when low power at night MLS
Robot tries multiple docking attempts after timeout during day MLS
Robot send "last wish" message to other component to signal issue MLS
HRI unable to detect speech Robot suggests to use buttons for "Yes" and "No" instead prepilot
Change of HRI dialogues to improve clarity MLS
Robot checks for connectivity and cancels intervention if issues MLS
Robot can move but not dock while its dark Robot turns off for safety if discharging happens at night MLS
Robot turns off at critical battery level to preserve batteries MLS
Light with movement sensors placed on top of docking station to assist dock- | MLS
ing maneuver with limited visibility*
Unstable internet connection Robot keepalive message to check connectivity MLS
Robot performs docking and cancels intervention if no internet connectivity MLS
Robot signals to user (voice + message on display) internet connectivity issues | MLS
Narrow passages (e.g., door half-closed) Development of a navigation assistant prepilot
Change topological poses location in robot map to improve navigation after | MLS
inspection
Robot failing to return to docking station Add multiple docking attempts after timeouts and failed docking prepilot
Robot keepalive message to check connectivity MLS
Robot turns off for safety if discharging happens at night MLS
Robot turns off at critical battery level to preserve batteries MLS
Robot lost localization Recovery behaviour to restore localization prepilot
Reinitialize localization when at docking station prepilot
Robot ask to the user for help and to be moved to docking station prepilot
Robot asks "weird" spot questions \ Removed spot questions about confabulation as are signaled as "weird" \ MLS
Robot performs several similar intervention in a row ‘ Check VC for issues and bug fix ‘ MLS
Robot stuck in a location for a few minuts ‘ Inspect events via MLS and explain to user ‘ MLS
Robot ask intervention too early in the morning Add constraint to the VC policy MLS
Add redundancy costraint to the robot policy MLS
Robot WM intervention HRI inconsistent Change of HRI dialogues of WM interaction MLS
Fix intervention scheduling time MLS
Robot CT intervention triggered every day ‘ Check VC policy and bug fix ‘ MLS
Robot multiple navigation failure ‘ Inspect log and change topological poses location ‘ MLS
Users ask to send command to robot ‘ Users can ask to the robot to "Come here" using microphones* ‘ MLS
Microphones trigger too many CH ‘ Robot asks to the user to confirm CH ‘ MLS

Table A2: A partial list of issues that emerged during the long term deployment, with the countermeasures
implemented to fix them, reduce their impact, or limit their occurences. With Method, we indicate how we
discovered empirically the issue in first place, either during preliminary testing (prelilot) or following the users’
feedback (MLS). Items signaled as * were implemented and tested but not deployed during pilot for safety
reasons during the COVID-19 pandemic, as they were designed as later improvements for the last part of the

pilot.
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