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Abstract—Recently many research efforts have been devoted to
image annotation by leveraging on the associated tags/kepwds £
of web images as training labels. A key issue to resolve is the "=+ -
relatively low accuracy of the tags. In this paper, we propos a =y
novel semi-automatic framework to construct a more accurag
and effective training set from these web media resources ifo
each label that we want to learn. Experiments conducted on a
real-world dataset demonstrate that the constructed trairing set
can result in higher accuracy for image annotation.

Index Terms—Training Set Construction, Web Image, Anno-
tation.

I. INTRODUCTION

Recent years have witnessed the proliferation of socie
media and the success of many photo-sharing websites, su st
as Flickr and Picasa. These websites allow users to rateagnd 1=~ -
the shared images. For multimedia research, several methou
were proposed to annotate images by leveraging on these W@b1. The top-retrieved results by searching “tiger” ificki. The images
images and their associated tegs [16] [12]. In these appesac marked with red rectangles are incorrect results.

a key problem affecting the annotation performance is that t

tags are too “noisy’[[12]. Fid.]1 shows the top-retrieveditess o ) .

by searching “tiger” in Flickr. We can see that the image%atlsﬂed. Thus we only need to consider how to satisfy the
marked with red rectangles do not really describe the tiger 'St Property. _ _

want to search. They were retrieved here due to that they ard this paper, we propose a novel semi-automatic framework
subjectively tagged with “tiger”. However, for objectivaage with minimal .human effo_rt to_constru_ct an effectlve.tralgnp
auto-annotation, we need the training labels that acdyrat&et from the image-sharing sites for image annotation.eSinc
describe the objective aspects of the visual content in tRB image is relevant to a certain label iff the label dessribe
images. the content of one or more regions in this image, we first

Research attention has also been paid to refine the t8§gMent each image into regions. We then employ locality
for the web images [17]. Actually, for learing-based imagefnsitive Hashing (LSH) [2] to find the most possibly relevan
annotation, we do not need to correct all the tags associa{ggions (region candidates) of a given label efficiently. We
with the images, since there is an extremely huge amountdfther conduct simple human interactions to approve vgreth
tagged images in the web. Instead, we just need to constritg clusters of region candidates are relevant to the given
an effective training set for each label that we want to learf#P€l- Here Hashing ensures the efficiency and the minimal
It requires two properties for the training set of each labdfuman efforts guarantee the effectiveness of the proposed
(i) the constructed set should have a large enough numberT@mework. Although there are several approaches(ut@zm
images that are objectively relevant to the given label: @ipd the web resource as training datal[14] [31[1L] [3] [9][12]
the samples in the constructed set should have diverse Id&): they did notconstruct more accurate training set from
level features. In our scenario, since the images are cgawlé€b resource for image annotation and search.
from a huge web resource, the second property can easily be

1. THE PROPOSEDFRAMEWORK
J. Tang is with the School of Computer Science and Technpldgyjing ; ; i
University of Science and Technology, 210094, Nanjing, n@hi(email: Fig. [ illustrates the proposed framework for training set

tangjh1981@acm.org); construction. We summarize the flowchart as follows:

S. Yan is with the Department of Electrical and Computer Engi 1) \We crawl a huge amount of images and their associated
neering, National University of Singapore, 117576, Simgap (email:

eleyans@nus.edu.sg). tags fr_om |ma}ge—shar|ng sites, su_ch as Flickr anq Picasa.
T.-S. Chua is with the School of Computing, National Uniitgrsof 2) Each image is over-segmented into several regions and

Singapore, 117417, Singapore (email: chuats@comp.nusgd each region is described with several low-level features.
R. Jain is with the Department of Information and Computereigm®, H decided he i d

University of California, Irvine, 92697, CA, USA (email:ifg@ics.uci.edu). ere we decided to segment the Images due to two

Manuscript received ***, 2011. reasons: i) most of the labels attached to the images


http://arxiv.org/abs/1107.2859v1

% thoue “tiger” & Hash table
s | ra
FAY 10010 | TP @20 ...
(v o W/ L
Tag Matching \ - ;||I\ | LSH S RUICTH N o QI S
\— 10111 1 rrrrr

Over-
Segmentation

“ . "1\
f E '_ \ candidate
- ra . y hins
e

Approver
-

selection

b Y
| b =
| ——

e ——1 i
v ==
Y Y . L

o Colla, 'ckl
Relevant Approved regions i

Images —

Selection o o
- |; \I
: \ /

Qutput \ \ /

Web Image Corpus

A ——

Fig. 2. The flowchart of the proposed framework.

3)

correspond to the regions but not the whole images; and
i) region features corresponding to a particular label are
more consistent than the global features, thus are more

suitable for fast and rough clustering with Hashing.  ~~ "~ "~~~ -~~~ oo e
Given a label, we construct its training set as follows: "'-‘ ? S—

(&) We map all regions of the candidate images into

different bins by LSH. Here the candidate images meaf 3. gxemplary regions related to “flowers” and “sunsgt3]
the images that have the given label in their tag lists.

LSH is used for efficient rough clustering since the size

of web image collection is very large. clusters are selected as the relevant images.

(b) We take the number of regions and the variations pjterent from the typical applications of LSH for indexing
of features in each bin as measures to select the mgptast nearest neighbor search of samples, in our framework
appropriate bins related to the given label. In our Xye adapt LSH to coarse clustering. LSH is based on the
periments, we simply select the largest bins since it igmple idea that, if two points are close together, thenrafte
generally believed that the images, which are relevagt«projection” operation these two points will remain close
to a certain label, will have many similar regions. Hergygether. It means that the Hashing may not be able assign all
we select the bins starting from the largest and stQfmijjar samples into the same bucket, but the samples @sbign
when the total number of regions in all the selected bifio the same bucket are generally similar. Thus it can bd use
exceeds twice the number of the candidate images. g coarse clustering while it is very efficient. Here theesiz
collage the regions in each bins to request the usersdgpine region corpus is very large and clustering them with
approve whether the bin corresponds to a backgrounghymal methods (such as Kmeafs [7] and spectral clustering
H_ere the user feedbacks are rgquested to remove Ia[g@]) are quite time-consuming.

bins related to background regions. ~ When we present the clusters to users for approval, we
(c) We cluster the regions in the selected bins infgeeq to collage the regions of a cluster into a big picture.
different clusters. We then collage the regions in eaghe only collage the regions, it is still difficult for usets
cluster to request the users to approve whether the clusifntity the corresponding label. Fig. 3 illustrate an epten

is relevant to the given label. Here the user approval$\yhich the 8 regions are respectively extracted from difie
ensure the accuracy. While they are only conducted @fages related to “flowers” and “sunset”. We can find that the
the clusters of most possibly relevant regions, thus mafiers cannot even differentiate which region correspoads t
human efforts are saved. Affinity propagation [S] is usegich label. According to the discussion i [6] that “cortten
in the experiments for sophisticated clustering. without context is meaningless”, the contextual informati
(d) The images including the regions in the approveghoyid also be provided for user labeling. To this end, we

SI9MO|)
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Fig. 4. The comparisons of the label accuracies before aed thfe construction.

collage the whole images instead of only the regions for userWe also use the constructed training set to annotate the
labeling. Similar approach was also used in fast manual émaignages in the testing part by using the simp{enearest
annotation [[18]. However, here we only need to collage alkeighbors k-NN) method on the 81 labels. For comparison,
the images but do not need to differentiate the target ragiome set up a baseline method also uskdIN but without
and the contextual regions. Because even if the targetniegioising the constructed training set; instead, the positinepes
are not related to the given concept, we still approve tteee sampled from the candidate images in the development
corresponding images as relevant if the contextual regio@s part with the same number as the constructed set. For both
related to the concept. methods, the negative samples are randomly sampled from
The region features we used in this work include coldhe rest of images in the development part. And for both
correlogram, color moment, region shape and region positi@pproaches, we run the experiments three times and average
Recall the exemplary regions in Figl 3, the human cannidte results.
even discriminate them. Thus it is impossible to discrirena We compare the accuracies of training labels before and
them by automatic clustering only according to the regioafter the construction in Fid.4. We can see that after the
features. To handle this problem, we also utilize the globtRining set construction, the accuracies of the trainaizpls
features as context for clustering. Thus the detailed m®cémprove significantly compared to the initial tags, whileeth
of clustering is as follows: i) for each given cluster, wetfirsaccuracies of several labels even approaches 100%. [Mable |
cluster it into several smaller clusters by affinity propgma gives the quantitative analysis of the constructed trajrset.
on region features; and ii) we then further cluster eachinbta The average number of images in the constructed set for each
cluster into three smaller sub-clusters by Kmeans, where Vadel is 457, while the average construction rate (the numbe
represent each region by its corresponding image featwes. of images in the constructed training set divides the number
use Kmeans but not affinity propagation here because we ne@édcandidate images) is 31.8%. After the construction, the
to control the cluster number. We set the cluster number meeafl precision of the training labels improves from 54.2% to
three because it is observed that in most cases the simi&r1%. Fig[h compares the average precisions (AP) [1] of the
regions of a given region correspond to at most three labetginotation results obtained lyNN using the constructed set
The global image features we used here are color histogragtsus the baseline results. The mean average precisioR\MA
and edge direction histogram. on the 81 labels is 0.087, which has an improvement of 19.2%
The framework can only be used to construct the positi@er that of the baseline. From these results, we can see that
part of the training set for each label. We randomly samptBe proposed framework is able to construct more accurate
the irrelevant images from the rest of the original imagelpoand effective training sets for image annotation, espigooal
to form the negative part. those labels that are difficult to learn (bottom part of Eijy. 5
However, we can also see the average number of approvals by

users is 37 for each label. Thus there is still room to improve
Ill. EXPERIMENTAL EVALUATION the efficiency.

To evaluate the proposed framework for training set con-
struction, we conduct experiments on a real-world dataset V.- CONCLUSION AND FUTURE WORK
NUS-WIDE [4] on 81 labels. The dataset is divided into two In this paper, we proposed a novel framework to construct
parts: development part, which contains 161,789 images, &hmore accurate training set from the image-sharing sites fo
testing part, which contains 107,859 images. We consthect t
training set from the development part.

Here “mean” is equal to “average”. We use it to differentiaith “average precision”, which has a specific definition
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Fig. 5. The comparisons of the average precisions

TABLE |
QUANTITATIVE ANALYSIS OF THE CONSTRUCTEDTRAINING SET

Average Number of Images 457
Average Number of Approvals by Users 37
Average Construction Rate 31.8%
Mean Precision Improvement 54.2%75.1%
Test MAP Improvement 0.07/30.087

of legmiith the constructed set and the baselines.

[5] B. J. Frey and D. Dueck. Clustering by passing messagegeka data
points. Science, 315:972-976, 2007.

[6] R. Jain and P. Sinha Content without Context is MeansgleACM
Multimedia, 2010.

[7] T.Kanungo, D. M. Mount, N. S. Netanyahu, C. D. Piatko, Rv&man,
and A. Y. Wu. An efficient k-means clustering algorithm: Aysit and
implementation. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 24:881-892, 2002.

[8] X.Li, C. G. M. Snoek, and M. Worring. Annotating Images biarness-

ing Worldwide User-Tagged Photos. IEEE International Conference
on Acoustics, Speech, and Sgnal Processing, 2009.

image annotation. The key-point of this work is to constru¢d] X.Liand C. G. M. Snoek. Visual Categorization with NeigatExamples

several training samples by one user feedback. Experlme[%'?for Free.
conducted on the NUS-WIDE dataset had demonstrated

effectiveness. However, in this framework, more sophastid

bin selection strategies can be designed to improve the e

ciency, and more representative contextual informationbz
incorporated into framework to improve the effectivendas.

the future work, we will work on these two points to improve

the performance while reduce the human effort.

REFERENCES

[1] Trec-10 proceedings appendix on common evaluation ureas
http: //trec.nist.gov/pubs/trec10/appendices/measures. pdfl

[2] A. Andoni and P. Indyk. Near-optimal hashing algorithfosapproximate
nearest neighbor in high dimensior@mmunications of the ACM, 51(1),
2008.

[3] S.-F. Chang, J. He, Y.-G. Jiang, E. E. Khoury, C.-W. Ngaq, Yana-
gawa, and E. Zavesky. Columbia University/VIREO-CityUMR
TRECVID2008 High-Level Feature Extraction and InteraetiVideo
Search. TRECVID report, 2008.

[4] T.-S.Chua, J. Tang, R. Hong, H. Li, Z. Luo and Y.-T. ZhehJS-WIDE:
A real-world web image database from national universitysiofapore.
ACM Conf. on Image and Video Retrieval, 2009.

INACM Multimedia, 2009.

A. Y. Ng, M. I. Jordan, and Y. Weiss. On spectral clusigri Analysis

ItS and an algorithm. IMdvances in Neural Information Processing Systems

14, 849-856. MIT Press, 2001.

A. T.Setz and C. G. M. Snoek. Can Social Tagged ImagesCaidcept-
Based Video Search?. IEEE International Conference on Multimedia
& Expo, 2009.

[12] J. Tang, S. Yan, R. Hong, G.-J. Qi and T.-S. Chua. Infigrsemantic

concepts from community contributed images and noisy tag&€M

Multimedia, 2009.

[13] J. Tang, Q. Chen, S. Yan, T.-S. Chua and R. Jain. One Pérabels
One Million Images.ACM Multimedia, 2010.

[14] A. Ulges, C. Schulze, D. Keysers, and T. M. Breuel. Idgmg Relevant
Frames in Weakly Labeled Videos for Training Concept Detect
International Conference on Image and Video Retrieval, 2008.

[15] A. Ulges, C. Schulze, M. Koch, and T. M. Breuel. Learnimgtomatic
concept detectors from online video.Computer Vision and Image
Understanding, 114(4), 2010.

[16] X.-J. Wang, L. Zhang, X. Li and W.-Y. Ma. Annotating imeg by
mining image search results.|[EEE Trans. on Pattern Analysis and
Machine Intelligence, 30(11), 2008.

[17] H. Xu, J. Wang, X.-S. Hua and S. Li.
LDA. ACM Multimedia, 2009.

[18] S. Zhu, G. Wang, C.-W. Ngo, Y.-G. Jiang. On the Samplifighteb
Images for Learning Visual Concept Classifidriter national Conference
on Image and Video Retrieval, 2010.

Tag refinement by ragaéd


http://trec.nist.gov/pubs/trec10/appendices/measures.pdf

	I Introduction
	II The Proposed Framework
	III Experimental Evaluation
	IV Conclusion and Future Work
	References

