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a b s t r a c t

In this paper a face super-resolution method using two-dimensional canonical correlation
analysis (2D CCA) is presented. A detail compensation step is followed to add high-
frequency components to the reconstructed high-resolution face. Unlike most of the
previous researches on face super-resolution algorithms that first transform the images
into vectors, in our approach the relationship between the high-resolution and the low-
resolution face image are maintained in their original 2D representation. In addition,
rather than approximating the entire face, different parts of a face image are super-
resolved separately to better preserve the local structure. The proposed method is
compared with various state-of-the-art super-resolution algorithms using multiple eva-
luation criteria including face recognition performance. Results on publicly available
datasets show that the proposed method super-resolves high quality face images which
are very close to the ground-truth and performance gain is not dataset dependent. The
method is very efficient in both the training and testing phases compared to the other
approaches.

& 2013 Elsevier B.V. All rights reserved.
1. Introduction

Face is commonly used to recognize humans. In real-
world applications, such as video surveillance, detected
faces are often of low-resolution, which makes the recogni-
tion task difficult. Face image super-resolution, also referred
to as face hallucination, is a natural solution to solve this
problem. Although in some work super-resolution and
recognition are handled simultaneously without generating
high-resolution images [1], it is still desirable to obtain a
super-resolved face image from low-resolution feed in the
case where examination or validation by human is required.

The low-resolution (LR) images can be considered as
being generated by the imaging process where the original
high-resolution (HR) images undergo blurring and down-
sampling [2]. Usually noise is introduced to further degrade
All rights reserved.
the image quality. The purpose of super-resolution is to
reverse this imaging process in order to recover the high-
resolution images from the low-resolution observations.

In the past several decades, various super-resolution
methods have been proposed. Based on the input, those
methods can be categorized into two classes. The methods
in the first class take advantage of multiple images of the
same scene and reconstruct HR images by aggregating
information from all the LR images via motion estimation
or registration [3–5]. However, these methods strongly
rely on accurate motion information. The methods for
super-resolution in the second class are based on a single
image. This class of methods has received a lot of attention
recently [6–8]. Some learning based methods try to model
the relationship between the LR face images and the HR
face images [9,10]. An example of a learning-based
approach is [11]. Recently, a joint learning approach is
proposed by Gao et al. [12] in which two projection
matrices are trained simultaneously and the original LR
and HR feature spaces are mapped onto a unified feature
subspace. This produces improved results compared to the
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neighbor-embedding based methods. A sparse neighbor
selection scheme is proposed in [13] for image SR and
achieves state-of-the-art results.

Beyond the generic super-resolution algorithms, speci-
fic approaches for certain kind of images such as face
images have been proposed [14–17]. Due to the highly
structured shape of a human face, more accurate face
super-resolution can be achieved by learning this struc-
tural information from an appropriate training dataset.
In [18], a semi-coupled dictionary learning model is
proposed with application to super-resolution and face
synthesis. In [15], a two-step face hallucination approach
is developed by first globally modeling the face with a
Gaussian assumption and then locally refining the face
using path-based nonparametric Markov random field
(MRF). Inspired by this work, a number of two-step face
hallucination approaches have been proposed [14,16,17].

As indicated in [19], the downsampling process main-
tains the structure in the image manifolds. Furthermore,
previous research has shown that face images reside on a
non-linear manifold which is linear and smooth locally
and it is commonly assumed that the manifolds of LR face
images and HR face images have a similar local structure
[20]. As a consequence, in recent years, manifold learning
has been explored by researchers to hallucinate face
images under the assumption that the manifolds of LR
and HR images have similar local neighborhood structures
[21,22,17]. These methods directly work in the subspaces
of LR and HR images using standard subspace techniques
such as the Principal Component Analysis (PCA). Com-
pared to performing reconstruction in the original input
feature space, the reconstruction is more meaningful and
reliable in the subspaces. In a different manner, Ma et al.
[23] bypassed the necessity for subspace learning by
reconstructing each small patch of a face image separately.
A fast face super-resolution method was proposed recently
by substituting the nonlinear mapping with multiple local
linear transformations [24]. Instead of super-resolving in
the image domain, a feature-domain super-resolution fra-
mework is proposed in [25] for face recognition. In the
following we describe the motivation and contributions of
the proposed approach.

1.1. Motivation and contributions

Among the manifold learning approaches, canonical
correlation analysis has been widely adopted in recent
years. Canonical correlation analysis (denoted as 1D CCA in
this paper) was first introduced in [26]. It is a multivariate
statistical model to analyze the correlation between two
sets of variables. 1D CCA finds linear combinations of the
variables in each set that have maximum correlations. The
model that 1D CCA delivers is a high-dimensional relation-
ship between two sets of variables with a few pairs of
canonical variables. There are different generalizations of
1D CCA such as kernel CCA [27], locality preserving CCA
(LPCCA) [28], and neural network based CCA [29].

There have been many applications utilizing 1D CCA and
its variants. In [30] a 2D–3D face matching method is
proposed using 1D CCA to capture the relationship between
2D face images and 3D face data for recognition. Recently
kernelized CCA has been applied in facial expression recog-
nition [31]. Xu et al. [32] proposed a multimodal recognition
scheme with ear and profile face using kernel CCA. Beyond
the face domain, 1D CCA is also broadly applied. In [33] data
fusion and group analysis of biomedical data are performed
using 1D CCA. In [34] 1D CCA is used to analyze remotely
sensed data in a geographic information system. The hand-
written character recognition is also formulated in a frame-
work with 1D CCA [35]. Recently, Li et al. [36] used 1D CCA
to maximize the intra-individual correlations for face
recognition at different poses.

In terms of super-resolution, Huang et al. [14] proposed
a face hallucination method based on 1D CCA to determine
a coherent subspace in which the correlation between the
LR and HR images is maximized. The face images are first
vectorized and projected to PCA subspace, then 1D CCA is
applied to enhance the correlation of the HR and LR image
projections. This approach tries to find the consistency
between the LR and HR face images and is able to generate
more realistic face images compared to the previous work
in [15,17]. Recently a vehicle logo super-resolution method
using 1D CCA is reported in [37] to improve the vehicle
recognition accuracy.

However, the 1D CCA was not designed specifically for
the image data. To fit the image data into 1D CCA
formulation, the image has to be first converted into a
1D vector. On the other hand, an image is inherently
represented in a 2D matrix. The appearance of an image
becomes obsolete when reshaped into a vector. To tackle
this problem, two-dimensional CCA has been proposed
and it is specifically suitable for image analysis [38]. 2D
CCA is formulated in such a manner that it takes two sets
of images and explores their relations directly without the
necessity to first vectorize each image.

For face image super-resolution (SR), as a common
routine for the data representation in manifold based SR
methods, the face images are first reshaped into vectors
and then super-resolution is performed. The reshaped
vectors have large dimensions. For computational feasi-
bility, PCA is applied [14,17]. However, in this reshaping
process the intrinsic 2D spatial structure information of
face is erased. In this paper, inspired by the 2D CCA
techniques [38], a two-step 2D CCA based face super-
resolution approach is developed that can preserve the
intrinsic 2D spatial structure of face images in the super-
resolution process. In the first step the HR face is recon-
structed. Since the reconstructed face is not rich in facial
details, we apply a high-frequency detail mask to the
reconstructed faces in the second step. Fig. 1 shows the
system diagram of the proposed approach.

More specifically, during the training in the first step,
the learned projection matrices by 2D CCA are able to
project the HR face images and LR face images into a
subspace where their correlation is maximized. When a
testing LR face image is provided, the optimal combination
of its K nearest neighbors in the LR training set is found in
this subspace. Due to the structural similarity between the
HR and LR face images, we are then able to reconstruct
a HR face image using the same K nearest neighbors in the
HR training set. In the second step, a high-frequency detail
mask is generated using the neighborhood derived in the



Fig. 1. The system diagram of the proposed face super-resolution algorithm. The training set contains HR and LR face images and they are projected to a
coherent subspace by 2D CCA in which the correlation between the HR face images and the LR face images is maximized. Given an input LR image, it is first
projected into this subspace using the projection matrices obtained in the training step. K weighted nearest neighbors in the LR training set are found that
reconstruct the input LR face with minimum error. The same neighborhood is applied to the HR training set to generate the super-resolved image. A detail
compensation step is followed by reconstructing a high-frequency mask from the high-frequency components. The final output is the sum of the
reconstructed face image and the detail mask.
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first step and added to the reconstructed face image to
yield the final output HR image. Inspired by the locality
based method [39], we process different parts of a face
independently instead of a holistic approach to further
improve the output quality.

Compared to the previous work for face image SR
including the 1D CCA based method in [14], the contribu-
tions of this paper are as follows:
1.
 This is the first paper that explores 2D CCA for face
image super-resolution. To the authors' best knowledge
this has not been done before using 2D CCA. The
proposed method demonstrates superior performance
compared to the state-of-the-art super-resolution
methods [10,14,23,8] (see Fig. 7).
2.
 The proposed 2D CCA super-resolution algorithm
works directly on the original 2D face image represen-
tation. The method is computationally efficient and it
achieves the best performance compared to the other
methods [10,14,23,8] (see Table 3).
3.
 Thorough experiments are conducted to validate the
approach, both quantitatively and qualitatively, using
comprehensive metrics including reference based
metrics (PSNR, SSIM, SVD [40]) and non-reference
based metric (DM [41]). Cross-dataset validation is also
performed (see Fig. 8). Results from the experiments
show that the approach is not datasets or image
dependent, which is crucial from practical considera-
tions (see Fig. 7). In addition, a recognition task using
the super-resolved images by the proposed method
leads to the highest recognition accuracy compared to
the other methods (see Table 2).
In the rest of this paper, Section 2 provides mathe-
matics for 1D CCA and 2D CCA. Section 3 presents the

proposed face super-resolution algorithm. The experimen-
tal results and comparisons are given in Section 4. Finally,
Section 5 concludes this paper.
2. 1D and 2D CCA

2.1. 1D CCA formulation

1D CCA was first introduced in [26]. 1D CCA finds basis
for two sets of random variables such that the correlation
between the projections of these two sets of random
variables is maximized. Given two centered (zero mean)
datasets, X ¼ fxiARm; i¼ 1;2;…;Ng and Y ¼ fyiARn; i¼
1;2;…;Ng, 1D CCA aims at obtaining two basis vectors
WXARm and WY ARn such that the correlation coefficient
ρ of WT

XX and WT
YY is maximized. The objective function to

be maximized is given by

ρ¼ CovðWT
XX;W

T
YYÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VarðWT
XXÞ

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðWT

YYÞ
q

¼ WT
XCXYWYffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

WT
XCXXWXW

T
YCYYWY

q ð1Þ

where CXX and CYY are the autocovariance matrices of X
and Y. CXY denotes the covariance matrix of X and Y.

Equivalently, the 1D CCA can be formulated as a
constrained optimization problem by

argmax
WX ;WY

WT
XCXYWY ð2Þ

subject to WT
XCXXWX ¼ 1 and WT

YCYYWY ¼ 1.

2.2. 2D CCA formulation

For some data types, such as image, the data represen-
tation is inherently two dimensions. Thus, it is desirable to
analyze data in the original 2D space without reshaping
the data into 1D vectors. Motivated by 2D Principal
Component Analysis (2D PCA) [42], 2D CCA was recently
developed in [38]. Given two centered datasets, X ¼
fxiARmx�nx , i¼ 1;2;…;Ng and Y ¼ fyiARmy�ny , i¼ 1;
2;…;Ng, 2D CCA seeks two left projection matrices
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LXARmx�d1 and LY ARmy�d1 and two right projection
matrices RXARnx�d2 and RY ARny�d2 such that the correla-
tion coefficient ρ between the two projected datasets
LTXXRX and LTYYRY is maximized. ρ is given by

ρ¼ CovðLTXXRX ; L
T
YYRY Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VarðLTXXRXÞ
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VarðLTYYRY Þ
q ð3Þ

ρ can be written in two parts as

ρL ¼
LTXC

R
XYLYffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LTXC
R
XXLXL

T
YC

R
YYLY

q ð4Þ

ρR ¼
RT
XC

L
XYRYffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RT
XC

L
XXRXR

T
YC

L
YYRY

q ð5Þ

where CXX
R

is the autocovariance matrix of XRX, CYY
R

is the
autocovariance matrix of YRY, and CXY

R
is the covariance

matrix of XRX and YRY. Similarly, CXX
L

is the covariance
matrix of LTXX, CYY

L
is the covariance matrix of LTYY , and

CXY
L

is the covariance matrix of LTXX and LTYY . The equivalent
constrained problem for 2D CCA is

argmax
LX ;LY ;RX ;RY

CovðLTXXRX ; L
T
YYRY Þ ð6Þ

subject to VarðLTXXRXÞ ¼ 1 and VarðLTYYRY Þ ¼ 1.
2.3. Difference in solving 1D CCA and 2D CCA

Note that the optimization required for 1D CCA in (2)
and 2D CCA in (6) is different. Using the Lagrange multi-
plier, the solution of the optimization problem for 1D CCA
is equivalent to the solution of the following generalized
eigenvalue problems:

CXYWY ¼ λCXXWX

CYXWX ¼ λCYYWY ð7Þ

where CYX ¼ CT
XY . However, the generalized eigenvalue

problem for 2D CCA is different, it involves the following
two sets of equations:

CR
XYLY ¼ λCR

XXLX

CR
YXLX ¼ λCR

YYLY ð8Þ

CL
XYRY ¼ λCL

XXRX

CL
YXRX ¼ λCL

YYRY ð9Þ

The projection matrices LX, LY and RX, RY are solved in
an iterative manner. At each iteration, to obtain the
updated LX and LY, RX and RY are fixed, and LX and LY are
obtained by computing the d1 largest generalized eigen-
vectors in (8). Similarly, to obtain the updated RX and RY, LX
and LY are fixed, and RX and RY are obtained by computing
the d2 largest generalized eigenvectors in (9). This process
continues until convergence when the updates from the
last iteration to the current iteration become very small.
In our experiments, LX, LY and RX, RY converge in a few
iterations.
3. 2D CCA for face super-resolution

The proposed face super-resolution approach consists
of two steps: the first step is face reconstruction and the
second step is detail compensation which further refines a
face reconstructed in the first step since a reconstructed
face through manifold learning often does not contain
sufficient details.
3.1. Face reconstruction

There are two key parts for face reconstruction using
2D CCA: training and reconstruction. During the training, a
2D CCA model is learned. For reconstruction, the learned
model is used to construct HR faces from the LR input. It is
to be noted that there exists no publication for 2D CCA for
face super-resolution and face is an important structure
with enormous number of applications. Further, we will
see in Section 4 that a 2D CCA based approach provides the
best performance compared to almost all the recently
published papers on super-resolution.
3.1.1. Training
In the training, 2D CCA is applied to find the left and

right projection matrices that project the HR and LR
images into a subspace in which the correlation between
the projections is maximized. Given the HR training set
X ¼ fxiARmx�nx , i¼ 1;2;…;Ng and the corresponding LR
training set Y ¼ fyiARmy�ny , i¼ 1;2;…;Ng, the mean faces
μX and μY are subtracted to obtain the centered datasets
X̂ and Ŷ , respectively.

The left transforms LX̂ and LŶ and the right transforms
RX̂ and RŶ are obtained by maximizing

ρ¼ CovðLTX̂ X̂RX̂ ; L
T
Ŷ Ŷ RŶ Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VarðLTX̂ X̂RX̂ Þ
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VarðLTŶ Ŷ RŶ Þ
q ð10Þ

The image datasets X̂ and Ŷ are now transformed to
PX ¼ LTX̂ X̂RX̂ and PY ¼ LTŶ Ŷ RŶ .

3.1.2. Reconstruction
In order to perform super-resolution, the LR image iLR is

provided. The LR image is projected to the subspace by

PLR
i ¼ LTŶ ðiLR�μY ÞRŶ ð11Þ

We assume that Pi
LR

can be reconstructed by a linear
combination of its K nearest neighbors in PY and the
coefficients wj's are obtained by minimizing the recon-
struction error given by

argmin
fwjgKj ¼ 1

PLR
i � ∑

K

j ¼ 1
wjPYj

�����
�����
F

ð12Þ

subject to the constraint ∑K
j ¼ 1wj ¼ 1. PYj

denotes a sample
in the LR dataset, and ‖ � ‖F calculates the Frobenius norm.
The details on solving this constrained least square pro-
blem can be found in [43].

After obtaining the reconstruction weights fwjgKj ¼ 1, the
projection of the desired HR image iHR in the 2D CCA space



Fig. 2. A face is divided into three parts corresponding to eyes region,
nose region, and mouth region. Super-resolution is performed separately
for each part and the outputs are merged together to form the high-
resolution output.

Fig. 3. Sample images from two datasets: CAS-PEAL-R1 dataset [44] (top)
and CUHK student dataset [48] (bottom).
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is reconstructed by

PHR
i ¼ ∑

K

j ¼ 1
wjPXj

ð13Þ

where PXj is the HR version corresponding to PYj .
Similar to (11), Pi

HR
is related to iHR by

PHR
i ¼ LTX̂ ðiHR�μXÞRX̂ ð14Þ

so iHR is derived as

iHR ¼ LT†
X̂
PHR
i R†

X̂
þμX ð15Þ

where † denotes the Moore–Penrose pseudoinverse opera-
tion since LTX̂ and RX̂ are not directly invertible.

The super-resolution approach for the whole face
mentioned above is based on the rationale that the same
neighborhoods are preserved in both HR dataset and LR
dataset. Instead of generating a model for the whole face,
we divide a face into three parts from top to bottom: eyes
part, nose part, and mouth part (for the aligned face
images, each part is taken within a predefined region).
The same super-resolution procedure is applied directly
with the only difference being that the training LR and HR
image pairs and the input LR image are now certain parts
of the face. The partitioning improves the global recon-
struction precision by refining local reconstruction sepa-
rately. The final result is obtained by stitching the three
independently reconstructed parts together as shown in
Fig. 2. We average the pixels on the boundaries from
different parts to generate a smooth output.

3.2. Detail compensation

During face reconstruction, the projection of the face
data into a subspace inevitably loses some information and
this is often observed as the lack of high-frequency details.
Furthermore, the neighborhood reconstruction itself is
essentially an averaging process which further smooths
the reconstruction results. To alleviate this problem, we
add a detail compensation step in order to generate faces
with high-frequency details.

For a HR image xj in the training set X, a Gaussian filter
is applied, effectively as a low-pass filter. The output ~xj is a
blurred version of the original image that mainly contains
the low-frequency (LF) components. By subtracting the
low-passed image ~xj from the original image xj, an image hj
that contains mainly high-frequency (HF) components is
generated.

The reconstruction weights are computed during the
training as in (12) to generate a HF compensation mask
icomp by

icomp ¼ ∑
K

j ¼ 1
wjhj ð16Þ

where fhjgKj ¼ 1 corresponds to the same neighborhood as
that of fPXj gKj ¼ 1

and fPYj gKj ¼ 1
, and K is the number of

chosen nearest neighbors. The final output is given by

iout ¼ iHRþ icomp ð17Þ
Similar as it was done in face reconstruction, each HF

image is divided into three parts and the three sets of
calculated weights are applied to generate the three
reconstructed HF masks. The HF masks are then combined
together to form a detail compensation mask for the
whole face.

4. Experiments

4.1. Experimental protocols

4.1.1. Face datasets
We evaluate our method on the CAS-PEAL-R1 dataset

[44] which contains face images of 1040 individuals. We
use frontal face images of these individuals with normal
lighting and neutral expression. All images are cropped
and geometrically normalized with the locations of the
eyes and mouths fixed to form the HR images of size
120�120 and the LR images of size 30�30. Thus, the
magnification factor is 4 in our experiments. We selected
images of 940 individuals for training and the rest of the
images are used for testing. As studied and pointed out in
[14] as well as found out empirically in our experiments,
the larger the neighborhood size K is, the better the results
of neighborhood reconstruction are. Therefore, in our
experiments all the training images are used in the K
nearest neighbor reconstruction. To generate the LF images,
a Gaussian filter with s¼ 0:8 is applied with a 5�5 mask.
This low-pass filtering of the image simulates the formation
of the LR image from the HR image. The selection of the
parameters for the Gaussian filter is similar to the settings
in the previous work for image SR [45–47].

In addition, we also use CUHK student dataset [48]
which contains 188 subjects with frontal faces to test our
algorithm. The images in this dataset are cropped and
aligned in the same manner. Fig. 3 shows some sample
images from both datasets.



Fig. 4. Original HR images (top), residue between the original images and
whole face based SR results (middle), residue between the original
images and part based SR results (bottom). Best viewed on screen.
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For training, the HR images are divided into three parts
of size 40�120, 48�120, and 40�120. The middle part
has 4 rows of pixels at top and at bottom overlapping with
the upper part and the lower part. The corresponding
LR images are divided to 10�30, 12�30, and 10�30.
For testing, we concatenate the super-resolved parts and
average the overlapping pixels. By averaging the overlap-
ping regions the final output is smooth and consistent (see
Fig. 7). We choose d1 ¼ d2 ¼ 30 in projection matrices
empirically to maintain the reconstruction accuracy in an
efficient manner. The projection matrices converge in about
10 iterations during optimization.
4.1.2. Methods compared
We compare our results to four state-of-the-art meth-

ods: artifact free super-resolution method using iterative
curve based interpolation (ICBI) [8], sparse representation
based super-resolution (SPR) [10], the position-patch
based method (PP) [23], and the 1D CCA based face
reconstruction method (1D CCA) [14]. Among these meth-
ods, 1D CCA and PP are specially designed to super-resolve
face images while ICBI and SPR are the super-resolution
algorithms for generic images. For ICBI, SPR and PP, we
used the default settings provided by the authors of these
papers [8,10,23]. We use the same training set in 1D CCA
as in our method [14]. For face reconstruction in PP, the
input HR–LR pairs come from our training set. Note that
we do not compare with [25] since it is not directly related
to image super-resolution and we do not compare with
[18] since it is primarily designed for face image-sketch
synthesis.
4.1.3. Metrics for quantitative evaluation
We calculate the peak signal-to-noise ratio (PSNR) and

structural similarity (SSIM) [49] scores for the super-
resolved face images. In addition, we calculate the distor-
tion measure (DM) [41] that evaluates the distortion from
the original image in the frequency domain, in which other
image quality measures usually do not work. The DM is
calculated by

DM¼
Z f max

0
1�DTF

f r
f N

� �� �
CSF f r

� 	
df r ð18Þ

where fr is the radial frequency, fN is the Nyquist frequency
and fmax is a predefined value. DTF is a distortion transfer
function and CSF is a contrast sensitivity function which
approximates the human visual system (HVS).

Furthermore, we also apply a recently introduced
SVD-based quality measure [40] in our experiments. The
SVD-based image quality measure tries to mimic a human
viewer by measuring different distortion types at different
levels. In this metric first a graphical measure is calculated
for each image block of size n�n by

Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i ¼ 1
ðsi� ŝi Þ2

s
ð19Þ

where si is the singular value of the original block and ŝi is
the singular value of the distorted block. The global
measure is obtained by

MSVD ¼∑k=n�k=n
i ¼ 1 jDi�Dmidj

k
n
� k
n

ð20Þ

where Dmid is the median of the sorted Di and k� k is the
size of the image.

4.2. Experimental results

4.2.1. Effect of part-based SR
As aforementioned, instead of performing SR on the

whole face, we divide the face into three parts and
reconstruct each part individually. The final output merges
the three parts together. Fig. 4 shows the difference by
subtracting the reconstructed faces from the original HR
images for some sample images using the holistic method
and the part-based method.

Examining the difference between the original images
and the proposed part based SR results, we find that
reconstructing the entire face using one trained model
brings more error especially in the regions of eyes, nose
and mouth. By specializing the trained model for a specific
part of a face, the output is closer to the ground-truth with
less distortions.

4.2.2. Effect of detail compensation
In Fig. 5 we examine the Fourier transform on the face

images after face reconstruction and detail compensation.
The magnitude of the Fourier transform is drawn as the
heat map where the magnitude decreases from red to
blue. After face reconstruction, the low-frequency compo-
nents are dominating, as can be seen in the center of the
heat map. The magnitude decreases from the center
toward the corners of the heat map. This agrees with our
visual impression that the reconstructed faces are not
sufficiently sharp. After detail compensation, the magni-
tude is increased in the high-frequency components. Thus,
the face images look sharper with less blurriness and more
details.



Fig. 5. Effects of detail compensation. (Top) Reconstructed faces by 2D
CCA. (Bottom) Results after detail compensation. The heat map to the
right of the image shows the magnitude of its Fourier transform. Best
viewed on screen. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this article.)

Table 1
Evaluation of the effects of part-based SR and detail compensation. The
evaluation metrics include PSNR, SSIM [49], DM [41] and SVD [40]. For all
the metrics, the higher score is better.

Metric Holistic face Part-based Detail comp.

PSNR (dB) 32.45 34.46 34.89
SSIM 0.843 0.884 0.885
DM (dB) 35.38 35.87 38.25
SVD 0.667 0.672 0.668

Fig. 6. Effects of dimension of the projection matrices. (a) d¼10. (b)
d¼20. (c) d¼30. (d) d¼40. Best viewed on screen.
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Table 1 shows the effect of part-based SR and detail
compensation. The performance gain occurs from holistic
face SR to part-based SR for all the three evaluation
metrics (PSNR, SSIM, and DM). Further improvement is
achieved by detail compensation. The scores of SVD [40]
are similar in the comparisons. The quantitative results
indicate that both the part-based SR and detail compensa-
tion help to improve the output image quality. These
quantitative results correspond to the visual observations
from Figs. 4 and 5.

4.2.3. Effect of projection dimension
The effect of the dimension d1 and d2 in the projection

matrices is examined. As shown in Fig. 6, when d1 and d2
are small, the reconstruction is not accurate. The choice of
d1¼ d2¼ 30 generates good results. As d1 and d2 become
much larger, the differences in the outputs are not easily
noticeable while the computation and memory expenses
increase. As a result, we choose d1¼ d2¼ 30 in our
experiments as the dimension of the left and right projec-
tion matrices.

4.2.4. Comparison with 1D CCA based method
In the 1D CCA based method [14] the images are first

converted into vectors. From Fig. 7(e) we can see that
although 1D CCA is able to super-resolve the faces, the
output images suffer from distortions. This inaccurate
reconstruction visually causes the super-resolved image
to deviate from the ground-truth image. In other words,
the output face images look different from the actual
subjects (see the distortions on the subjects' noses, eyes,
mouths, and chins). This may degrade the performance
of latter processing steps such as face recognition (see
Table 2). The reason for the distortions is that the images
are first reshaped into 1D vectors and then the relation-
ships in the 1D CCA subspace are explored. However, since
the data are intrinsically 2D structured, this reshaping
process would inevitably discard the 2D spatial informa-
tion in the original data representation.

In the proposed 2D CCA based methods, those distor-
tions are significantly reduced (see Fig. 7(f)) with respect
to the ground-truth (see Fig. 7(g)). It is evident that by
bypassing the image vectorization, the output image is
better reconstructed in terms of its underlying structure.

Fig. 8 shows the box plots for the quality measures by
PSNR, SSIM, DM, and SVD. Box plot is a non-parametric
display of differences between groups of numerical data.
The proposed method outperforms the 1D CCA based
method in all of the reference based and non-reference
based metrics. Especially, 1D CCA yields poor scores for
SSIM as a similarity measure, since its results are distorted
from the ground-truth. Compared with 1D CCA based
method, both the reconstruction error and artifacts are
reduced by our method, thus leading to better quantitative
scores. In [14] the 1D CCA based method outperforms
some of the representative face super-resolution methods
including [15], a common baseline method for face super-
resolution. For this paper, the proposed method outper-
forms the method in [14] (see Fig. 8). Therefore, the
proposed method is better than [15].
4.2.5. Comparison with other methods
We compare the proposed approach with some state-

of-the-art methods. Fig. 7 shows sample results with
different methods. We summarize the findings as follows:
�
 The results by ICBI [8] (see Fig. 7(b)) do not contain
sufficient details and the blurriness in the output is not
removed. The interpolation based method is not able to
reconstruct facial details.
�
 SPR based method [10] tackles the SR problem from
the perspective of compressed sensing. It is based on
the assumption that the sparse representation can
be recovered correctly from the downsampled signal.
As shown in Fig. 7(c), the results contain more
detail and the faces are reconstructed properly. How-
ever, the staircase noise is noticeable along the curved
edges.



Fig. 7. The super-resolution results. Top three rows are from CAS-PEAL-R1 dataset [44] and bottom three rows are from CUHK dataset [48]. (a) Low-
resolution images (enlarged by pixel replication). (b) Results by ICBI [8]. (c) Results by SPR [10]. (d) Results by PP [23]. (e) Results by 1D CCA [14]. (f) Results
by the proposed method. (g) Original high-resolution images. Best viewed on screen.

Table 2
Recognition accuracy using super-resolved images.

Method ICBI [8] SPR [10] PP [23] 1D CCA [14] Step 1 Proposed
Accuracy (%) 75 97.22 87.5 64.58 98.96 99.31

Fig. 8. The box plots of the proposed method and four state-of-the-artmethods: ICBI [8], SPR [10], PP [23], and 1D CCA [14]. The red bar indicate the median
of the results. Above median is the upper quartile and maximum value, while below median is the lower quartile and minimum value. Metrics from left to
right: PSNR, SSIM [49], DM [41] and SVD [40]. For all the metrics, the higher score is better. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this article.)
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Fig. 9. Results on a real world image. (Top) Original image. (Bottom) Some
extracted LR faces (small images) and the super-resolved faces (large
images). Best viewed on screen.
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�
 PP based method [23] divides the face image into many
small connected patches and then uses neighbor embed-
ding to super-resolve each patch separately. The final
results are constructed by stitching the small patches
together. As can be seen from the results (see Fig. 7(d)),
the general structure of the faces is well maintained. The
blockness artifacts are explicitly visible due to the recon-
struction in a local manner without the global refinement.
�
 The 2D spatial structure of the LR faces is well maintained
in the 2D CCA subspace since the image data are fed
directly in the optimization process without being con-
verted into vectors. Fig. 7(f) shows the final results by our
method. In this case, there is more resemblance between
the output and the original images. The detail compensa-
tion further improves the results by adding more details
to the faces, i.e. the contours of the eyes and mouths.
Compared to the original HR face images, the final out-
puts of the proposed algorithm are realistic without
explicit artifacts, confirming that the 2D structural infor-
mation is well maintained by using the 2D CCA method.
The training images are from the CAS dataset only.

When applied the trained model to the CUHK dataset,
which is taken under different illumination conditions (see
Fig. 3), the outputs are still satisfactory. Thus, it is evident
that the trained model is not dataset dependent and this
merit makes our method generalizable.

The proposed method outperforms PP [23], and ICBI [8]
in PSNR and SSIM. For PSNR, the results by SPR [10] are
higher than the proposed method. However, this contra-
dicts with our visual examination. In fact, as indicated in
[49], PSNR itself does not translate the visual quality to
scores faithfully. For SSIM, our method is comparable to
SPR [10]. For DM and SVD, our method yields the best
results, which means in these aspects that the proposed
method is able to generate highest quality outputs with
minimum artifacts and distortion. The results by DM and
SVD are more coherent with the visual quality on the
super-resolved images from Fig. 7.

4.2.6. Results on real world data
We test the proposed method on a real world image

with LR faces. We manually extracted the faces from the
picture and aligned them as in the previous experiments.
Some samples of the super-resolved face images are shown
in Fig. 9. These subjects are not present in the database we
used for training and testing above. Note that the quality of
the input image is significantly worse than the quality of the
images from CAS-PEAL-R1 or CUHK datasets due to noise,
blurriness and artifacts caused by compression. Still our
algorithm is able to generate reasonably good results.

4.3. Effect of super-resolution on recognition

In order to evaluate the effects of super-resolution to face
recognition, we conduct a recognition experiment with LBP-
based face recognition [50] as the baseline method. The 100
subjects from CAS-PEAL-R1 dataset [44] and 188 subjects
from CUHK dataset [48] used for testing in the above
experiments are now combined to form a dataset of 288
subjects. The gallery set contains HR image for those subjects
and the query data are the super-resolved images using
different methods. Table 2 shows the recognition accuracy.

From the recognition rates we can see that the images
generated by the proposed methods lead to better recog-
nition result compared to the other methods. The result by
1D CCA [14] is less competitive since the generated faces
are distorted from the ground-truth, which adversely
affects the recognition performance. The recognition rate
using 2D CCA only (step 1) without detail compensation is
98.96%, which is better compared to other methods.
By further compensating the details, the highest recogni-
tion rate of 99.31% is achieved.

We would expect that by using more sophisticated
features and classifiers the recognition rates using images
by different super-resolution methods would also increase.
However, given parameter settings in the baseline face
recognition method, the 2D CCA super-resolved faces
result in the best recognition rate. This is in agreement
with the visual quality assessment in Fig. 7 in which the
faces are faithfully reconstructed using 2D CCA.

4.4. Computational complexity

One of the advantages of our method is the simplicity
of computation. The computational complexity depends
on the solution to solve the generalized eigenvalue pro-
blem to solve (8) and (9). Many eigenvalue solvers can be
used. For instance, the Arnoldi iteration [51] is an efficient
and a popular algorithm. Given a generalized eigenvalue
problem Ax¼ λBX, suppose the matrix size of A and B be N
by N, then the computational complexity using the Arnoldi
iteration is OðdN2þd2NÞ, where d is the number of
significant eigenvalues. In (8) and (9) for the solution of



Table 3
Comparison of training time (in seconds) and average time to super-resolve
a face image.

Method ICBI [8] SPR [10] PP [23] 1D CCA [14] Proposed
Training – 351.86 s – 103.36 s 64.30 s
Testing 0.087 s 39.23 s 112.81 s 0.48 s 1.38 s
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2D CCA, the sizes of covariance matrices corresponding to
A and B are small (i.e., they are of the order of image width
or height). This implies smaller N in OðdN2þd2NÞ, thus
2D CCA is computationally efficient. On the other hand, in
1D CCA, since images are first reshaped to vectors, the
corresponding covariance matrices in (7) are much larger
(i.e., they are of the order of total number of pixels in an
image), which lead to more expensive 1D CCA as com-
pared to the 2D CCA.

Among the methods compared in this paper, SPR [10],
1D CCA [14], and the proposed 2D CCA based method
require a training process. Note that in PP [23] the HR–LR
pairs are used to reconstruct the testing image and no
explicit model or subspace is formed via training, thus, we
do not consider it here as a learning based approach that
requires training. All the programs are implemented in
MATLAB and were executed on a desktop with a 2.4 GHz
CPU and 3 GB of RAM. The implementation of our method
is not optimized. Table 3 shows the training time and the
average time to super-resolve a face image on CAS-PEAL-R1
and CUHK datasets.

Compared to the other methods involving a training
process, our method took significantly less time for train-
ing. It is due to the small size of matrices involved in the
2D CCA computation. To super-resolve the LR face image,
although ICBI [8] and 1D CCA [14] spent less time, our
method is able to generate better results while also
keeping the computation time to a small value. When
comparing to SPR [10] and PP [23], our method requires
much less time to super-resolve an image.

4.5. Discussion

The high quality of the super-resolved image demands
accurate alignment in the preprocessing step. The images
for training and testing need to be aligned in the same
manner (with the positions of eyes and the center of the
mouth fixed). Without proper alignment, the quality of the
output would degrade. However, this constraint also holds
for CCA based method [14] and position-patch based
method [23].

5. Conclusions

In this paper, a two-step approach for face super-
resolution based on 2D canonical correlation analysis is
proposed. One major merit of the proposed method is that
our method works directly on the original 2D representa-
tion of the image data without converting the images into
vectors as it is commonly done in the previous work. This
important methodology maintains the intrinsic 2D struc-
ture of the face images. Experimental results show that
compared to the state-of-the-art methods, the super-
resolved faces by the proposed approach are visually
realistic and very close to the ground-truth. Various image
quality metrics also support that the results by our method
are superior to the other methods. The super-resolved
images are tested in the recognition task and the results
suggest that the super-resolved images by the proposed
method achieve the highest accuracy. Due to the small
matrices involved in our method, the computation in both
training and testing processes is very efficient.
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