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Abstract

In this paper, we propose two new space-time (ST) codingmseldor multiple-antenna signalling based on
multiple Khatri-Rao and Kronecker products of symbol nws, denoted MKRST and MKronST codings,
respectively. These new coding schemes generalize thelssthrKhatri-Rao coding by introducing extra
space/time diversities due to a mutual space-time sprgadihe transmitted data streams, induced by Khatri-Rao
and Kronecker products between symbol matrices. Paratleliterative decoding methods are proposed for
estimating each symbol matrix. We consider a one-way two+halti-input multi-output (MIMO) relay system
using the MKRST and MKronST codings at both the source amy rebdes, and three different relaying protocols,
namely, amplify-and-forward (AF), decode-and-forwardrj[and estimate-and-forward (EF). For the DF and EF
protocols, the channel and symbol estimation is split i $uccessive phases, one at the relay and the other one
at the destination. Exploiting parallel factor (PARAFACYdels for the tensors of signals received at the relay
and the destination, closed-form semi-blind receiverslarezed for joint symbol and channel estimation. System
parameters identifiability is also discussed, and the caatiomal cost of the proposed receivers and decoders is
detailed. Monte Carlo simulation results are provided &eas the performance of the proposed coding schemes,
and semi-blind receivers.

Keywords: Khatri-Rao product, Kronecker product, PARAFAC, MIMO rgilag, space time coding, semi-blind
receivers.

1. Introduction

Currently, there are as many mobile subscriptions as paopfe world. To support the tremendous increase
of the resulting data traffic, one solution consists in mgwtoser the user equipments (UES) to the base stations
(BSs). That leads to what is callethall-cellsin cellular networks which will play an important role in fue
long-term evolution (LTE) networks. Another possibility offered by cooperative infrastructures where relays
help communications between source and destination ndfles [
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The basic result on cooperative communications is the sdmiark [2] which established the capacity of
certain relay channels. 1nl[3], the benefits of cooperatarmmunications were presented in terms of data rate,
diversity and error performance in the context of code divianultiple access (CDMA) systems. In [4], the
authors discussed practical issues for implementatiof®] | fow-complexity cooperative protocols were proposed
and analyzed in the case of two cooperating terminals. TVeayireg protocols are commonly used: AF, and DF.
With the AF protocol, the relay retransmits the receivedhalg without decoding, while DF involves decoding
and re-encoding at the relay before forwarding the codeatindtion to the destination. Note that recent works
consider also non-orthogonal and orthogonal space-timekbiiodes (OSTBC) in cooperative relaying systems
[12] [13].

Since the pioneering work|[6], the use of tensor decommsthas been widely studied for point-to-point
wireless communication systems. The practical motivafidoriensor modeling comes from the fact that one can
simultaneously benefit from multiple (more than two) sighiaérsities, like space, time and frequency diversities,
for instance. Therefore, tensor approaches allow to inmgtiog reliability of wireless links while enabling a joint
multiuser signal separation and channel estimation, umibetel unigueness conditions more relaxed than those
with conventional matrix-based solutions. Several tettsmed communication systems rely on the PARAFAC
decomposition [7] of the received signals|[5, 8, 9, 10], owvariants of this decompaosition, such as, for instance,
the block-PARAFAC models of [14, 15], and the more genewatfework of constrained PARAFAC models|[11].

Such constrained PARAFAC models were proposed to desigotdrased MIMO communication systems,
like the constrained factors (CONFAC) [16], PARATUCK!2 [LPARATUCK-(2,4) [18], or still the generalized
PARATUCK [19] decompositions. Note that in_[20], three lzasireless communication systems are presented
in an unified way by means of a constrained PARAFAC model whanh be viewed as a block-CONFAC-(2,3)
model [11]. A nested PARAFAC model was also recently proddsea double Khatri-Rao space-time-frequency
coding [21].

In the context of cooperative wireless communications,va fesults have been published on tensor-based
receivers. Some works are dedicated to supervised chastiralation, i.e. with the use of training sequences,
as in [22] and|[23] -1[24] for two-way and one-way two-hop kekystems, respectively. In [25] and [26], a
scenario of one-way three-hop multi-relay system is careid, where multiple relay links are exploited at the
receiver to estimate all the partial channels involved i ¢bmmunication. However, all these works rely on
supervised channel estimation methods, which can be bdtiiwbnsuming, especially for moderate to large
number of antennas. In [27] and [28], semi-blind receivarssal on the PARAFAC model have been introduced for
uplink multiuser cooperative communication systems, Isyiasng single-antenna relays in clustered propagation
scenarios. In[29], a general scenario withrelays assuming Khatri-Rao space-time coding at each iglay
modeled by means of a generalized nested PARAFAC model vdaiotbe decomposed infg + 1 third-order
PARAFAC models for jointly estimating the information syoib and the individual channels, at the destination
node. Recent works have proposed semi-blind receivergaiithsymbol and channel estimation by considering
multiple-antenna (MIMO) relays, which do not require tiam sequences. In this context, we can cite the
PARAFAC-PARATUCK receiver|[30] and the nested PARAFAC rigee [31,32]. These works consider an
amplify-and-forward (AF) relaying protocol.

In this paper, we first propose generalized Khatri-Rao anohkcker ST codes for two-hop MIMO relay



systems. This approach combines a simplified KRST codingi[8] without pre-coding, with extra time
(and space) spreading introduced by multiple Khatri-Rawl (Kronecker) products of symbol matrices. The
resulting ST codings are called multiple Khatri-Rao praelh@sed space-time (MKRST) and multiple Kronecker
product-based space-time (MKronST) codings. Using theB&ST and MKronST codings at the source and
the relay, tensor models are derived for the signals redeatehe relay and the destination, and closed-form
semi-blind receivers using rank-one matrix approximatiby means of singular value decompositions (SVD)s
are presented.

We consider three different relaying protocols in this woNore specifically, in addition to the usual AF
protocol, we also consider DF and EF relaying protocolshWie AF protocol, we propose a semi-blind receiver
that exploits two separate PARAFAC models to estimate tlamiebl and symbol matrices at the destination only,
whereas for DF and EF the joint channel and symbol estimasi@plit into two phases, one at the relay and
the other one at the destination. Identifiability conditicand scaling ambiguity relations are derived for the
PARAFAC models exploited by the proposed receivers, anid toenputational complexities are analyzed.

The main contributions of this paper can be summarized &s/fsi

e We propose two new space-time (ST) coding schemes based tiiplentiKhatri-Rao and Kronecker
products of symbol matrices, denoted MKRST and MKronSTpeetvely. Compared to the standard
Khatri-Rao codingl[8], these new ST codings allow to introglextra space/time diversities, thanks to a
mutual space-time spreading of the transmitted data sgeArsingular value decomposition (SVD)-based
rank-one approximation is proposed to estimate in pareleh symbol matrix of the Khatri-Rao and
Kronecker products, avoiding error propagation inherenthe iterative closed-form solution presented
in the Appendix.

e We describe a one-way two-hop MIMO relaying system usingpttoposed ST codings both at the source
and relay nodes. Three different relaying protocols aresiclamed, namely AF, DF and EF. Then,
PARAFAC tensor models are established for the signalsvedeit the relay and the destination.

e Exploiting the algebraic structure of these PARAFAC mogeis derive closed-form semi-blind receivers
for jointly estimating the two-hop channels and the trartadi symbols, for each relaying protocol. A
modified version of the AF receiver of [31,132] is also propbse enhance the performance of channel
estimation. Identifiability is discussed for each PARAFAGde!, and a comparative complexity analysis is
made for the proposed receivers and decoders.

The rest of the paper is organized as follows. In Section 2prmsent two new ST coding schemes, named
MKRST and MKronST. SVD-based methods are proposed for degdd parallel each symbol matrix. An
iterative closed-form decoding solution is also presentethe Appendix. Section 3 describes the proposed
MIMO relay system using the new ST codings both at the souncethe relay, and PARAFAC models are
established for the tensors of signals received at the ezldythe destination, considering three different relaying
protocols. In Section 4, we derive closed-form semi-bliadaivers for each protocol. Section 5 presents Monte
Carlo simulation results to illustrate the performancehefproposed receivers. Section 6 contains the conclusion
and some perspectives for future work.



Notation: Scalars, column vectors, matrices and tensors are debpledier-case, boldface lower-case, boldface
upper-case, and calligraphic letters, eaga, A, A, respectively.A; andA ; represent thé-th row and thej-th
column of A € C’*7, respectively. The operator diagforms a diagonal matrix from its vector argument. The
Kruskatrank (k-rank) of A, denoted byt a, is the greatest integéra such thaeveryset ofka columns ofA is
linearly independent. The Kronecker, Khatri-Rao (coluwise Kronecker) and Hadamard products are denoted
by ®, ¢ andx, respectively. We use the superscripts,” ;=1 1 for matrix transposition, complex conjugation,
Hermitian transposition, inversion, and Moore-Penroseis inversion, respectively.

Given a third-order tensot’ € C/*/*K with entriesz; ; x, the matriceX s« 1, Xxrx., andX .« x denote
tall 1-mode, 2-mode and 3-mode unfoldings, with;» = [Xisxxli-1)J4ik = [Xorx1lG-1)Kk+ki =
[Xkrxsl(k—1)1+i,;- A PARAFAC decomposition oft € C'*/*¥ with rank-R and matrix factors4,B, C),

will be noted||A, B, C; R||. Tall and flat 1-mode matrix unfoldings &f are respectively given by

Xyrxr = (BoC)AT = (Xrysx)". 1)

2-Mode and 3-mode unfoldings are easily deduced by pergutie dimensionsi(, J, K) and the factors
(A, B, C) accordingly.

2. Space-time coding based on multiple Khatri-Rao and Kroneker products of symbol matrices

In [8], a broad class of space time (ST) codes, called Khraud-space-time (KRST) codes, is proposed for a
point-to-point MIMO system. This KRST coding is composedadinear constellation pre-coding, and a linear
post-coding for time spreading. This coding has a designbilégy, spanning the range from full diversity to
full transmission rate. Its main drawback is the complegritglecoding which is carried out by means of sphere
decoding, as suggested in [8]. To simplify the decoding, (&S T coding without pre-coding was recently used
in the context of MIMO relaying systems, at both the sourae r@tey nodes/ [31] and [32].

In this paper, we propose a new ST coding approach that demsrghe KRST scheme, while providing
additional diversity in one-way two-hop MIMO relaying sggsis. The idea is to mutually spread in time-domain
or in space-time domain several sets of data streams, bytiresto multiple Khatri-Rao or Kronecker products
between symbol matrices. In the next subsection, afteref becall of the simplified KRST coding used in
[31] and [32], the so-called MKRST and MKronST encoding tEglues are introduced. Parallel non-iterative
decoding methods are presented for estimating each syméatixm Iterative decoding techniques for these
multiple Khatri-Rao and Kronecker products based codealatepresented in the Appendix.

2.1. MKRST and MKronST encoding techniques

Consider the symbol matri8 € CV*M: containingN data-streams composed bf, symbols each, to be
multiplexed by M, transmit antennas. A simplified KRST coding consists of etspreading of the symbol
matrix by means of a code matr® ¢ C*>*Ms whereP is the spreading length. The encoded symbols are given
by the following Khatri-Rao product

V=CoS e CPN*M: 2)



In scalar form, the coding is such that

V(p—1)N+n,ms = Cp,msSn,ms> (3)

showing that each symbs), ,,,, is repeated” times.

In this paper, the code matrix will be chosen as a truncatecreie Fourier transform (DFT) matrix with
entriesc, ,m, = — exp (%) oms =1, ,Mgp=1,---,P, andi? = —1. The matrixC has
orthonormal columns, i.eCTC* = I,..

Consider the matri$ built as multiple Khatri-Rao products 6§ > 2 symbol matricess, € CN«*M: with

Q
g=1,---,Q,i.e,S=810---08,0--08g = glsq € CN*M: 'with N = [] N,. The MKRST codes are
q= q=1

given by
Q
V=Co( 3 8 (4)
We assume that the first row 8f, for¢ = 1,---, @, is formed with ones to eliminate scaling ambiguities at
decoding.

Different from the KRST code of [8], the MKRST coding induceslouble time spreading of each symbol
5n,,m. Of the sub-matrixS,. One is due to the code matr{x, and the other one to the multiple Khatri-Rao
products with the sub-matric&,, ¢’ =1,--- ,Q; ¢’ # ¢. The time diversity provided by each sub-maiy is
controlled by the parameté¥,,. The encoded symbols can be written in scalar form as

Q
U(p—1)N+n,ms; = Cp,ms H Sng,ms» )
q=1

Q
Ng+(n2 —1) [T Ng+ -+ + (ng-1 — 1)Nq + nq.
2 q=3

o

withn = (n; — 1)

q

Q
Therefore, each symbel),, ..., of S, is repeated” [I Ny | times. The main difference between KRST
q'=1
q'#q
and MKRST codes is that, with the last one, we have suppleangdesign parameters to control the diversity

gain. Increasing the dimensions, implies an increase of time diversity, at the cost of a lowangmission rate
M, fj N,
given by Ryikrst = ‘;;1 Moreover, since the symbol matrices may have differen¢ tapans §,), the
P TI Ng
q=1
time spreading (coding gain) can vary from one symbol matrianother, allowing an unequal error protection.
In a multiuser scenario, each symbol mafixan be viewed as a set of data stre@nsissociated with different
users¢=1,---,Q).
We now define the MKronST coding based-on the Kronecker miodii)Q > 2 symbol matricesS, €
Q
IT Ny and

. . Q .
CNaxMs, withg=1,---,Q,i.e,S = S1®--®8;,® ---®Sg= ®8, € CN*Ms with N =
=1 q=1

Q
M, = [] M,,, which implies different space-time redundancies for egehbol matrix. Eq.[(4) then becomes
q=1

V:Co(gsg. (6)

q=1



With the MKronST coding, we also assume the first ro8gformed with ones to eliminate scaling ambiguity at
decoding. This coding combines a double time spreading @i space spreading for each symb,gqumsq

Q Q
of the sub-matrixS, € CN+*Ms which is repeated® H Ny [[ M, | times, the two products
q//:1

q '=1
q'#q d #q
corresponding to time and space spreadings introducedebmthtiple Kronecker products. For the MKronST
Z Ng M,
coding, the transmission rate is given Byik,onsT = %
P J] N,

2.2. Decoding techniques

Once the matriXS estimated, the decoding consists in estimating the subieeaB, € CN«*M: (or S, €
CNaxMsg) withg = 1,--- ,Q, such thaS = <> S, (orS = ® S,). This problem can be solved iteratively by
determining the symbol matric&s with a two- by -two search as described in the Appendix. Bhsic algorithm
was proposed in_[33] for estimating two matrix factors of aalkitRao product associated with a third-order
PARAFAC model.

A drawback of this iterative algorithm is that its perfornsendegrades whe®) increases, due to error
propagation. To overcome this problem, we propose a degqatimcedure which operates in a parallel way for
estimating each symbol matrix. Before presenting this@doce, let us recall the following formula for permuting
the matrix factor§A € C'*% B € C’/*) of a Kronecker product

A®B=TI,, (B2 A)Msx (7)

whereIl; ; andIIg r are two permutation matrices of dimensiqds/ x JI) and (SR x RS), respectively,
defined as

My = 33 (el e ) @ (f7el). ®
i g
T S
Mop = 33 (l%el®") @ (ef¥el). ©

e§-']) being thej-th canonical basis vector of the Euclidean spRde

To illustrate the proposed decoding procedure, considecHse) = 4, with S = S; ® S; ® S3 ® S4.
The matricesS; and S, can be estimated by applying the algorithm in the Appendithi following two
decompositions o

S = S$i® S(27374) with S(27374) =S5 ® S35 ® Sy, (10)
S(17273) ® S, with S(17273) =5, ®8S,®S3. (1)

wn
i



For estimatings., we use the following equation obtained by permuting théofaS; andS,

S2®81®S3®8s = IIn, N, (S1®8S2) I, a,, ®S3® Sy
= (Mnyw @ Ingvy) S (M, o, © Ing )

row i i
II3Y—row permutation IIPU™—column permutation

= S9® S(1;374) with S(1;374) =851 ®S3®S,. (12)

Applying the algorithm in the Appendix allows to estimag andS;;3 4. Similarly, by permutingS; with
S1 ® Sy, we obtain

S3®81®8,®8s = (M, nn, ©In,)S (Mo, a, ., ©Tug,)
H'.:;OW Hgolumn
= S3®8S(1,2,4) (13)

In summary, forQ) = 4, we can use Eqd_(10), (12), {13) ahdl(11) to estimBateS,, S3 andSy, in parallel. Such
an approach can be generalized to §hyEach symbol matriss, is estimated by applying the algorithm in the
Appendix to the following equation

Sq R S1 e ® Sq71 ® Sq+1 R ® SQ _ HLOWSHZ()'”mn, (14)

where
H;Ow = HNq,N1~~~Nq71 ®IN(,+1~~NQ; (]_5)
Hgolumn = HMsl‘“Z\/Isq,lvMSq ®Iqu+1"'MsQ' (16)

Besides avoiding error propagation, another advantag&isfapproach is that the estimation of the symbol
matricesS,, ¢ = 1,--- , @, can be parallelized. In the case of the MKRST coding wleteS; o- - -0S,0- - -0Sq,
the same procedure can be applied without column permatatio

3. System Model

We consider a one-way two-hop MIMO relay system, with theppsed MKRST and MKronST codings both
at the source and relay nodes. The system is illustrated laysngf Figuré&1l, wherd/,, M, and M, denote the
numbers of antennas at the source, relay, and destinataesnwith(M,, M,., M) > 2. The source-relay and
relay-destination channelj(*") ¢ CM-*Ms andH("Y) ¢ CMaxM- are assumed to be Rayleigh flat-fading and
quasi-static during the transmission protocol. ket= X + N be the noisy received signal tensor, the entries of
the noise tensal being zero-mean circularly-symmetric complex-valued €s&an random variables.

During the first hop, the source transmits the MKRST or MKréreBcoded symbols defined in Eqgsl (4) and
(@), respectively. The signals received at the relay arergby

XE\Z?XPN =H)(Co8)" + NS\Z?,.XPN’ (17)
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Figure 1: System Model.

whereNg})rxpN is the noise term added at the relay.

These signals define a third-order tens®fs”) e CM-*PxN which satisfies a PARAFAC model
|[HG C,S; My, with S = chglsq orS = q%lsq, depending on the coding used at the source. The
signals received at the relay are then re-encoded accat@iaghosen protocol, before being transmitted to the

destination. In this paper, we consider three differentquaols, denoted as AF, DF and EF, which are described
in the next two subsections.

3.1. AF Protocol

With the AF protocol, the signals received at the relay arermeoded using a simplified KRST coding with a
truncated DFT matrixG € C/*M-, whereJ is the spreading length of the relay code. This matrix satisdiso
the column orthonormality property” G* = I, as the source code matrix.

After transmission through the relay-destination chadfigl’, the signals received at the destination define
a fourth-order tensat (574 ¢ CMax/xPxN gych as

<o (srd r < (sr d
XS\/Idx)JPN = H d)(GOXgN)xMT)T JFNgw)dePN’ (18)

™ 7T ” T
— HOD <G<>(C<>S) (H(”)) > +HD (GoNﬁaz)va) + Ny (19)

WhereNﬁ\‘ZXJPN is the noise term at the destination.

As shown in [311], Eq. [(T9) represents a flat 1-mode unfoldihthe tensorX (574 which satisfies a nested
PARAFAC model with the following factor matricgH ("), G, H*"), C, S). However, we can also represent
the tensor¥’ (*"%) by means of two PARAFAC models obtained by combining the tiastmodes(p, n) and the
first two modegmy, j), respectively. One PARAFAC modgH (") G, Xﬁﬁ;,)xMr; M., || is directly deduced from
Eq. (I8). The second PARAFAC moqEIHffXZ)Xm, C, S; M;|| can be obtained by rewriting (IL8) as the following
unfolding, with the use of (17)

< (srd r v (T d
X.(jSMd)xPN = (G o H d)) XSVI,,.)xPN + NgzafdeNv (20)
= (G © H(Td)) HC) (Co8)" + (G © H(Td)) Ng})rxPN + NgdzafdeNv (21)
rd T d d
= Hf;&d)st (Co8S)" + Nyw}deN + N(Jz)udeNa (22)

whereNf,'"A‘?dxpN = (GoHIY) Ng})TXpN represents the noise added at relay received at destipatidn

HTY o, = (GoHID ) HE, (23)

8



Table 1: Noiseless PARAFAC models of received signals tensdth the protocols AF, DF and EF. For EF, replé:by S.

AF DF/EF

srd srd) sr sr
X(]Md)xPN = H(]M X M (Co S) ng )><PN =HE(CoS)T

(srd) ) x (57) (rd) d T
XJdePN - (GOH(' )) XM x PN XI\/IdeN =HD (GOS)

can be interpreted as a tall 3-mode unfolding of the effeativannel tensok(s7® ¢ CMax7/*xM: petween the
source and the destination.
The transmission rate of the proposed relaying system isrdgmt on the coding used. For the MKRST

coding, the source transmild Z N, symbols inP H N, symbol periods. Then, the relay také® H N,

symbol periods for forwarding the symbols to the destlrrattdurlng the second hop. That gives the followmg
transmission rate

Q
M, S N,
=1
Rfiensr = ———5—. (24)
P(J+1) I] N,

g=1

In the case of the MKronST coding, it is easy to derive theofeihg transmission rate

Q
Z Nquq
=1
RMKronST q—Q . (25)
PU+1) TN,

qg=1
Comparing[(Zb) with[(24), one can conclude that the transionisrate of the MKRST coding is higher than
the one of the MKronST coding for which/, = H M;,. However, this last coding provides more redundancies

of transmitted symbols due to the space dlverS|ty introdumgemultiple Kronecker products.

3.2. DF and EF Protocols

In this subsection, we consider the case where the relaytenddurce have the same number of antennas
(M, = M,). With the DF protocol, the matri$ estimated at the relay is decoded by applying the parallel
decoding described in sectibn 2.2, and then the estimatathalg are projected onto the alphabet. That gives
estimated symbol matric&l, qg=1,---,0Q, which are re-encoded using the MKRST (or MKronST) coding as
é = qgléq (oré = q%léq). In the case of the EF protocol, the estimated marig directly re-encoded using

the relay code matriGG € C/*M-,



After transmission through the relay-destination chadfiél’), the signals received at destination are given
by

aNT
< (rd r S d
Xg\h)xJN = H( g (G © S) + NgW)dXJNv (26)
for the DF protocol, and
o (rd , N\ T d
ngd)xJN =H"Y (G © S) + Ngw)deN- (27)

for the EF protocol.

The third-order tensa’ (") ¢ CMaxJxN containing the signals received by th&; destination antennas in
JN symbol periods, satisfies the PARAFAC mod#l("9), G, S or S, M||. Table[l summarizes the PARAFAC
models for each relaying protocol.

The transmission rates for the MKRST and MKronST codingebasystems using the DF protocol are given
by

M, f N,
Rifirst = ——5— (28)

and
Q
Z Nquq
=1
RifronsT = ———5— (29)
(P+J) I Ng
g=1

We have to note that, as for the AF protocol, the transmissimwith the MKRST coding is higher than the
one with the MKronST coding. Moreover, the EF protocol lemdhe same transmission rates as the DF protocol,
since the only difference between them is in the decodingahdh the transmission. In conclusion, the DF and
EF protocols are more efficient in terms of transmission ttz@ the AF one. Finally, the transmission rates for
the simplified KRST coding used in [31] and [32] can be obtdias particular cases ¢f (24) andl(28) leading to
the following expressionBifsr = w7y andRRRsr = Py

In the next section, we present closed-form semi-blindivecs that jointly estimate the two-hop channels
and the transmitted symbols for the MKRST and MKronST cosljnig distinguishing the three considered
protocols. We present necessary identifiability condgiand scaling ambiguity relations for the tensor models.

A comparative complexity analysis is also made for the psepicsemi-blind receivers.

4. Closed-Form Semi-Blind Receivers

Assume the code matric€sandG have a truncated DFT structure and are known at the relayestthdtion
nodes. We derive closed-form receivers for jointly estingathe individual channelsH*"), H("®)) and the
transmitted symbolsS,;, ¢ = 1,---, Q). For each protocol, we first present the Khatri-Rao prosludtich are
used by the receivers at the relay and destination nodes.

10



4.1. Semi-Blind Receiver for the AF Protocol

The transmitted symbol matri& can be estimated at the destination using the followin@tatiode unfolding
of X(s79) deduced from({22) by permuting the matrix factors

< (srd) (srd) (rd) (d)
XJSJIQNXP = (HJ&J(QXMS © S) c’ + NJerNxP + N, nxp- (30)

The source code matri& being assumed column-orthonorm@}{C* = 1,,,), which impliesP > M, a
least square (LS) estimate of the Khatri-Rao prodict HSS}CZ)X v, ©Sis given by

R = X( )y, pC* € CTMaNx M., (31)

OnceR estimated, the factor matric(aHffl"VZ)x M. S) of the Khatri-Rao product can be obtained by applying the

algorithm described in the Appendix. Then, the symbol mas$,, ¢ = 1,--- , (), are decoded from the estimate
S by applying the parallel decoding algorithm described ictisa[Z.2.
The channeH (" can be estimated at the destination using the following2atiode unfolding oft (s7®)
deduced from[(20)
Xiipnss = HOD o XEY 0 )G + NP Ly (32)

Owing to the column orthonormality of the code matfi the LS estimate of the Khatri-Rao produet =
HO9) o X7 is given by

Y = XDy G € CMaPNxM: (33)

OnceY estimated, the factorsH(Td),ngz’\',)X%) of the Khatri-Rao product can be obtained by applying the
algorithm described in the Appendix.

To estimate the chann&L*"), we use the transpose of Eq._{17), wihand XS;;,)WIT replaced by their
estimated values obtained in previous steps of the algorifthe LS estimation gives

HEDT = (Co8)IXEY, - (34)
Furthermore, exploiting the orthonormality property@simplifies this estimation as
HOOT= (7€)« (878)) (Co8) KR,
= diag ' (p1,- ,pa.)(Co S)ngpxzva (35)

wherep,,. = ||S. m.

2 —
21ms - 17 )MS'
The same approach can be used to estirfHt&) from (23), with H"%) and HQ(JSZCZ)XMS replaced by their
estimated values obtained in previous steps of the algorits

HOY = diag (o1, , 01, )(G o HUDY TR - (36)

with o, = [[HU0 (3, my =1, , M.

The closed-form receiver for the AF protocol, denoted ask&EF, is summarized in Tablé 3. Note thatlin[[32]
it was also proposed an AF-KRF receiver. However, in [32]ahannel matrice¥1("¥) andH(") are estimated
from the 2-mode unfoldingl%‘f@[s” = (H ¢ HeMT) GT deduced from((23) and estimated frdml(30). Itis

11



worth noting that, contrary to [32], the proposed AF-KRFaiger directly estimates the relay-destination channel
H(% from the received signal tenséi*"®). As will be shown later in the simulation results (c.f. Fig, this
new solution provides a significant performance improverireterms of normalized mean square error (NMSE),
in comparison with the solution of [32].

4.2. Semi-Blind Receiver for the DF and EF Protocols

Differently from the AF-KRF receiver for which the estimattiis carried out at the destination only, in the DF
and EF cases the estimation is split between the relay araegtmation.

With the DF protocol, the symbol matri and the chann@I*") are first estimated at the relay using the tall
2-mode unfolding oft (**) deduced from the PARAFAC modH "), C,'S; M,

X ewp = HED 08)CT + N L (37)

Exploiting the orthonormality property of gives the following LS estimate of the Khatri-Rao prodidct=
HG) oS
7= X7, pC* € CMaN XM (38)

Then, the symbol matrig and the channdli(*™) are estimated frorid by applying the algorithm in the Appendix.

Once the matri¥S estimated, the sub-matricBs,¢ = 1,--- , @, are estimated using the decoding approach
of subsectiofi 212, and the estimated symbols are projeatedioe alphabet.

Then, a new symbol matrix denoted ésis calculated using the estimated matri&qsformed with the
projected symbols, and it is re-encoded with the relay cod&imG. The flat 1-mode unfoldindg (26) of the
tensorX'("?) e CMaxJxN containing the signals received at destination can beaeged as the following tall
2-mode unfolding

Xg\’f:)le =H"o é)GT + Ng\(ZNxJ' (39)

The LS estimate of the Khatri-Rao prod@t= H"? o Sis given by
Q =Xy, ,G* € CMaNxMs, (40)

Applying the algorithm in the Appendix allows to estimate factors H("®), é) from the estimat€). Then, the
same procedure as the one used at the relay allows to estmatgmbols from the estima§s

In the case of the EF protocol, the matestimated at the relay is directly re-encoded as shown by,
i.e., without decoding and projection onto the alphabetatTimplies a lower computational complexity than the
one with the DF protocol, at the cost of a possible perforreategradation. The chanrdl(”® and the matrixS
are then estimated from EqE.{39) ahd| (40) \étl'eplaced byS.

Table[2 summarizes the Khatri-Rao products consideredstanating the symbols and channels matrices.

4.3. ldentifiability and scaling ambiguity relations

The system parameter identifiability is linked to the unigess of the LS estimates of the Khatri-Rao products
R,Y, Z andQ, i.e. the full column rank property of the code matri€@®ndG inducing the uniqueness of the
right inverse ofC” andG” in Egs. [30),[(3R)[(37) and(B9). That implies the necessanglitionsP > M, and
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Table 2: Khatri-Rao products used by the receivers with téopols AF, DF and EF. For EF, replaéeby S.

AF DF/EF

5 (srd) x _ yylsrd) & (s7) . o
X-]Md,NXPC _HJIVIdXIVISOS XM7,N><pC = H( )OS

v (srd * r o (sr o (rd * r A
X§\4¢P)N><JG = H( d)OXEDN)xMT Xgud)szG =H" o8

J > M... Note that the choice of a truncated DFT structure@oandG allows to simplify the calculation of the
pseudo-inverses in Eq§. (35) andl(36).

Disregarding the noise, the estimated matriBég”), H("®) andS are equal to their true values up to column
scaling ambiguities (permutation ambiguity does not ettist to the knowledge of andG). For eliminating
these scaling ambiguities, we assume the first row of eacheymatrixS,, ¢ = 1, -- - , Q, is equal to an all-ones
vector. This assumption is necessary for symbol decodeugrdless of the considered protocol. Then, the final
estimates of the channels and symbols matrices for the Adtvescare obtained as

S« SAs, HG L« HGD L (As) (41)
I:I(I’Ad) < I:I(Td)A.H(-rd), XS;\I)XMT < XE’:?JT\’)XI\/[,. (AH(vvd))il , (42)

whereAg = diag ' (S1.) andA gy = diag (A" diag H!"Y).
In the case of the DF receiver, the final estimates are given by

S« SAs, HOED « HE(Ag)™, (43)

HCD  H'D Aga), S«$ (Apea) (44)

Note that the first rows A ("% andS are assumed to be known at the destination. In practice retediv of
H(% can be estimated using a short training sequence genetdtedralay as proposed in [32].

The closed-form receivers associated with the DF and EFopois, denoted as DF-KRF and EF-KRF
respectively, are summarized in Table 3.

4.4, Complexity Analysis

In this section, a comparison of the computational compjexithe proposed closed-form semi-blind receivers
is provided. The dominant complexity cost is associatet thie SVD-based rank-one approximations to compute
the factors of the Khatri-Rao matrix products using the atgm in the Appendix. Note that, for a matrix of
dimensions/ x K, the complexity of its SVD i€)(min(J, K)JK) [31].

For the AF-KRF receiver, the computational complexity assed with joint channel and symbol estimation
is concentrated at the destination node, whereas for th&RIFreceiver, the complexity is shared between the
relay and destination nodes.

The AF-KRF receiver calculate®; and M,. SVD-based rank-one approximations in steps (1.2) and ¢£.7)
Table[3, respectively. The computational cost of step (%.2J;0(min(J My, N)JMyN), the factorM; coming
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Table 3: Closed form semi-blind KRF receivers.

1. Joint estimation of1¢*™), H("®) ands.

)

)

©)

AF-KRF receiver
Givenx " C andG.

(1.1) Compute the LS estimate Bf = H(j'](/'[‘z)x i, © Susing 3).

(1.2) Use the algorithm in the Appendix to estimlﬂ@sg/'[‘zl;X Az, ands from R.

(1.3) Remove the scaling ambiguitiesg)fandI:If,‘gjcjdd)X Az, Using @),
(1.4) Use the parallel decoding algorithm of subsedfioft@ &stimate the symbol matric&s;; ¢ = 1, - - - , Q from S.
(1.5) Project the estimated symbols onto the alphabet.
(1.6) Compute the LS estimate & = H("9 o X&) a1, Using (33).
(1.7) Use the algorithm in the Appendix to estim&té™®) andX {:7) ar,, from Y.
(1.8) Remove the scaling ambiguitiesE"® andX *™) using [@2).
(1.9) Compute the LS estimate Bf*™ using [35) or[[3b).
DF-KRF receiver
Givenx ", XY candG.
— Relay Processing
(1.1) Compute the LS estimate & = H*") o S using [38).
(1.2) Use the algorithm in the Appendix to estim&ié°"™ and$S from Z.
(1.3) Remove the scaling ambiguities®and ™) using [23).
(1.4) Use the parallel decoding algorithm of subsedfioit@ €stimate the symbol matric€s,; ¢ = 1, - - - , Q from S.

(1.5) Project the estimated symbols onto the alphabet.
Q

(1.6) Computes = qgléq, or§ = qéjlsq.
@.7) Re—encodé usingG.
— Destination Processing
(1.8) Compute the LS estimate 6 = H" o § using [40).
(1.9) Use the algorithm in the Appendix to estimaé™® ands from Q.
(1.10) Remove the scaling ambiguitiesé)hndﬁ“w using [23).
(1.11) Use the parallel decoding algorithm of subsefi@h@ estimate the symbol matric&s,.
(1.12) Project the estimated symbols onto the alphabet.

EF-KRF receiver
Givenx ", P candG.

Steps (1.1)-(1.2) of the DF-KRF receiver.
Steps (L.7)-(1.12) of the DF-KRF receiver, wireplaced bys.
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Table 4: Complexities of the receivers with the AF, DF and Edtgrols, and of MKRST and MKronST decodings.

AF-KRF M,O(min(J My, N)JMgN) + M,OQ(min(My, PN)MzPN)
Receivers
DF/EF-KRF M, O(min(M,, NYM,N) + M,Q(min(Mz, N)MyN)
Q-1 Q Q
MKRST 0 < S N, min <Nq o T Nq/> I N, MS>
Decoders g=1 q'=q+1 ¢ =q+1
Q-1 Q Q
MKronST | O ( > N M,, min <NqM5q , 11 N, M, ) - II NyM, )
a=1 d' =q+1 ! a'=q+1 !

from the fact that the calculation of the matrix factors af #hatri-Rao product is made column-by-column. For
step (1.7), the computational costlis.O(min(Mg4, PN)MgPN).

For the DF-KRF receiverNl,, = M), the complexity to estimate the Khatri-Rao product fagtioom Z is
given by M,O(min(M,, N)M,N), while the complexity associated with the processing atii@tion, i.e. step
(1.9) in TabldB, isM,0(min(My, N)MyN).

To estimate th&, € CN«*M= matrices from their estimated Khatri-Rao product, we neepetrform(Q —
1)M, SVDs. In Tabld4, the complexity is presented for each rezeand for both decoders. Sin&eis not
reconstructed at the relay for the EF-KRF receiver, the dexily of the MKRST (or MKronST) decoding is
absent for the EF-KRF.

Note that MKronST requires to compute SVDs of matrices wattgér dimensions than for MKRST, for
qg=1,---,Q — 1. The computation time associated with the permutation oftgyl matrices for the decoding
algorithm, as presented in Section 2.2, can be considegiditte.

5. Simulation Results

In this section, simulation results are provided to evauhe performance of the proposed MKRST and
MKronST coding schemes and semi-blind receivers, with tijeative to show: i) the effectiveness of the parallel
MKRST decoding algorithm proposed in Section 2.2 for thré@&eknt values ofQ (Fig.[2), ii) the symbol
error rate (SER) and the channels NMSE performances of thiegoped semi-blind receivers associated with
each relaying protocol for the MKRST coding (Fig$. 3 amd #),the time and space diversity gains provided
by MKRST and MKronST coding schemes with the DF-KRF receifgs.[5,[6, and7), iv) the impact of the
spreading parameters on the SER performance of indiviguabsl matrices, with the DF-KRF receiver for the
MKronST scheme (Fid.]8), and v) the impact of the relay positig on the SER performance for each hop
(Fig.[9).

As a reference for comparison, we also consider the sta¥la8T coding scheme adopted in the previous
works [31] and|[32] for relay-assisted MIMO systems. Twofpanance criteria are considered, namely, the SER
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Table 5: Values of design parameters used in the simulations
Figures Simulation Parameters

Fig. 2 MKRST: M,, = N, = 2
AF-KRFMKRSTQ =2: M, =Ny = No =P =J = M, = My =2
DF/EF-KRFMKRSTQ =2: M, =Ny =No =M, = My =2,P=.J =3
KRST:N=P=M,=J=M, =M; =4

Fig. 5 MKRSTQ =2:N, =Ny =2,J=M, =My=P =M, =4
MKRSTQ=3:N, =3,Ny=2,N3=1,P=J =M, = My= M, =4
KRST:N=P=J=My;=4,Ms= Mr =2

Figs. 3and 4

Fig. 6

g MKronSTQ =2: Ny =Ny = M,, = My, =2, P=J =M, = My =4
MKronSTQ =3: Ny = N3 = My, = My, =2, No = M,, =1,P=J = M, = My =4

o MKRSTQ =2: Ny =No=M, =M, =2, My=P=J=4

ig.

MKronSTQ =2: My, =Ny =No=M,, =2, P=J =M, = My =4
Fig. 8 MKronSTQ =3: M,, =1,N; = N3 = M,, = M,, =2, Ny =3, P=J =M, = My =4
Fig. 9 MKRSTQ =2:M, =M, =N, =Ny =P =J =M, =My=2

and the NMSE of the estimated channels, calculated as:

~ 2
M HHm - Hm
fd  §F

NMSE(H) = % >

m=1

[EA.

whereH,,, is the channel matrix estimated at theth run, and)M denotes the number of Monte Carlo runs.
The SER and NMSE curves represent averages over atdeadt)® Monte Carlo runs. Each run corresponds
to different realizations of the channel matrices, symbatrines, and noise tensors. The channel matiit&s
andH have i.i.d. zero-mean complex Gaussian entries with veeish/M, and 1/M,., respectively. The
transmitted symbols are randomly drawn front-®AM alphabet+1 + j) /v/2. The noise variance is assumed
to be the same at the relay and the destination. The SER andENMSes are plotted as a function of the symbol
energy to noise spectral density rati,( Ny). At each run, the ratid; /N, is controlled by fixingk;, = 1 and
varying N, at the relay and the destination to ensure the deditgdV, value. The code matrices are chosen as
truncated DFT matrices, so th@tandG have orthonormal columns, i.€57C* = I,,, andGTG* = I,,,. The
design parameters of the coding schemes are chosen to émstiaé the systems simulated in a given figure have
the same transmission rate. For convenience, these demigmeters are provided in Table 5.

In Fig.[2, we compare the proposed parallel decoding alyoridescribed in Section 2.2 with the iterative
decoding one (c.f. Appendix). For this experiment, we cledbe MKRST scheme and consider different values
of Q. In the cas&) = 2, both decoding algorithms exhibit similar SER performanddowever, as) increases
the proposed parallel decoding algorithm achieves a lo®& &ue to the absence of error propagation, which is
not the case when using the iterative decoding algorithnis fEsult shows the effectiveness of parallel decoding
for@Q > 2.

Figure [3 compares three different relaying protocols atrelay, leading to the AF-, DF- and EF-KRF
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receivers. As a reference for comparison, we also consitdieleal version of EF-KRF, where the relay re-encodes
the exact symbol matris. We can see that the DF-KRF receiver performs slightly bettan the EF-KRF
one in a range of moderafé,; /N, values. Note also that the DF-KRF performs much better tharAF-KRF
one. Indeed, the DF-KRF receiver is less sensitive to noigalification, due to the fact that the relay forwards
estimated symbols to the destination, instead of the nagsats received at the relay. This explains the improved
SER performance of the DF-KRF receiver compared with thekfd~ one.

Figure [4 shows the NMSE of the estimated chani#lg) andH ("% obtained with the AF- and DF-based
receivers, assuming the MKRST code with= 2. In this experiment, we also include the performance of the
AF-KRF receiver of|[32]. Recall that the receiver pf [32]igsitesH*") andH("%) from the effective channel
H™® ysing (30) ad (23), while the proposed AF-KRF receiver estisH ("® directly from the received signal
tensorX’4) . The results show an improved performance of the propose&RF receiver over the solution
provided in [32] for the estimation aH("®, We clearly see that DF-KRF yields more accurate estimation
of both channel matrices, due to signal reconstruction atr¢tay. In the subsequent experiments, we restrict
ourselves to the DF-KRF receiver due to its superior peréoree as illustrated by these results.

In Fig.[3, we compare the KRST and MKRST coding schemes umdeconfigurations = 2 andQ = 3.

We can see that the MKRST scheme with= 3 provides the best performance with a gain of 3 dB for a SER of
103, in comparison with the KRST coding scheme. The MKRST codlith Q = 3 offers a SNR gain of 1.25
dB for a SER ofl0—3, in comparison with the cagg = 2. These results corroborate the coding gain provided by
MKRST due to the mutual time spreading of information synsbol

In another experiment, we concentrate our attention to tkeddST coding scheme. It can bee seen from Fig.
[@ that the MKronST code performs better than the KRST cod@ih bonfigurations@ = 2 and@ = 3). More
specifically, for a SER 0f0~2, the SNR gains of MKronST over KRST are around 2.25 dB and Sethectively.
These gains come from the mutual space-time spreading efthbols provided by the MKronST code, resulting
in additional diversities, as opposed to the conventio®BK code which does not have this feature.

Figure [T compares the MKRST and MKronST schemes @itk 2. The performance of the MKronST is
better than that of MKRST for moderate and high/N, values. For a target SER @b—3, the gain is around
3 dB. Indeed, as explained previously, MKronST providesy@raemutual spreading of the symbols across the
transmit antennas, while with MKRST the transmitted symlamé mutually spread across symbol periods only.

To illustrate the impact of the design paramet®sand M, of the MKronST code on the SER performance,
we evaluate the SER individually for eaBh, with Q = 3. The symbol matrices have the following dimensions:
S1 (2 x 2),Ss2 (3 x2)andSs (2 x 1). The symbols 08, S,, andS3 are then repeatel® P, 8 P, and24 P times,
respectively. As shown in Fifl] 8, the SER performanc8:pis the best, followed by those 6f; andS..

In Fig.[9, we show the impact of the relay positioning on theRSterformance for each hop. We assume
that the channel¥1¢") and H("%) have i.i.d. zero-mean circularly-symmetric complex Gars®ntries with
variancesl/(dng) and1/((d — dy)? M,), respectively, wherd denotes the distance between the source and
destination nodes and}, the distance between the source and the relay. In this empetj we assumg = 3,
and we consider three different cases regarding the relsifigrung,dy = d/3, dy = d/2 andd, = 2d/3. The
first case corresponds to a situation where the relay is gleloser to the source. In the second one, the relay
is half the distance between source and relay. In the lasttbeeaelay is placed closer to the destination. The
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simulation results show that the SER associated with thighiins (calculated at the relay after symbol decoding)

improves when the relay is closer to the source, as expekledever, we can see that the SER performance at
the destination is nearly the same for all the three casets réhult indicates the presence of error propagation
due to decoding at the relay, which is the factor dominatireggerformance of the receiver at the destination.

6. Conclusion

We have proposed two new ST codings based on multiple KRatoi-and Kronecker products of symbol
matrices, denoted as MKRST and MKronST, respectively. Aaltelrclosed-form decoding algorithm has been
described for estimating the transmitted symbol matricesftheir Khatri-Rao or Kronecker product. Using
MKRST and MKronST codings at the source and relay nodes, aptbiing the PARAFAC models for the
tensors of signals received at the relay and the destinatietnave derived closed-form semi-blind receivers for
jointly estimating the individual channels and the symbaitrices, with three different relaying protocols (AF,
DF and EF).

A computational complexity analysis of the proposed remmivhas been provided, and an extensive
performance evaluation has been carried out by means ofévi@atlo simulations. The simulation results
have demonstrated that the new MKRST and MKronST codingmeleutperform the standard KRST coding,
while supporting multiuser transmissions under differeiés and code lengths per user. Another contribution
of this paper concerns the use of DF and EF relaying protogbish allows to significantly improve the SER
performance at the cost of a supplementary computatiomaptxity at the relay. As perspectives to this work,
we shall consider a more general multihop MIMO relaying seegnas well as the use of space-time-frequency
transmission in MIMO-OFDM relaying systems.

Instead of using several rank-one SVDs to estimate the symabtrices, higher-order methods such as the
sequential rank-one approximations with projection (SARJrecently proposed in [38] could also be considered.

Appendix

Iterative algorithm for estimating Khatri-Rao product facs

Given the Khatri-Rao produ@ = S; ¢ S,, the factor matrice$, € CN*M: andS, € CN>*Ms can be
estimated by calculating the rank-one approximation oftlagrix defined for each colummi(= 1, --- , M) as

F,= UNveCnN, x N; [S.m] = (82).m(sl)T . (45)

.m

Defining the singular value decomposition (SVD)Rf, = UX V¥ them-th column ofS; andS, are given by
(S1).m = @1V and(S) 1 = /o1 U 1,

whereU ; andV ; represent the first column & andV associated with the largest singular vatueof F ,,,,
respectively.

In the cas&) > 2, decomposing the matr& = <> S asS = S; ¢ 8q.q, With Se. = <> Sq, the SVD-based
algorithm described above can be applied to estlmate therfe®; andSq.. Then, from the decomposition
Sa.0 = S50 S3.0, WhereSs. = qigs‘l’ applying the above algorithm allows to estimate the fac$grandSs;..
Repeating the same procedd}el times provides an estimation of thefactorsS,, ¢ =1,--- , Q.
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Note that the estimates of the factor matri¢8s, S2) of the Khatri-Rao produc$; ¢ S, are obtained up to
a scalar scaling factor for each column = 1,--- , M,. Therefore, to eliminate these scaling ambiguities, one
needs to know one element for each column, i.e. one ro84 afr So. In our context, sincd is itself estimated
from a Khatri-Rao product, the priori knowledge of the first row of each, forg =1--- ,Q, is needed to carry
out the MKRST decoding without ambiguity.
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