
Fast SRC using Quadratic Optimisation in Downsized
Coefficient Solution Subspace

Xiaoning Songa,b,∗, Guosheng Huc, Jian-Hao Luod, Zhenhua Fengc, Dong-Jun
Yue, Xiao-Jun Wua,b

aSchool of IoT Engineering, Jiangnan University, Wuxi, China
bJiangsu Provincial Engineering Laboratory of Pattern Recognition and Computational

Intelligence, Jiangnan University, Wuxi, China
cCenter for Vision, Speech and Signal Processing, University of Surrey, Guildford, UK
dNational Key Laboratory for Novel Software Technology, Nanjing University, Nanjing,

China
eSchool of Computer Science and Engineering, Nanjing University of Science and

Technology, Nanjing, China

Abstract

Extended sparse representation-based classification (ESRC) has shown inter-

esting results on the problem of under-sampled face recognition by generating

an auxiliary intraclass variant dictionary for the representation of possible ap-

pearance variations. However, the method has high computational complexity

due to the l1-minimization problem. To address this issue, this paper proposes

two strategies to speed up SRC using quadratic optimisation in downsized co-

efficient solution subspace. The first one, namely Fast SRC using Quadratic

Optimisation (FSRC-QO), applies PCA and LDA hybrid constrained optimisa-

tion method to achieve compressed linear representations of test samples. By

design, more accurate and discriminative reconstruction of a test sample can be

achieved for face classification, using the downsized coefficient space. Secondly,

to explore the positive impact of our proposed method on deep-learning-based

face classification, we enhance FSRC-QO using CNN-based features (FSRC-QO-

CNN), in which we replace the original input image using robust CNN features

in our FSRC-QO framework. Experimental results conducted on a set of well-

known face datasets, including AR, FERET, LFW and FRGC, demonstrate the
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merits of the proposed methods, especially in computational efficiency.

Keywords: Fast SRC, dimensionality reduction, CNN-based features, face

recognition.

1. Introduction

Face recognition (FR) is one of the most active topics in pattern recognition,

computer vision and biometrics due to its wide range of applications such as ac-

cess control, video surveillance, social network, photo management and criminal

investigation, etc [1]. However, FR performance is often influenced by many fac-5

tors including of poses, expressions, illuminations, ages, disguises and cluttered

background. In fact, not all the measured observations with high dimension-

ality are important for the classification. Hence researchers have been making

attempts to the invention of numerous methods for dimensionality reduction

that can be used as one of the critical techniques for efficient face classifica-10

tion, including Principal Component Analysis (PCA) [2], Linear Discriminant

Analysis (LDA) [3], Laplacian Eigenmaps [4], Locality Preserving Projections

(LPP) [5] and Locally Linear Embedding (LLE) [6], etc. Among these typical

feature transformation methods, PCA is an unsupervised method that projects

high dimensional data into a lower dimensional space by seeking the direction of15

maximum variance for optimal data reconstruction. LDA is a supervised dimen-

sionality reduction method which enables the samples in the new space to have

the maximum ratio of the between-class distance to the within-class distance.

The common aim of the above transformation methods is to transform samples

into a new space where some important properties might hold [7].20

As another popular concept, the success of compact representation in image

processing triggers a great deal of effort on sparse representation. In particular,

sparse representation-based classification (SRC) [8] [9] [10] [11] has drawn exten-

sive attention due to its successful applications in image classification. The aim

of SRC is to represent a new observation, also known as a signal or a sample,25

using a minimal number of training samples selected from an existing dictionary
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that consists of a number of observations across different classes. To achieve this

objective, l1-norm constraint is used as a regularization term in SRC to obtain

sparse reconstruction coefficient vectors. However, in some practical scenarios

such as CCTV security systems, only a few or even just a single image of a30

subject is available for training, which leads to a low quality dictionary that

is insufficient for SRC. This is the well-known small-sample-size (SSS) prob-

lem [12]. To alleviate the issue, some dictionary learning methods have been

developed to enhance the performance of SRC. For example, Deng et al. ex-

tended SRC to perform under-sampled face recognition using an intraclass vari-35

ant dictionary [13]. Yang et al. and Zhu et al. [14, 15] introduced similarity and

distinctiveness of features to present a more general model of collaborative rep-

resentation based classification (CRC). Xu et al. [16] proposed an efficient SRC

via improved norm minimization. Song et al. [17] proposed a half-face dictio-

nary integration algorithm for representation-based classification, the strength40

of this method is that it is able to successfully construct the dual-column (row)

half-face training matrix, while quantifying the integrated learning atoms that

exert influence on signal reconstruction. The use of virtual face images [18, 19]

has also been proven beneficial to a number of face analysis tasks such as face

recognition [20, 21] and facial landmark detection [22, 23, 24, 25, 26]. Facial45

symmetry property has also been widely used to quickly locate the candidate

samples in face detection, alignment and classification [27, 28, 29]. In addi-

tion, Zhou et al. [30] proposed a global context verification scheme to filter false

matches for copy detection. Xia et al. [31] proposed a privacy-preserving and

copy-deterrence CBIR scheme using encryption and watermarking techniques.50

Li et al. [32] proposed a scheme to detect the copy-move forgery in an image,

mainly by extracting the keypoints for comparison.

Although extensive studies on SRC in terms of sparse classification capac-

ity, fewer attentions have been paid on the optimisation problem in downsized

coefficient solution subspace, for the purpose of less computational complexity.55

In this paper, we proposed two strategies: FSRC-QO and FSRC-QO-CNN. The

former adopted PCA and LDA to speed up the traditional SRC with the idea of
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dimensionality reduction. The latter is designed to improve the accuracy which

is inspired by the excellent discrimination of CNN-based features. It should be

noted that FSRC-QO-CNN is based on the well trained feature maps obtained60

by our first strategy, and the training processing can be completed using offline

mode. To this end, we use the pre-trained VGG16 model for feature extraction,

then the aforementioned FSRC-QO method can be applied to the extracted

CNN features for face classification. Therefore, the FSRC-QO-CNN method is

actually an extension of the first one and it is intended to improve the accuracy.65

The contributions of our work are threefold:

• We construct a quadratic optimisation combined with dimensionality re-

duction constraint which can achieve the more accurate reconstructed

PCA coefficient of each class in both raw image space and principle coef-

ficient space.70

• We employ LDA to further enhance the discriminative capacity of the pro-

posed FSRC-QO method. More specifically, the reconstucted PCA coeffi-

cients of training samples achieved by the PCA constrained optimisation

model are projected to a LDA space for robust discriminant analysis.

• We also apply state-of-the-art deep CNN features to our FSRC-QO for75

improving the accuracy of the proposed system. To this end, we use the

pre-trained VGG16 model for feature extraction. Then the aforementioned

FSRC-QO method can be applied to the extracted CNN features for face

classification.

The rest of the paper is organized as follows: Section 2 overviews the back-80

ground of ESRC [13]. It is the prerequisites to our method proposed in Section

3. Section 4 presents a theoretical analysis to the proposed method and Section

5 reports the results of comprehensive experiments conducted on the well-known

AR, FERET, LFW and FRGC face datasets. Lastly, we summarize the paper

in Section 6.85
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2. Review of ESRC

Given the training samples of all K classes as the matrix A = [A1,A2, ...,AK] ∈

<d×n, where n is the total number of training samples and d is the dimension-

ality of a sample. The main idea of ESRC is that the large deviation from

the test image to the correct gallery images may be linearly approximated by

the intraclass differences of generic subjects. To this end, we introduce an addi-

tional basis matrix DI ∈ <d×p (the dictionary size p depends on the data source

and construction method) [13] to represent the universal intraclass variant bases

which can be acquired in various ways as long as they can reflect the intraclass

difference. Then the linear representation of a testing sample y ∈ <d can be

rewritten as:

y = Aα + DIβ + t (1)

where the intraclass variant matrix DI usually represents the significant varia-

tions including unbalanced illuminations, exaggerated expressions, or occlusions

that cannot be modeled by the small dense noise t. Once there are redundant

and overcomplete facial variant bases in DI, the combination coefficients in β

are naturally sparse. Hence, the sparse representation α and β can be recovered

simultaneously by solving the l1-norm minimization.α̂1

β̂1

 = argmin

∥∥∥∥∥∥
α
β

∥∥∥∥∥∥
1

, s.t.

∥∥∥∥∥∥
[
Â,DI

]α
β

− y

∥∥∥∥∥∥
2

≤ ε (2)

where α, α̂1 ∈ <n, β, β̂1 ∈ <p and ε > 0 stands for an error tolerance. We

can measure the propensity of the kth class to represent the test sample after

obtained the coefficient vectors. Hence the test sample reconstruction error for

the kth class is achieved as well as the intraclass variant bases can be calculated

as below:

rk (y) =

∥∥∥∥∥∥y−
[
A,DI

]δk (x̂1)

β̂1

∥∥∥∥∥∥
2

(3)

where δk (x̂1) is a new vector whose only nonzero entries are the entries in x̂1

those are associated with class k, and the label of the test sample y is determined
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by

Lable (y) = argmin
k

{
rk (y)

}
(4)

3. The proposed method

As discussed in Section 1, the problem of existing relevant algorithms for

sparse representation-based classification is that they build on the intrinsic prop-

erties of a dataset, and they are unable to cater for a specific technology for90

evaluating the information redundancy between the gallery and query sets. The

traditional optimisation problem of the above methods was solved by standard

linear programming methods using original high-dimensional samples for the

optimisation coefficient. In order to decrease the adverse effects caused by raw

feature space, we present two schemes to identify representative samples with95

the best computational capacity to represent a new sample.

3.1. FSRC-QO

The objective of the proposed FSRC-QO is to jointly employ PCA and

LDA hybrid constrained model to enhance the discriminatory capacity of SRC.

That is, the first phase of the proposed method seeks to achieve a compressive100

linear representation of the test sample using the PCA constrained optimisation

model. By design, the more accurate reconstruction of the test sample using

both sample space and principle coefficient space can be achieved. The second

phase further improves the discriminative capability of the PCA coefficient in

representing a test sample. It thereby obtains a more competitive optimization105

model for face classification.

3.1.1. The first phase of the FSRC-QO

Assuming that there is a dataset with multiple images per subject, the sam-

ples of subject k are stacked as vectors. Hence an intralass variant dictionary

DI can be constructed by subtracting the natural image from other images of

the same class for the purpose of training data augmentation. To improve the

optimisation efficiency, we project the training samples into the PCA space in
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which a new sparse representation model with PCA constrained optimisation is

designed as follows:

J(z,β) = arg min
(z,β)

{
‖y−Uz−DIβ‖22 + λ1 ‖z‖2 + λ2 ‖β‖1

}
(5)

where U stands for the basis of PCA in terms of training samples, λ1 and λ2

are the small positive constants, t ∈ <d is a noise term with bounded energy

‖t‖2 < ε, and the optimal error tolerance ε > 0. The optimisation of Eq. (5)

can be viewed as a typical least-square problem and β is obtained by

β =
(
DI

TDI + λI
)−1

DI
T (y−Uz) (6)

where λ is a small positive constant and I is the identity matrix. We can

calculate z after obtained the coefficient vector β by

z = UT (y−DIβ) (7)

The coefficient vectors z and β using l2-norm minimization can be iteratively

computed by Eq.(6) and Eq.(7) until the predefined termination condition is

satisfied.110

Moreover, considering the sparsity of β especially in the case of complex

practical scenarios such as the differences of poses, expressions, illuminations,

disguises and cluttered background, we can find a more accurate measurement

of β by the solution of l1-norm minimization instead of Eq. (6) as below:

β̂ = argmin
β
‖β‖1 , s.t. ‖y−Uz−DIβ‖2 ≤ ε (8)

Thus, the more accurate PCA coefficient z of the test sample can also be

achieved by

z = UT
(
y−DIβ̂

)
(9)

3.1.2. The second phase of the FSRC-QO

Providing that the coefficient matrix Â in terms of training samples are

obtained by Eq.(10).

Â = UTA (10)
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We then use W which denotes the basis of LDA in terms of Â to calculate

the LDA projected test vector ẑ and the projected training matrix ÂLDA, as

below:

ẑ = WTz (11)

ÂLDA = WTÂ (12)

Meanwhile, each LDA coefficient of training classes can also be obtained by:

centersk =
1

nk

nk∑
j=1

̂̂xj

k (13)

where k = 1, 2, ...K, K is the number of classes, nk stands for the number of

samples of the kth class, and ̂̂xj

k denotes the coefficient of jth sample from the115

kth class in ÂLDA.

Lastly, we can measure the reconstruction error using the distance between

the reconstructed LDA coefficient of the test sample and the reconstructed av-

erage coefficient for the kth training class, as follows:

Dk (ẑ) = ‖ẑ− centersk‖2 (14)

Hence, the label of the test sample is estimated using the index of the smallest

values of the deviations over all Dk (ẑ), k = 1, 2, ...,K.

Lable (y) = argmin
k

{
Dk (ẑ)

}
(15)

3.2. FSRC-QO-CNN

More recently, Convolutional Neural Networks (CNN) have been successfully

used in a wide range of computer vision and pattern recognition applications

and become the mainstream in face biometrics. A CNN network trained on a120

large number of face images is able to extract robust textural features for face

recognition, across a variety of appearance variations such as pose, expression,

illumination and occlusion. To further improve the accuracy of the proposed

system, we also use CNN features in our FSRC-QO. Here, FSRC-QO performs
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as a classification method based on CNN features, which is different from widely125

used nearest neighbour classifiers with cosine distance and Euclidean distance.

To this end, we use the pre-trained VGG-FACE model for feature extraction [33].

Then the aforementioned FSRC-QO method can be applied to the extracted

CNN features for face classification. We use the term ‘FSRC-QO-CNN’ for this

approach. The only difference between these two methods is that FSRC-QO130

uses the raw pixel intensities for face classification whereas FSRC-QO-CNN

uses extracted CNN features from an original input face image.

3.3. The pipeline of our algorithm

—————————————————————

The pipeline of the proposed algorithm is described as follows:135

1:Input: Training samples X with K class, an intraclass variant dictionary

D and test sample y;

2:Output: The label of test sample;

3: Projecting the training samples into the PCA space and get the basis of

PCA :U.140

4: For i = 1 to N (the number of samples) calculating the coefficient by

Eq.(7).

5:end for

6:Obtaining the solution of l1-norm minimization by Eq. (8).

7:Get the PCA coefficient z of the test sample by Eq.(9)145

8:Apply the LDA algorithm to calculate the projected vectors by Eq.(11)

and Eq.(12)

9:Obtain the LDA coefficient of each training classes.

10:Compute the reconstructed error between each class and the test sample.

11:Classify the test sample into the class with least residual.150

—————————————————————
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4. Analysis of the proposed method

To reveal the nature of the proposed methods, in this section, we further

analyse our FSRC-QO and FSRC-QO-CNN methods in terms of the rationales,

correlations, potential advantages and flaws. In fact, the traditional optimi-155

sation problem of SRC was solved by standard linear programming methods

using original high-dimensional samples for the optimisation coefficient, which

typically ignore the information redundancy between the gallery and query sets

and may lead to uncertainty in decision making. Motivated by this, in the

present study, we are to develop two strategies for SRC to improve speed and160

performance as well.

Figure 1: The correlations among the proposed methods.

4.1. The correlations among the proposed methods

As described in Section 3, two fast SRC algorithms are developed for the

task of face classification. The strength of these strategies lies in successfully

constructing some optimisation solutions using quadratic optimisation in down-165

sized coefficient subspace, and thereby enhancing the collaborative and discrim-

inative capacity of the dictionary to reconstruct the input images. FSRC-QO
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and FSRC-QO-CNN are both extended from ESRC, it is worth describing the

correlations among the three algorithms, which is illustrated in the Fig. 1.

4.2. Novelty of FSRC-QO170
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Figure 2: The schematic diagram of FSRC-QO.

To better illustrate how the proposed FSRC-QO works, we first provide a

schematic diagram of FSRC-QO as Fig. 2. As shown in Fig. 2, The strategy

works as an enhancement mechanism of discriminatory that applies PCA and

LDA constrained model in two sequential sparse representation stages: the first

stage is to achieve the reconstructed PCA coefficient matrix Â from the training175

samples, the second phase is to implement discriminant analysis to further max-

imize the ratio of between-class scatter coefficient matrix to that of within-class

scatter coefficient matrix.
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To alleviate the adverse effect of the small-sample-size (SSS) problem, most

existing sparse or collaborative representation methods focus on the training180

data augmentation for the purpose of effective optimisation. However, the

original dictionary is commonly built on a high-dimensional subspace, a typ-

ical example of this is found in some famous collaborative representation-based

methods such as ESRC. In fact, the abundant hybrid training atoms with high

dimensionality may lead to time-consuming and uncertainty in the data set. In185

the first phase of FSRC-QO methed, original and within-class variations of one

subject can be approximated by a collaborative linear combination of those of

other subjects, which combines the dimensionality reduction of training samples

and the hybrid optimisation process. The method can significantly reduce the

computational complexity as follows: with PCA constrained model, FSRC-QO190

decomposes the original face structure of the training set into the orthogonal

components known as eigenfaces, and the transformed axes can be established

as a set of basises which better represent the variations among the different

subjects.

To obtain the solution of the optimisation problem of FSRC-QO, the coef-195

ficient vectors β and z using l2-norm minimization can be iteratively obtained

Figure 3: (a) The comparison results with different calculation sequence of coefficients. (b)

The comparison results with different solution of optimisation problem on AR.
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by Eq.(6) and Eq.(7) until reach the predefined condition. In fact, the calcula-

tion sequence of the coefficient vectors β and z can affect the accuracy of the

optimisation model. We are now making an analysis about the solving process

of the optimisation problem as below. It is known that the coefficient vector z200

of FSRC-QO is obtained after solving β, hence an interesting question arises:

How is the performance of the optimisation problem while the calculation order

of z is prior to β? To illustrate this, Fig. 3(a) shows the comparison results

with different calculation sequence of coefficients. As shown in Fig. 3(a), we can

see that the recognition rate by solving β firstly is always higher than that of205

the opposite case as the the number of iteration increases. It is noted that the

curve of the recognition rate with the first calculation of β become flat when the

iteration number is increased to a certain extent (e.g.,>15), which implies that

the excessive iterations between z and β might lead to over-fitting and time-

consuming. Thereby these findings motivate us to propose the PCA constrained210

optimisation model for the efficient classification.

After gaining the first solution of β using the typical least-square method as

shown in Eq.(6), the first analytic solution z can be simultaneously obtained by

Eq.(7). In fact, due to the sparsity of β especially in the case of complex practical

scenarios, we can find a more accurate measurement of β by means of l1-norm215

minimization as shown in Eq.(8). With this β, we then use Eq.(9) to iteratively

obtain the more accurate reconstructed PCA coefficient vector z. Fig. 3(b)

illustrates the comparison results with different solution of optimisation problem

on the AR database. As shown in Fig. 3(b), the improved coefficient analytic

solution of FSRC-QO consistently achieves better classification results than the220

previous scheme, regardless of the number of iterations of closed-form solution.

Nevertheless, since DI and U are not in the same subspace, there is a cer-

tain flaw in the first phase of the proposed algorithm. In order to overcome

this defect, during the label prediction, the discriminatory capacity is exerted

on the reconstructed PCA coefficient of each class to map z and A to the same225

subspace when representing a test sample, which can solve the problem of in-

consistency of the subspace from the angles of accuracy. Hence we can achieve
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more discriminative face classification results.

4.3. Computational complexity analysis

We then analyze the computational complexity of our proposed methods.230

All of them are constituted by two steps: 1) calculate the coefficient vector β

via different approaches; 2) predict test label using β. Since the former takes up

more than 99% computational time, we would focus on the vector calculation

step to discuss the computational complexity.

There are two major calculation procedures in our framework:235

1. least-squares optimization: This step would optimize Eq. 6 and Eq. 7

iteratively. For these two equations, matrix multiplication and matrix

inversion are two major operations. Given one m × n matrix and one

n × p matrix, the complexity of classic matrix multiplication is O(mnp).

As for matrix inversion, its original O(n3) complexity could be reduced240

to O(n2.373) via optimized CW-like algorithms. Hence, the complexity of

Eq. 6 and Eq. 7 is O(p2d+ p2.373 + p2d+ pd+n′d+ pd) = O(p2d+ p2.373),

where p is number of instances in dictionary DI, and d is the sample

dimension.

2. l1-norm minimization: We use Homotopy method to solve the l1-norm245

minimization problem. According to [34], the worst-case complexity is

bounded by O(n3), where n is the signal dimension (i.e., dimension of β

in Eq. 6). In fact, we found its actual computing speed is heavily depend on

hyper-parameters, e.g., the maxIteration and tolerance. When current

iteration is larger than predefined maxIteration or reconstruction error250

is less than tolerance, the Homotopy algorithm would stop. The setting

of hyper-parameters would influence this step greatly.

We summarize the computational complexity of our methods in Table 1.

Note that, although FSRC-QO-CNN has the same level complexity as FSRC-

QO (in fact, FSRC-QO-CNN could be considered as a kind of pre-processing255

of FSRC-QO), we found its actual speed could be faster than that of latter.
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Table 1: The computational complexity of proposed methods, where p is the number of

instances in dictionary DI, n is the number of instances in Training set A, and d is the

sample dimension.

Method computational complexity

ESRC O((n + p)3)

FSRC-QO O(p2d + p2.373 + p3)

FSRC-QO-CNN O(p2d + p2.373 + p3)

Furthermore, In the experiment section, we set maxIteration = 30 in FSRC-

QO. Since FSRC-QO has solved the “inconsistency of subspace” problem in the

second phase, we find even with fewer iterations, FSRC-QO could still achieve

good performance.260

5. Experimental results

5.1. Experiment setting

In this section, we demonstrate the efficiency of the proposed two algorithms:

FSRC-QO and FSRC-QO-CNN under the undersampled situation on publicly

available datasets, including AR [35], FERET [36], LFW [37] and FRGC [38]265

databases. Meanwhile, to evaluate the positive impact of our proposed method

on deep-learning-based face classication, we also develop an enhanced FSRC-QO

using CNN-based features (FSRC-QO-CNN) that generated from VGG-FACE

model, compared to the classical nearest neighbour classifier using CNN (NN-

CNN) in terms of accuracy. Note that the Homotopy method [39] is used for270

all methods to solve the l1-minimization problem with error tolerance ε=0.05.

As learned from [13], ESRC is proposed to deal with undersampled face

recognition. It is found that the major drawback of traditional sparse representation-

based classification methods is the inability to represent intraclass variations

adequately, which is also not suitable for the undersampled face recognition in275

general. In fact, the intraclass variant dictionary can compensate for the sig-

nificant difference based on the assumption that the intraclass variation of any

gallery face can be approximated by a sparse linear combination of the intraclass
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differences from sufficient number of generic faces. Hence the variant bases can

be achieved either from the gallery samples themselves or from the subjects out-280

side the gallery. In our methods, we use a similar strategy as that on ESRC [13]

to construct the intraclass dictionary. Specifically, we subtract the frontal neu-

tral image from other images of the same subject to construct the dictionary

DI = [D−1 − α∗1e1, ...,D
−
l − α∗l el] ∈ Rd×(m-l) where ei = [1, ..., 1] ∈ R1×(mi−1),

mi is the number of samples in the i class,
∑l

i=1 mi = m, α∗i is the natural285

samples in class i, and D−i is the reduced data matrix of class i removing the

natural sample. Meanwhile, in order to construct a more general method for DI,

we design several generation methods with respect to the different databases.

For example, the subject labels of AR are chosen by a multiple of 5 to construct

DI, while the first 20 subject labels are selected to construct DI in the FRGC290

dataset, etc. As noted above, our methods are similar to ESRC, focusing on the

one-shot face recognition as well.

5.2. Experiment on AR with different variations

The AR face database [35] contains about 4000 face images of 126 individu-

als, which consists of the frontal faces with different facial expressions, illumina-295

tions and disguises. There are two sessions and each session has 13 face images

per subject. In the experiment, we create a subset of database consisting of 50

males and 50 females, we then resize each face image of the subset to 27 by 20.

The subjects whose labels are a multiple of 5 are used to construct the intraclass

variant dictionary DI, which contains 20 subjects and 200 bases (10 bases for300

each generic subject). It is created by subtracting the natural image from other

images of the same class, as well as the remaining 80 subjects are used as the

gallery and query set. For each subject, a single image with natural expression

and illumination is randomly selected for training, and the remaining images

with illumination change, facial disguises are chosen for test. We repeat each305

experiment 10 times and use the average recognition rate as the result. Fig. 4

shows an example of 10 images of one subject from the AR database.

In order to better evaluate our methods under the effect of variations in
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Single

training image
Illumination changes Disguise by

scarfs

Sunglasses+Illumination Scarfs+Illumination
Disguise by

sunglasses

Figure 4: The selected image samples of a subject from AR.

appearance including illumination, disguise and expression in the AR database,

we divide the test images from the same subject into six situations: (1) the310

samples from 2th to 4th are selected for illumination changes. (2) the selected

5th sample is disguised by sunglasses. (3) the selected 8th sample is disguised

by scarfs. (4) the 6th and 7th samples are represented by the sunglasses with

illumination. (5) the 9th and 10th samples are represented by the scarfs and

illumination. Table 2 demonstrates the comparison result of each method under315

the different variations. As shown in Table 2, the improvement achieved by

the proposed method using FSRC-QO is much high than those of other tradi-

tional methods, the main reason is that the FSRC-QO method enhances the

discriminatory capacity using PCA and LDA constrained model in two sequen-

tial sparse representation stages, so as to achieve a good sparse representation320

of a test sample. In summary, the superiority of our algorithm is more obvious.

Meanwhile, the evaluation of execution speed of each method over six varia-

tions in appearance is shown in Fig. 5. As can be seen from Fig. 5, the proposed

method FSRC-QO shows the promising performance in terms of speed, which

is much faster than ESRC [13] across all different variations of data set. It in-325

dicates that the optimisation model using dimensionality reduction constraint

is more effective for representing the different variations.

To better reveal the influence of the different illuminations conditions for our

method, we select a set of experimental results in terms of the reconstruction

process of the test sample to achieve a detailed illuminations analysis. Fig. 6330
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Table 2: The recognition rates (%) with the different variations on the AR database

Variations

Disguised Disguised Sunglasses Scarfs

Method Illumination by by + +

sunglasses scarfs illumination illumination

FSRC-QO 100.00 95.00 92.50 91.25 81.88

ESRC [13] 98.75 82.50 78.75 80.00 68.75

SRC [40] 71.25 55.00 30.00 28.13 18.13

CRC [41] 74.17 56.65 37.50 26.88 20.63

LRC [42] 60.83 67.50 10.00 31.87 10.00

CIRLRC [16] 76.67 40.00 11.25 33.13 11.25

TPTSR [43] 68.33 55.00 35.00 30.63 20.00

SRICE [27] 60.42 61.25 25.00 23.12 13.75

Figure 5: The comparison running time over six variations on the AR database.

shows the reconstruction of y in the presence of uniform illumination such as

(a) and (b) will reduce the weights of samples from within-class, increasing the

approximation error of illumination, and potentially leading to misclassification.

In contrast, with the nonuniform illumination condition (c), we can effectively

reconstruct the illumination information of face images, which lead to correct335

classification result.

As described in Section 3.1, we project the training samples into the PCA

transformed space in which a new sparse representation model with PCA con-

strained is designed as Eq.(5), in this optimisation process, U is defined as the
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basis of PCA in terms of training samples. We then make a further analysis for340

the recostruction process using two reconstructed Eigen faces ordered by the

first two principle components of U, as shown in Fig. 7.

Evidently, we can see that the reconstructed first principle component rep-

resents the dark information of face images, as well as the second principle

component stands for the bright part of faces. It implies that the PCA-based345

training samples has the capacity to reconstruct the brightness and darkness

of the face images, respectively. Nevertheless, from the above experiment, we

can see that our method cannot strongly distinguish the illumination from the

complexion in the condition of uniform illumination, thus leading to incorrect

identification of the class membership of test sample y. We believe this discrim-350

inatory power of illumination of our models should be improved in the future

work.

(b) Erroneous reconstruction 

result with uniform 

illumination

(c) Correct reconstruction 

result with nonuniform 

illumination

Iy Uz D β 
Illumination Type / 

Reconstruction Sample

(a) Erroneous reconstruction 

result with uniform 

illumination

Figure 6: An example of reconstruction of the test sample with different illuminations.

First principle component Second principle component

Figure 7: An example of reconstruction of the test sample using two principle components.
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Table 3: Face recognition rates (%) of differnt state-of-the-art methods on AR

Method Recognition rate (%)

SVM [44] 96.5

CRC [41] 98.0

SRC [40] 97.5

DLSI(C) [45] 97.5

FDDL [46] 97.5

LC-KSVD [47] 97.8

MMDL [48] 97.3

DPL [49] 98.3

FSRC-QO-CNN 99.7

Moreover, we compare the proposed FSRC-QO-CNN method with some

state-of-the-art methods on AR. The same experiment setting as in [49] is used

to split the original dataset into training and test. Specifically, for each sub-355

ject, 20 images are selected for training, and the remaining images are used for

test. Table 3 demonstrates the different methods such as SVM [44], SRC [40],

CRC [41], the state-of-the-art DLSI(C) [45], FDDL [46], LC-KSVD [47], MMDL [48],

DPL [49], and the proposed ES-PCA-CNN method. As shown in these tables,

the proposed FSRC-QP-CNN method achieve 99.7% recognition rate, which is360

better than those of the other state-of-the-art methods.

5.3. Experiment on FERET

The FERET face database [36] is a result of the FERET program, which was

sponsored by the U.S. Department of Defense through the Defense Advanced

Research Projects Agency program. It has become a benchmark database for365

the evaluation of face recognition algorithms. The proposed algorithm was

evaluated on a subset of FERET, which includes 1400 images of 200 individuals

and each subject has seven different images.

In this experiment, the synthesized strategy for intraclass variant dictionary

presented in Section 5.1 is performed before classification, by which the first370

40 subjects are used to construct the intraclass variant dictionary, the other

160 subjects are employed as the gallery and query set. We resized each face
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image of the FERET database to 40 by 40. For each subject, a single image is

randomly selected for training and the remaining images are used for test. We

repeat our experiment 7 times and measured the performance of different face375

classification algorithms in terms of recognition rate and running time. Some

examples of the FERET dataset are shown in Fig. 8.

Figure 8: Example faces of the FERET database.

Table 4: The comparison results of different methods on the FERET database

Method Recognition rate (%) Running time (s)

FSRC-QO 68.96 243.75

FSRC-QO-CNN 91.77 76.90

ESRC [13] 58.33 2640.51

CIRLRC [16] 51.08 2485.05

TPTSR [43] 47.83 22.76

SRICE [27] 47.33 1424.14

SRC [40] 38.44 541.60

CRC [41] 37.71 124.48

LRC [42] 43.13 24.12

The performance of the proposed FSRC-QO and FSRC-QO-CNN meth-

ods are compared to the other typical representation-based classification ap-

proaches including ESRC [13], CIRLRC [16], TPTSR [43], SRICE [27], SRC [40],380

CRC [41] and LRC [42] methods. As shown in Table 4, we can see that the

proposed FSRC-QO-CNN achieves the 91.77% highest recognition rate with

running at lower speed, which fully shows a highly competitive advantage over

traditional methods in terms of computation complexity and accuracy.

5.4. Experiment on LFW385

Labeled Faces in the Wild (LFW) [37] is one of the most challenging datasets

that consists of abundant variations of face images including pose, illumination
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and expression, etc. The database has more than 13000 images of 5749 individ-

uals with different gender, ages, etc. The proposed algorithms are evaluated on

a subset of LFW database, which includes 1580 images of 158 individuals with390

10 different images of each subject. We resize each LFW face image to 64 by

64. In this experiment, the first 58 subjects are used to construct the intraclass

variant dictionary which contains 522 bases (9 bases for each generic subject),

and the other 100 subjects are employed as the gallery and query set. For each

subject, a single image is randomly selected for training and the remaining im-395

ages are used for test. We repeat our experiment 10 times and measured the

performance of different face classification algorithms in terms of recognition

rate and running time. Some images from the LFW database are shown in

Fig. 9.

Figure 9: Example faces of the LFW database.

Table 5: The comparison results of different methods on the LFW database

Method Recognition rate (%) Running time (s)

FSRC-QO 23.67 325.75

FSRC-QO-CNN 61.56 143.95

ESRC [13] 12.56 1761.47

CIRLRC [16] 12.22 1399.26

TPTSR [43] 9.78 28.30

SRICE [27] 9.78 919.00

SRC [40] 8.56 349.89

CRC [41] 8.67 7.52

LRC [42] 5.44 12.32

The performance of the proposed FSRC-QO, FSRC-QO-CNN methods are400

compared to the other typical representation-based classification approaches in-

cluding ESRC [13], CIRLRC [16], TPTSR [43], SRICE [27], SRC [40], CRC [41]
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and LRC [42] methods. In light of the experimental results as shown in Table 5,

we can see that the proposed FSRC-QO, FSRC-QO-CNN methods respectively

achieve 23.67% and 61.56%recognition rate, which outperform the other tradi-405

tional methods in terms of accuracy. Compared to the classical ESRC method,

it should be noted that our FSRC-QO-CNN can achieve highly competitive

performance in computational cost.

5.5. Experiment on FRGC

For the face recognition grand challenge (FRGC) version 2 database, we use410

a similar split as that on the LFW database to construct the training and test

sets. The FRGC database [38] consists of controlled and uncontrolled color face

images. The controlled images show good image quality, while the uncontrolled

ones with poor image quality are taken under the complex backgrounds. In this

experiment, we select 100 individuals with 30 different images of each subject415

from FRGC to construct the experimental subset, and we resize each face image

in FRGC to 80 by 80. The intraclass variant dictionary is constructed from the

first 20 subjects that contains 580 bases (29 bases for each generic subject),

the remaining 80 subjects are employed as the gallery and query set. In each

subject, a single image is randomly selected for training and the remaining 29420

images are used for test. We repeat our experiment 10 times and measured the

performance of different face classification algorithms in terms of recognition

rate and running time. Some images from the FRGC database are shown in

Fig. 10.

Figure 10: Example faces of the FRGC database.

Table 6 presents the recognition rates achieved by a set of traditional meth-425

ods including ESRC [13], CIRLRC [16], TPTSR [43], SRICE [27], SRC [40],
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CRC [41] and LRC [42] methods. The proposed FSRC-QP-CNN method achieves

the 97.72% highest recognition rate with running at lower speed, which once

again shows a highly competitive advantage over traditional methods in terms

of computational complexity and accuracy.430

Table 6: The comparison results of different methods on the FRGC database

Method Recognition rate (%) Running time (s)

FSRC-QO 50.18 2696.54

FSRC-QO-CNN 97.72 412.64

ESRC [13] 23.71 18553.25

CIRLRC [16] 22.54 3223.16

TPTSR [43] 20.65 216.05

SRICE [27] 20.71 2317.82

SRC [40] 23.06 2396.06

CRC [41] 23.19 58.17

LRC [42] 16.16 73.23

From the above experiment results, it should be noted that the improvements

achieved by the proposed method on the LFW and FRGC datasets are much

higher than those on the other datasets. This is mainly because the LFW and

FRGC datasets contain more variations in appearance than the other datasets.

In such scenarios, the superiority of our algorithm is more evident compared to435

other sparse (or collaborative) representation-based methods.

5.6. Experiment comparisons with some deep learning based methods

In this section, we compare the proposed FSRC-QO-NN method with some

state-of-the-art deep models such as NN-CNN [50], VGG-SVM [51] and VGG-

3DPD-CRC [52]. The experiments were conducted on some well-known public440

face datasets, including AR, LFW and FRGC. Note that all the methods of this

experiment are based on the well trained deep learning model. More specifically,

we first apply the VGG-FACE model to all the training and test images for

robust facial features extraction, using computation of the forward propagation

to obtain the convolution features. We then perform the face classification445
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using NN classifier with Euclidean distance, SVM, 3DPD-CRC and the proposed

FSRC-QO method, respectively. The face recognition rates are reported in

Table. 7. As seen in Table. 7, the proposed FSRC-QO-CNN method achieves

better result than other methods in terms of recognition rate. This is attributed

to the fact that the more robust sparse representation is performed based on the450

proposed quadratic optimisation processing. Furthermore, it should be noted

that FSRC-QO-CNN is based on the well trained feature maps obtained by

our first strategy, and the training processing can be completed using offline

mode. Hence the dimensionality of raw face images are reduced by the DL-

based training model, which can be regarded as a data preprocessing stage.455

5.7. Experiment analysis

In this section, to show clearly how much contribution of each of the two

strategies makes, we conduct two verified experiments on the ORL and FERET

datasets. More specifically, the first strategy of the proposed method can be460

divided into two steps by which the quadratic optimisation is performed in

downsized coefficient solution subspace of PCA and LDA, respectively. We

named this two steps as ”ES-PCA” and ”ES-LDA”. As show in Table. 8 and

Table. 9, the designed two steps of the first strategy of our method are built

on the foundation of the traditional ESRC. Meanwhile, the second strategy465

of our method is actually an enhancement of the first one and it is intended to

improve the accuracy, instead of to speed up ESRC. In light of the experimental

results achieved by the different phases mentioned above, we can conclude that

the proposed method achieves more effective and stable performance both in

recognition rate and execution speed.470

Furthermore, from the experimental results reported in different datasets, it

should be noted that the improvements achieved by our method on the FRGC

and LFW databases are much higher than those achieved on the other datasets.

The main reason is that the FRGC and LFW datasets contain more variations

in appearance such as pose and expression than the other datasets. In such475
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scenarios, the superiority of our method is more evident compared with other

sparse (or collaborative) representation-based methods.

Table 7: Comparison results of DL-based approaches on different datasets

Dataset NN-CNN VGG-SVM VGG-3DPD-CRC FSRC-QO-CNN

AR 97.29 97.63 98.86 99.70

LFW 54.11 54.92 60.24 61.56

FRGC 91.43 91.84 93.92 97.72

Table 8: Comparison result of each optimisation phase on ORL

Methon Recognition rate (%) Running time (s)

ESRC 63.28 264.55

ES-PCA 78.13 90.24

ES-LDA 82.03 37.50

FSRC-QO-CNN 98.45 22.73

Table 9: Comparison result of each optimisation phase on FERET

Methon Recognition rate (%) Running time (s)

ESRC 58.33 2640.51

ES-PCA 61.46 405.04

ES-LDA 68.96 243.75

FSRC-QO-CNN 91.77 76.90

6. Conclusion

In this paper, we proposed two fast SRC algorithms for face classification.

The key innovation of the proposed work is to accomplish face recognition using480

a novel dimensionality reduction optimisation model, which makes SRC robust

to the different variations in appearance. The strength of the technique lies

in successfully constructing a quadratic optimisation in downsized coefficient

solution subspace, and thereby enhancing the discriminatory capacity of the

dictionary to reconstruct input signals faithfully. We believe that our promising485
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results can encourage more work on synthesizing more informative optimisation

structure and increase this paper for better SRC solutions.
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