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Abstract

A bond graph framework giving a unified treatment of both physical modséd control
and hybrid experimental-numerical simulation (also known as real-time dynatstrgo-
turing) is given. The framework consists of two subsystems, one physicabne numer-
ical, connected by &ransfer system representing non-ideal actuators and sensors. Within
this context, a two-stage design procedure is proposed: firstly, desitjoramnalysis of
the numerical and physical subsystem interconnection as if the transtemsyvere not
present; and secondly removal of as much as possible of the transfemsgignamics
while having regard for the stability margins established in the first stageafpr@ach al-
lows the use of engineering insight backed up by well-established coiméraly; a number

of possibilities for each stage are given.

The approach is illustrated using two laboratory systems: an experimentabprasy-
damper substructured system and swing up and hold control of an inveredipm. Ex-
perimental results are provided in the latter case.

Key words. Bond graphs; physical-model based control; substructuring; haedwéwop
simulation.
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1 Introduction

Most research into control systems design is conductedaméthematical do-
main. One reason for this is to abstract dynamic systemscim swvay that control
design is generic. For example, as described in elemergatlydoks[9, 25], such
system equations can be written in block diagram form forpghmoses of con-
trol system design. However, it can be argued that this lefvabstraction actually
distills out system-specific features which could have aitheddesign procedure
using engineering intuition. An alternative approach, ‘iDesn the Physical Do-
main” has been suggested by Hogan [27, 28, 29] and Sharomtigl Hardt[39].
Here the level of abstraction is a graphical physical repragi®n which lies closer
to the system physics than mathematical equations. Incpéatj the bond graph
approach [5, 13, 20, 30, 34] has been suggested [12, 27, 2892Qs the basis
for such design. Moreover, appropriate software tools ave awvailable, including
Model Transformation Tools (MTT) [33]. Following [12], wealt this approach
Physical-model-based Control (PMBC). Systems witltollocated sensors and ac-
tuators can be easily controlled using such an approach [12]

However, in many cases, this collocation does not existla@d¢tual actuators and
sensors are connected to notional collocated actuatorsemsbrs by aransfer
system[17, 18]. Such transfer systems typically contain smalags] high relative
degree or unstable zero dynamics and are thus not passive.

Real-time dynamisubstructuring[4] is a novel experimental testing technique which
can be used to test individual components of engineeringssstThis type of test-
ing has been developed from experimental testing of largée structures using
extended time scales [8, 35]. The basic concept is that aledenpodel of the sys-
tem is made by combining, in real-time, a part which is expentally tested with
a numerical model of the remainder of the system. In the fieladsechanical and
aerospace engineering, physical components are oftesttseither characterise
or improve the design performance. Substructure testifegsod way of accurately
testing nonlinear components as if they were in their opgganvironment. Some
example applications are described in [44] in connectich &erospace engineer-
ing. Similarly, hardware-in-the-loop (HWiL) is a form of ogponent testing where
physical components of the system communicate with soétwardels which sim-
ulate the behaviour of the rest of the system — a survey inndwye[36]. For the
purposes of this paper, HWIL testing and substructuring valregarded as syn-
onymous.

Once again, the issue of non-collocation due to the preseircéransfer system is
the key issue. In particular, it has been shown [41, 42] thbssucturing is sensi-
tive to small time delays and methods have been developedpmyve robustness
[22].



Recently, the bond graph based virtual actuator approadh d&veloped in the
control systems context can also be applied to substragty@3]. This paper
brings together these results in a unifying bond graph freonle. Moreover, a com-
mon framework for design and analysis is proposed whichaggbres the common
problem of non-collocation due to the presence of a trarsfetem in a unified
fashion. In particular, a two-step design procedure is pseq:

(1) Design thecollocated feedback system using the standard approaches given
above and analyse it using robustness methods drawn frathdek theory.

(2) Design a compensator to overcome the effect of the teasgstem within the
context of the robustness margins derived in step 1.

The formulation gives a new perspective on control desigofer as it focusses
on the problems arising from non-collocation and also gavegw perspective on
substructuring by reformulating the substructuring peobks a control problem.

We use two experimental systems to illustrate our approach:is in the sub-

structuring area and has been discussed previously[28httrer gives some new
experimental results on the swing-up and hold control ohaarited pendulum — a
system commonly used to evaluate control techniques[1, 31]

2 Physical Model Based Control and Substructuring

[Fig. 1 about here.]

The class of systems considered in this paper is represbpti bond graphs of
Figure .1. There are three subsystems (themselves bonksynapich represent:

Num thenumerical subsystem implemented ssftware within a digital computer,

Phy thephysical subsystem implemented hardware in the physical world and

Tra thetransfer system comprising sensors and actuators connecting therrum
cal and physical domains together with the associateda@msystems and signal
conditioning.

The subsystems are connecteddbwer bonds each of which carries an effort/flow
pair[20, 30]. For example, the subsyst&fy is associated with the effoe, and
the flow f, and the power flow, f,. In general, the bonds could lector bonds
corresponding to the multiple connections; but this papesiters the scalar case.
The subsystems could represent linear or nonlinear systayas the focus is on
the linear case although Section 4 considers a non-linessersy

The numerical subsysteiMum exists in a digital computer and therfore does not
actually transfer power; this is why the transfer sysiera is required to connect
Num to Phy. Nevertheless, the equations descrildiiwgn are implemented in such



a way that a bond graph representation is applicable. Thergractical issues
concerning the numerical implementation of integratiothed (simulated) energy
is not dissipated [4]; but this is beyond the scope of thisepap

Figure 1(a) shows the ideal case where sensors and actaegarsliocated. In par-
ticular, the both effort and flow associated with each sulesysare equak, = e,
andf, = f,. As discussed previously [12, 19], design is relativelnigtntforward
in this case. In this paper, design and analysis of the catéatcase is considered
in section 2.1; in particular, the sensitivity of the feedb&op implied by the bond
graph of 1(a) is analysed by classical methods.

In contrast, Figure 1(b) shows the non-collocated situatiberee, # e,, and f, #
f due to the presence of the transfer sysiiem In this situation, the approach of
this paper is, having designed and analysed the collocats] to remove the effect
of the transfer system using an appropriate compensatasn#bar of possibilities
are given in Section 2.2.

2.1 Collocated Design and Analysis

[Fig. 2 about here.]
[Fig. 3 about here.]

The physical subsystefhy of Figure .1 has an energy port with the (collocated)
covariables, and f,, connected to an energy portNtim with covariables:,, and

fn. Inthe case of PMBC, The design of\aum for such a feedback system can be
accomplished by:

(1) physical insight [12, 27, 39] or
(2) dissipative system theory [26, 31, 43].

In the case of substructuring[4], the issue is to partitiphygsical system intblum
andPhy[23].

Whatever method is used to overcome the dynamics of the énasygstem (as dis-
cussed in Section 2.2), it is important to have a theorefremhework for evalu-

ating, comparing and contrasting such methods. In paaticalsuccessful control
system must remain stable in the face of small errors in ntiadebr other ne-

glected dynamics. For this reason, the sensitivity ofdabléocated design is con-

sidered first independently of the method used for transtaesy elimination.

There are many methods available to analyse the robusthéssdbback systems;
here we illustrate our approach using the simplest tramgfation based approach.
The control literature contains many stability resultsdshsn transfer function



analysis; we use the recent textbook[25] as the referencthése. To use these
transfer-function based methods causally complete vesbthe bond graphs of
Figure .1 must be used; in particular, there are two possasil

(1) Effort actuation. Effort is imposed byNum onto Phy via an ideal actuator
(Figure 2(a)) and flow is imposed WBhy onto Num via an ideal sensor. As
discussed by Hogan [27], this would naturally be used wherpttysical sys-
tem is anadmittance such as ainertia or bond graph component.

(2) Flow actuation. The converse situation (Figure 2(b)) would naturally bedus
when the physical system is ampedance such as apring or bond grapiC
component.

The following discussion is based on effort actuation (Fégu2(a) and 3(a)), but
flow actuation (Figures 2(b) and 3(b)) can be consideredelthous modifications
to the argument. The effort actuation is considered in tresmgte of Section 3.2
(and the experimental results of Section 4), and flow aainasi considered in the
example of Section 3.1.

The key insight is to realise that, following causal completthe bond graph of
Figure 1(a), representing the ideal system withTma dynamics, can be viewed
as thefeedback loop of Figure 3(a) where the transfer functionshdim and Phy
(with effort actuation) are defined &8(s) = N;(s) andP(s) = P.(s) respectively
where:

en = N(5)[fn (1)
fo=P(s)e, (2

wheree, = e, if the system is ideal such thdra may be neglected. Then the
bond graph of Figure 2(a) can be transcribed as the convexhtidock diagram of
Figure 3(a). Following standard control theory[25], andhwieference to Figure
3(a), define théoop-gain transfer function.(s) as

L(s) = —— = =N(s)P(s) 3)

There are many ways of usirlg s) to investigate stability, but a simple one is using
the concept ophase margin [25] which can be characterised as follows. Define the
critical frequency w. as the solution of

[L(jwe)| =1, (4)
The correspondinghase margin ¢,, may be written as
¢m =7+ 4[’(.]“}0) (5)

As discussed in the textbooks[25], the phase margin prevadmeasure of how
near to instability the ideal system of 1(a) is in terms of howch phase lag (due
to Tra and it's compensator) is permissible. Examples are giv&ettion 3.



2.2 Transfer system Compensation

Unfortunately, collocation is the exception rather tham thle. Figure 1(b) shows
the practical situation where the computer imposes effartows indirectly via
an actuator/sensor system thus separating the measurpaienfrom the actua-
tion point leading to non-collocation. In this case, a congad¢ion scheme must be
designed to overcome some, or all, of the effect$rat

Once again, there are a number of well-established tecésithat can be reused
in this new context; some are from the control literature aoche from the sub-

stucturing literature. Some possibilities are listed tednd reinterpreted within

the framework of this paper.

2.2.1 Impedance Control
[Fig. 4 about here.]

Hogan [27, 28, 29] introduced the conceptimpedance control and applied it to
the control of robotic manipulators interacting with themvironment. A recent
account point of view appears in Mukherjee et al. [34].

Figure .4 is a redrawn version of the summary of impedanceaiagiven in Figure

1 of [28]; Z:Num represents the desired impedance of the manipulator tipaake
Y:Phy represents thadmittance of the environment with which the manipulator
tip is in contact.

As discussed by Sharon et al. [39], impedance control is ai@pease of “de-
sign in the physical domain”. In the context of this papemgparison with Figure
1(a) reveals that, at this conceptual level, impedancerabist a special case of
the ideal physical-model based control & substructuringltdeith in this paper.

In particular,Num of Figure 1(a) corresponds to t@eNum andO junction por-
tion of Figure .4 andPhy corresponds to th¥:Phy and1 junction portion. The
transfer systenira of Figure 1(b) corresponds to the nonlinear dynamics of the
manipulator; Hogan [27, 28, 29] shows how these dynamicHearmoved in this
particular case.

2.2.2 \rtual actuator control

The virtual actuator approach [17, 18] is a bond graph baspibaph to removing
the transfer system by inversion by bond graph methods J16§. restricted to
transfer systems with stable zero dynamics and relativeedegestricted by the
relative degree of the transfer system. It has been usedindoatrol[17, 18] and
substructuring[23] contexts.



2.2.3 Predictive control

It has become an accepted approach in the substructuengtiite to approximate
Tra by a pure time delay ol\s; that is with a transfer function:

T(s) = e %2 (6)

See, for example, [2, 38, 42] and the references therein.eThagers show that
such a time-delay can be overcome by prediction of the sigyelther extrapola-
tion or by using a Smith predictor [32, 40].

This approximation has the advantage of simplicity, andwas the crucial phase
lag of Tra. However, in many cases it is not a good approximation to asyst
that has, in fact, a transfer function that has a rationdl(passibly coupled with a
pure delay). This leads to the possibility tiai has a combination of pure delay
and phase effects, which appear to behave like a “frequdapgndent delay”. To
address this issue, methods of estimating the delay orhiwe been developed
to allow real-time adaptive delay compensation [7, 42]. AHar extension to this
method is to compensate for gain (amplitude) error via arsgon-line identifica-
tion and adaptation mechanism [42].

2.2.4 Emulator-based control

Emulator-based control (EBC) [10, 11, 14] provides a gersatitin of Smith’s
predictor with a number of advantages. EBC can:

e successfully control systems with lightly-damped poles;
e explicitly account for the effect of measurement noise and
¢ handle more general forms of transfer system than Smitegigtor.

In particular, the EBC approach can be used to eliminate afeasystem contain-
ing both rational transfer function and pure time delay. bfsthis approach in the
substructuring context is a current reseach topic.

3 lllustrative Examples

The unifying approach of this paper is illustrated by twogbical examples: a sub-
structured mass-spring-damper system and the control afvanted pendulum.
In the substructuring example (Section 3Mym is the simulation of a part of a
physical system; in the physical model based control exaifggction 3.2Num is

a feedback controller (reprsented by a physical system)s Tiese two examples
emphasise the common framework of this paper.



3.1 Substructuring example

[Fig. 5 about here.]

The simple substructured system of Figure .5 has a numeutaskructure consist-
ing of a mass and linear damper and a physical substructasasting of a linear
spring. Although it is clear from physical reasoning that fubstructured system
is stable, this section shows that the phase-margin canrpesnell.

Using standard bond graph causality arguments [30], flomjmosed byNum onto
Phy (via Tra - the actuator and its controller). The effort required tpase this
flow onPhy is measured and fed backfum. The resulting loop-gain is:

k w?
Lis) = s(ms + c) - s(s + 2Cwy,) 0

where the natural frequency of the system of Figure (&,is= \/% and the corre-

2mwn

sponding damping ratio = —<—. Defining\ = (57)2 and using (4), the critical
frequency corresponding to (7) is the solution of:

AN 43N -1=0 (8)

A= /4Ct +1-2¢° 9)

Further analysis of (7) shows that the corresponding phasgim(5) is

_opn _ 2C
om = 2= (10)

The positive solution is:

[Fig. 6 about here.]
This simple system has the following properties:

e When( =0, w, = w, andg,, = 0.
e For all¢, the critical frequency. is proportional to the natural frequengy;.
e For small(, w. ~ w, ande,, ~ 2¢rad~ 100¢°.

A low damping ratio of the substructured system of Figure .5 leads to a low phase
margin. For example, if the neglected dynamics comprisera galay (\(s) =

e~ *7) then thecritical delay, 7., is the time delay which would give a phase lag of
o and is given by

_ On
=
This system is thus sensitive to neglected time-delaysudt tbat had already been
shown both experimentally and using the theory of delajed#htial equations[41].

(11)

Te



This small phase margin is typical of substructured systaerere, as here, a
lightly-damped resonance is created by the interconnecaifahe substructures.
It is therefore vital to design the transfer systémg, (combining both physical
systems associated control and instrumentation systengye A(jw.) ~ 1 to
give accurate and stable substructuring. A series of exyerts reported elsewhere
[23, 41, 42] have confirmed this predicted sensitivity as@lyand emphasised the
need for accurate cancellation™fa around the critical frequency.

For these reasons, transfer system design in the contexbefracturing is chal-
lenging and is the subject of current research; early atte@ue considered else-
where [24].

3.2 Physical model based control example

[Fig. 7 about here.]
[Table 1 about here.]

Figure 7(a) gives the schematic diagram of a control systesigded in the physi-
cal domain and Figures 7(b) and 7(c) give the bond graphkiof andPhy respec-
tively. The left hand part of the diagram shows the springyer equivalent of a
PI1 controller whilst the right hand part shows the massrgpdamper system to be
controlled. As discussed in Section 4.4, this is the lireeativersion of the inverted
pendulum system. Design of this nominal system (that isreida)) is simple;
it merely involves choosing the controller spring and dampegive the desired
closed-loop system — this is an illustration of the intwtapproach to collocated
design.

[Fig. 8 about here.]

Table .1 gives the numerical values of the parameters ofr€igl these corre-
spond to the linearised inverted pendulum of Section 4 irughreght position %,
is negative to reflect the destabilising effect of gravity,is chosen to bé|k,| to
overcome thisc, is chosen to give critical damping. These values give theuisiq
plot of L(jw) (Eq. (3)) shown in Figure .8. In this case, the phase-maigin: 90°
indicating little sensitivity to the transfer system.

This large phase margin is in contrast to the small phaseimafghe substructur-
ing example of Section 3.1. The reason is that control systesntheir nature, are
designed tavoid lightly-damped resonances arising from the connectioNwh
andPhy. Whereas, in substructuring, the properties of the numlesidastructure
Num may not be chosen — they are governed by the system beind.teste



4 Experimental Inverted Pendulum

[Fig. 9 about here.]

The experimental equipment is based on the Quanser IP-0Ref®eting, Linear
Motion, Inverted pendulum” experiment. Figure 9(a) showar running on a hor-
izontal track driven by a DC motor and the smaller gear whbellinear positiony
is measured by an encoder attached to the larger gear wheepehdulum is piv-
oted on an almost frictionless shaft and freely swings invéiréical plane; the an-
gular positiory is measured by an encoder attached to the shaft. Figurerifass
the cart and pendulum with the pendulum controlled in theagitpn ¢ = ).

The controller was implemented on a 2.66GHz Pentium P4 baserkssor on a
AICMB800 motherboard with 512MB DRAM. The encoder signals andlague
output were handled by a Quanser MultiQ PCl-based data atigunisard. The
software was built upon the Linux 2.4.20 kernel patched fgpsut the Real-time
Applications Interface (RTAI) version 24.1.11. This prdes a hard real-time plat-
form which in turn supports the Linux Control and Measurenigexice Interface
(COMEDI) version 0.7.66 and the corresponding library (cdiitg) version 0.7.20
providing access to the data acquisition card and the Rea Taboratory RTLab
[6] providing a high-level programming interface togethéth archiving of exper-
imental data.

The local and physical-model based controllers were imphasd in C and com-
piled as a kernel module running in hard real time at 500Nz 2 ms) communi-
cating with the data acquisition card via RTLab and Comeditareduser interface
module (programmed in C++ using the QT[37] library and rugrimuser space)
via shared memory. The non-linear controller code was aatically generated
using MTT[33] as discussed elsewhere [3].

The three subsystems which make up the controlled invegadyum; the pendu-

lum dynamics Phy), the PMBC strategyNum) and the transfer systerir(a) are
now described in turn.

4.1 Pendulum Dynamics (Phy)

A number of authors (including [1]) have shown that the pdumchudynamics can
be described by:

JO 4+ mglsing =T (12)
T = ml cos 00 = ml cos 03 (13)

10



wherev is the cart velocityy is the cart position,/ is the inertia of the pendulum
about the pivotf is the pendulum angle measured clockwise from the downward
position,m is the pendulum mass ahd the length of the pendulum from the pivot
to the mass centré is the effective torque acting about the pendulum pivotdf t
pendulum is a uniform rod,is the pendulum half-length anfi= $mi*. Equation
(12) corresponds to the bond graph of Figure 7(c) but withr@mate nonlinear
constitutive relations (CR).

The second term of (12){gl sin #) can be regarded as the result of a non-linear
angular spring with linearised stiffne$s, = migNm rad™" aboutd = 0 (down)
and —K, aboutd = m (up). The first term {0) is linear and corresponds to the
rotational inertiaJ. The natural frequency of the free system linearised abheud
(down) is thusw, = /22,

Control of the pendulum, (12), is achieved by applying theaffe torquel” to
the pendulum pivot. This effective torque is calculatechgsa PMBC strategy in
Num and is applied indirectly to the pendulum pivot via the motaf the cart,
equation 13. In the PMBC design it is assumed that the actieleraf the cart
may be applied to the system directly, as in figure 1(a). Ir¢laésystem there are
some dynamics associated with the generation of the cagteaation —Tra. The
elimination of Tra s discussed in Section 4.3.

4.2 Pendulum Control Design (Num)

With reference to Figure 9(b), and as discussed in SectiyraB.appropriate phys-
ically based control is to append a rotational sprifigand a rotational dampée?
to the pendulum in such a way as to complement these natwpégies of the
unforced system. This is shown in the bond graph of Figurg w{tch again has
appropriate non-linear CRs.

In the experiments reported here, the additional sprinhasen so that its lin-
earised stiffness in the up positiéh, and down positior{, are given by

Ky = (ko + 1)K, Kg= (kg — 1)K, (14)

Thus the net stiffness of the spring and gravitycjg<, and k,K, in the up and

down positions respectively. Similarly, the additionahgzer R is chosen so that
in the up and down positions the linearised damping ratiq snd{; by choosing

the linearised damping coefficient in the up and down passtio be:

Ru = QquCuv Rd - 2wd‘]Cd (15)

11



where the up and down natural frequencies are

K, Ky
e 16
w J Wy J ( )

There are many possible functions which have these linebpis®erties, but there
are two facts that need to be considered.

(1) (13) contains a factatos 0; it is better to work with this factor than to attempt
to cancel it. In particular, when the pendulum is horizoia+ %), cos @ = 0
and cannot be cancelled. On the other hand, at this angleathlas no effect
on the pendulum angle so there is no point in trying to applgrarol signal.

(2) Non-zeral implies an accelerating cart positigrwhich can lead to the cart
reaching the end of its track.

The first is taken care of by includingcas? 6 in the CR, the squaring not changing
the overall sign of the CR; the second by using a “selectiontfion S(6) which
avoids control action away from the up and down positions.

[Table 2 about here.]

Taking into account these factors, in the experiments teddrere, the following
constitutive relations (CR) were used for the virtual sprind damper:

T = K () + R(0)6 (17)
K () = 5(6) cos® §( Ko + K cos ) sinf (18)
R(0) = S(0) cos® O(Ry + Ry cos 0) (19)
Ko = (Kq— K.)/2; K1 = (Kaq+ Ky)/2 (20)
Ry = (Ry+ Ru)/2; Ry = (Ri— Ry)/2 (21)
5(6) = 311 + tanh(a(cos(26) — cos(260)))] (22)

Equations (18) and (19) account for item 1; equation (22pacts for item 2. The
parameters of Table .2 were used.

Although the linear analysis of Section 3.2 is not applieatbl this nonlinear sys-
tem, it is applicable to the linearisation about the velttfoastable) equilibrium.

4.3 Transfer system (Tra) design and compensation

[Fig. 10 about here.]

[Table 3 about here.]

12



As discussed in Section 4.1, the transfer system outputsponds to cadcceler-
ation . The cart shown in Figure 9(a) contains a DC motor driven faonexternal
power supply. Because it is important to have a tightly cdlgtdatransfer system,
an inner loop provides accurate control of cart linear vé&joci= 3 to give a well-
defined transfer function between velocity setpaindnd velocityv as well as to
reject disturbances due to the motion of the pendulum.

The resultant cart dynamics, together with the controlesystare simplified and
become the transfer system of Figures 10(a) and 10(b),

ST
=T7(8) = ——m——— 23
(5) ri+7re+ Ms (23)

Only two of the three parameters (-, and M) appearing in (23) are independent,
so M is chosen to be the actual mass of the cart - an easily meagueadity
which is given in the experimental manual. The physical-edbddsed identification
approach of Gawthrop [15] was used to identify the remainimgnown parameters
r1 andry; the results appear in Table .3.

The inverse of this transfer function is proper and thus tmeii-loop setpoint
can be directly generated fropy. This is a special case of the virtual actuator
approach[17, 18, 21]. As the collocated design has a largeegoimargin, the values
used in (23) are not critical.

4.4 Experimental Results

[Fig. 11 about here.]
[Fig. 12 about here.]

The physical system of Figure 9(b) was simulated from0 to t = 25s with initial
conditions? = 0.17,0 = 0, using implicit Euler integration with a step 6f01s and
the model described by (12)—(22) with the numerical paramsetf Table .2. The
results are shown in Figure .11. A number of experiments werformed. In each
case, the experiment was set swinging manually by a sidetegys the down
position. One set of results appear in Figure .12. The sinomand experiment
results are described for each sub-figure.

(&) The normalised pendulum angfg is plotted against time. It starts at the
initial condition (almost down) and ends up éat= —m, i.e. vertically up.
The non-zero initial condition is necessary to avoid theget-loop) unstable
equilibrium atd = 0. The simulation (Figure 11(a)) and experimental (Figure
12(a)) results are similar in form with about one swing peosel. The exper-

13



iment takes about 10 swings to the up position as opposediat 48 in the
simulation; this discrepancy is attributed to differentiai conditions.

(b) The normalised angular velocité@; is plotted against normalised pendulum
angle% to give a phase-plane portrait. The trajectory spirals ounfnear
the origin and ends @& = —= andd = 0. The distortion around the ling=
0 corresponds to the negative damping at this point. The sitionl (Figure
11(b)) and experimental (Figure 12(b)) results are similar

(c) Cart positiony is plotted against time. The amplitude of cart movement is
small compared to the overall track length of about 1m. Irstheulation (and
some experiments not shown) the cart has a tendency tottdefeamount of
drift depends on initial conditions. It happens to be déf@rin simulation and
experiment because the initial conditions are not the same.

(d) The cart velocity = g and corresponding setpointare shown for the sim-
ulation (Figure 11(d)) and experiment (Figure 12(d)). loleaase, the inner
loop ensures that the error is small. The “spikes” in velocbrrespond to
6 = 0, giving a cart acceleration (and effective torque) coroesiing to the
non-linear damping. The constant velocity in between thieespcorresponds
to zero acceleration and zero effective torque. The final gfaFigure 12(d)
exhibits the effect of measurement noise.

5 Conclusion

A unified approach to physical model based control and sudtsiring has been
given and the corresponding two-stage design method hasilhestrated. This
novel framework allows well-established control methazlbé used in a new con-
text to provide an intuitively-motivated approach to cohtnd substructuring to
be built on firm foundations.

The use of a bond graph formulation clarifies the issue obcation and, partic-
ularly in the case of substructuring, clarifies issues ofsality. The notion of a
transfer system clarifies the key issues of non-collocation

Future work will consider multivariable, non-linear andaptive extensions to the
theory together with practical applications.
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Fig. .8. PMBC: Nyquist plot
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Table .1
PMBC parameters

k, | 0.8498

¢, | 0.1018
k, | -0.1700
¢p | 0.0

m, | 0.003814
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Table .2
Control parameters

Cu

Cd

o

0.2
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0.2
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Table .3
Inner loop parameters

Mkg

’I“leilS

’I“QNmilS

0.815

19.28

0.86
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