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Uniform and Warped Low Delay Filter-Banks

for Speech Enhancement

Heinrich W. Löllmann a,∗ Peter Vary a

aInstitute of Communication Systems and Data Processing,
RWTH Aachen University, D-52056 Aachen, Germany

Abstract

A versatile filter-bank concept for adaptive subband filtering is proposed, which
achieves a significantly lower algorithmic signal delay than commonly used analysis-
synthesis filter-banks. It is derived as an efficient implementation of the filter-bank
summation method and performs time-domain filtering with coefficients adapted in
the uniform or non-uniform frequency-domain. The frequency warped version of the
proposed filter-bank has a lower computational complexity than the usual warped
analysis-synthesis filter-bank for most parameter configurations. The application to
speech enhancement shows that the same quality of the enhanced speech can be
achieved but with lower signal delay. For systems with tight signal delay require-
ments, modifications of the new filter-bank design are discussed to further decrease
its signal delay by approximating the original time-domain filter by an FIR or IIR
filter of lower degree. This approach can achieve a very low signal delay and reduced
computational complexity with almost no loss for the perceived speech quality.

Key words: filter-bank equalizer, frequency warping, time-varying filters, low
delay, speech enhancement

1 Introduction

The wide-spread use of mobile communication devices and the availability
of digital hearing aids has lead to an increased demand for powerful speech
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 enhancement systems. They aim to ease the speech communication in envi-

ronments where ambient noise impairs the intelligibility and fidelity of the
transmitted speech signal. Most algorithms for (single-channel) noise reduc-
tion are realized by short-term spectral weighting, e.g., [1,2,3,4]. Besides the
algorithm for the computation of the spectral gain factors, the choice of the
spectral transform or filter-bank, respectively, influences significantly the per-
formance of the speech enhancement system in terms of speech quality, com-
putational complexity and signal delay. Especially the system delay is often
an important design criterion. An example are speech processing systems for
hearing aids where a high system delay can cause ’coloration effects’, e.g., [5].
These distortions occur when the processed speech signal interacts with the
original speech signal which reaches the cochlea with minimal delay via bone
conduction or through the hearing aid vent.

Due to its low computational complexity, the uniform DFT analysis-synthesis
filter-bank (AS FB) is a common choice, which comprises the weighted overlap-
add method as a variant thereof [6]. The frequency resolution of the uniform
DFT filter-bank, however, is not well adapted to that of the human auditory
system, which can be modeled by the Bark frequency bands [7]. Therefore,
some authors have proposed the use of non-uniform AS FBs for noise reduction
to obtain an improved (subjective) quality for the enhanced speech [8,9,10,11].
For such applications, the allpass transformed DFT filter-bank [12,13,14,15]
is of special interest, because this frequency warped filter-bank achieves a
very good approximation of the Bark scale [16]. This property is not only
of interest for perceptual based speech enhancement, but also for speech and
audio processing applications in general. Thereby, the adapted non-uniform
frequency resolution of a warped filter-bank allows to use a lower number of
frequency channels than the uniform filter-bank.

A drawback of allpass transformed filter-banks is their increased computa-
tional complexity since the delay elements are replaced by allpass filters. This
also leads to an altered phase response, which can become audible for subband
filters with high group delays. The compensation of this effect increases sig-
nal delay and algorithmic complexity. Moreover, a lower downsampling rate is
required in comparison to the uniform filter-bank to avoid noticeable aliasing
distortions, cf. [8,9].

In this paper, an alternative design is proposed to tackle these problems. A
versatile and efficient filter-bank concept with uniform and warped frequency
resolution is developed to perform adaptive subband filtering with signific-
antly lower signal delay than the conventional AS FB. For this purpose, the
recently proposed concept of the filter-bank equalizer (FBE) [17,18] is re-
vised. The FBE performs time-domain filtering with coefficient update in the
frequency-domain. A similar approach has been proposed independently in
[5] for dynamic range compression in hearing aids. For acoustic echo cancel-
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 lation and active noise control applications, a related time-domain filtering

approach can be found in [19] where the coefficients are adapted in the uni-
form frequency-domain.

An important novel aspect of this contribution is that the proposed filter-bank
design takes explicitly into account the effects of time-varying coefficients. It
is shown how the structure of the time-domain filter influences the overall
algorithmic complexity, the signal delay, and the perceptual quality of the
filtered (speech) signal. It is revealed how the compensation of phase modifi-
cations due to the allpass transformation is achieved with significantly lower
effort than for the conventional warped AS FB. Moreover, a modification of
the FBE is proposed to achieve a very low signal delay. Thereby, the original
time-domain filter is approximated by a filter of lower degree with negligible
loss for the perceived speech quality. An application of the devised filter-bank
structures is speech enhancement with tight signal delay requirements.

The paper is organized as follows: In Section 2, different filter-banks for adap-
tive subband filtering are reviewed and our alternative design approach is mo-
tivated. In Section 3, the time-varying FBE with uniform frequency resolution
is derived and its efficient implementation is investigated. In Section 4, the all-
pass transformed FBE is devised. In Section 5, a modification of the uniform
and allpass transformed FBE is discussed to further decrease the signal delay.
In Section 6, the developed filter-banks are applied to noise reduction and the
achieved performance is analyzed. The paper concludes with Section 7.

2 Filter-Banks for Subband Filtering

A common technique for adaptive subband filtering is to use an analysis-
synthesis filter-bank (AS FB). The frequently used uniform DFT AS FB has
complex modulated subband filters

hi(n) = h(n)e−j 2 π
M

i n (1)

gi(n) = g(n)e−j 2 π
M

i (n+1) (2)

i =0, 1, . . . , M − 1 ; n = 0, 1, . . . , L

with h(n) and g(n) denoting the impulse responses of the prototype filters
for the analysis and synthesis filter-bank, respectively, where L + 1 ≥ M . As
illustrated in Fig. 1, such a filter-bank can be efficiently implemented by means
of a polyphase network (PPN) with the discrete Fourier transform (DFT)
computed by the fast Fourier transform (FFT), cf. [20,21]. A non-uniform
time-frequency resolution can be obtained by an allpass transformation where
the delay elements are replaced by allpass filters of first order [12,15]. Most
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Figure 1. Polyphase network (PPN) implementation of a DFT analysis-synthesis
filter-bank (AS FB) for a prototype filter length of L + 1 = 2M . The allpass trans-
formed (APT) AS FB is obtained by replacing the delay elements with allpass
filters.

arithmetic operations are performed at a decimated sampling rate, indicated
by the sample index k′.

A paraunitary AS FB has a system delay of L samples, e.g., [20]. A lower delay
of down to M−1 samples can be achieved by a biorthogonal cosine modulated
AS FB [22]. An alternative is to employ the lifting scheme for the design
of uniform and allpass transformed low delay filter-banks [23,24]. However,
these designs do not consider time-varying spectral gain factors, where aliasing
components are not canceled in the same way as for Wi(k

′) = 1 ∀ i. Moreover,
the warped DFT AS FB proposed in [24] has still a very high signal delay
(d0 ≫ M) and a high computational complexity.

A lower signal delay and aliasing-free signal reconstruction can be achieved
by using the filter-bank summation method (FBSM) for adaptive subband
filtering as illustrated by Fig. 2. The FBSM can be derived from the filter-bank
interpretation of the short-time DFT, e.g., [25]. It has a lower signal delay than
the corresponding 1 conventional AS FB with downsampling, but exhibits a
significantly higher algorithmic complexity as no downsampling of the subband
signals xi(k) can be performed. In the following, the FBSM is investigated in
detail to derive a low delay filter-bank without the computational complexity
of the FBSM.

1 FBSM and AS FB use the same type of analysis filter-bank having identical values
for L and M . The same filter-bank can often not be taken due to different design
constraints for signal reconstruction.
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Figure 2. Filter-bank summation method (FBSM) with time-varying spectral gain
factors.

3 Time-Varying Filter-Bank Equalizer

3.1 Concept

For the FBSM of Fig. 2, the real input signal x(k) is split into i = 0, 1, . . . , M−
1 subband signals xi(k) by means of M bandpass filters. The adaptation of the
time-varying gain factors Wi(k

′) can be done by the same algorithms as for
the AS FB based on the subband signals xi(k). This adaptation is performed
at intervals of r sample instants with k′ defined by 2

k′ = ⌊k/r⌋r ; r = 1, 2, . . . . (3)

The operation ⌊.⌋ provides the greatest integer which is equal or smaller than
the argument.

The (fixed) impulse response hi(n) of the i-th bandpass filter shall be given
by modulation of a prototype lowpass filter with real impulse response h(n)
of length L + 1 according to

hi(n) =





h(n)Φ(i, n) ; i = 0, 1, . . . , M − 1

n = 0, 1, . . . , L

0 ; else .

(4)

The general modulation sequence Φ(i, n) can be interpreted as transformation
kernel of the filter-bank and has periodicity

Φ(i, n + mM) = Φ(i, n)ρ(m) ; m ∈ Z (5)

where mostly ρ(m) = 1. Z denotes the set of all integer numbers.

2 This definition is more suitable for the following treatment than the common
convention k′ r = k.
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 For speech and audio processing, the generalized discrete Fourier transform

(GDFT) with evenly-stacked frequency channels is of special interest, cf. [25].
The corresponding modulation sequence reads

ΦGDFT(i, n) = exp{−j
2π

M
i (n − n0)} (6)

i = 0,1, . . . , M − 1 ; n, n0 ∈ Z .

The common DFT is included as special case for n0 = 0.

The input-output relation for the FBSM of Fig. 2 is given by

y(k) =
M−1∑

i=0

Wi(k
′)

L∑

n=0

x(k − n)hi(n) . (7)

Insertion of Eq. (4) leads to

y(k) =
L∑

n=0

x(k − n)h(n)
M−1∑

i=0

Wi(k
′)Φ(i, n) . (8)

The second summation is the spectral transform of the gain factors Wi(k
′)

which yields the time-domain weighting factors

wn(k
′) =

M−1∑

i=0

Wi(k
′)Φ(i, n) ; n = 0, 1, . . . , L (9)

.
= T{Wi(k

′) } . (10)

These L + 1 weighting factors have the periodicity

wn+mM(k′) = wn(k
′) (11)

for the GDFT of Eq. (6). The input-output relation finally reads

y(k) =
L∑

n=0

x(k − n)h(n)wn(k′) (12)

=
L∑

n=0

x(k − n)hs(n, k′) . (13)

The obtained filter(-bank) structure is a single time-domain filter whose coef-
ficients

hs(n, k′)
.
= h(n)wn(k′) (14)

are the product of the impulse response h(n) of the prototype lowpass fil-
ter and the time-varying weighting factors wn(k

′) adapted in the short-term
spectral-domain. This efficient implementation of the FBSM (which resembles
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Figure 3. Filter-bank equalizer (FBE) for adaptive subband filtering.

a filter-bank used as equalizer) is termed as filter-bank equalizer (FBE) [17,18].
A sketch of this time-varying filter-bank structure is given in Fig. 3. An ad-
vantage is that the choice of the downsampling rate r for the subband signals
xi(k

′) is not governed by restrictions for aliasing-free signal reconstruction as
for the AS FB.

For DFT based noise reduction, the spectral gain factors have the properties

ǫ ≤ Wi(k
′) ≤ 1 ; Wi(k

′) ∈ R ; 0 ≤ ǫ < 1 (15a)

Wi(k
′) = WM−i(k

′) ; i = 0, 1, . . . , M − 1, (15b)

where R marks the set of all real numbers. The (implicit) limitation by ǫ
is beneficial to avoid ’musical noise’, cf. [26]. The DFT of the gain factors
yields time-domain weighting factors wn(k′) corresponding to a (non-causal)
zero-phase FIR filter. A causal linear-phase FIR filter with

hs(n, k′) = hs(L − n, k′) ; n = 0, 1, . . . , L (16)

is obtained for the generalized DFT of Eq. (6) with n0 = L/2 (L even), and
requires a linear-phase FIR prototype filter with symmetry

h(n) = h(L − n) ; n = 0, 1, . . . , L . (17)

The GDFT of the gain factors Wi(k
′) can be accomplished by the FFT with

a subsequent cyclic shift of the obtained time-domain weighting factors by n0

samples. The gain factors of Eq. (15) are calculated by the magnitude of the
subband signals |xi(k

′)| such that the DFT analysis filter-bank instead of the
GDFT filter-bank can be taken for the FBE in Fig. 3.

7
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 3.2 Prototype Filter Design

A filter-bank achieves perfect (signal) reconstruction, if the output sequence
is given by the input sequence or its delayed version

y(k) = x(k − d0) ; d0 ≥ 0 (18)

where Wi(k
′) = 1. This is achieved for the uniform FBE, if the general modu-

lation sequence of Eq. (4) has the property

M−1∑

i=0

Φ(i, n) =





c 6= 0 ; n = n0

0 ; n 6= n0

(19)

n, n0 ∈ {0, 1, . . . , M − 1},

and if a generalized M-th band filter with impulse response

h(n) =





1
c ρ(mc)

; n = n0 + mc M

ρ(mc) 6= 0 ; mc ∈ Z

0 ; n = n0 + mM

m ∈ Z\{mc}

arbitrary ; else

(20)

is used as prototype lowpass filter [18]. Eq. (18) is then fulfilled with d0 = n0+
mc M . The condition of Eq. (19) applies for the GDFT as well as the Hadamard
or Walsh transform, cf. [27], but not for the discrete cosine transform (DCT)
in general. A relation between DFT FBE and DCT FBE is established in [17]
for gain factors with property of Eq. (15).

For the considered GDFT of Eq. (6), c = M and ρ(m) = 1, and a suitable
FIR prototype lowpass filter to fulfill Eq. (20) is given by

h(n) =
1

M

sin
(

2 π
M

(n − d0)
)

2 π
M

(n − d0)
winL(n) . (21)

The general window sequence of length L + 1 is defined by

winL(n) =





arbitrary ; 0 ≤ n ≤ L

0 ; else .
(22)

A common window sequence is

winL(n, β) =





β + (β − 1) cos
(

2 π
L

n
)

; 0 ≤ n ≤ L

0.5 ≤ β ≤ 1

0 ; else .

(23)

8



ACCEPTED MANUSCRIPT 
 The rectangular window (β = 1), the Hann window (β = 0.5) and the Ham-

ming window (β = 0.54) are included as special cases, cf. [28].

For this prototype filter and the considered GDFT, a linear-phase FIR time-
domain filter according to Eq. (16) is obtained for

d0 = n0 = L/2 (24)

with L being even.

3.3 Implementation for Different Filter Structures

The choice of the filter structure plays an important role for time-varying
filters as well as for filter implementations with finite precision arithmetic,
e.g., [21]. Fig. 4 shows the realization of a filter with finite impulse response
(FIR) by means of the direct form (df) and the transposed direct form (tdf).

direct form (df)
x(k)

ydf(k)

z−1z−1z−1

hs(0, k′) hs(1, k′) hs(2, k′) hs(3, k′)

transposed direct form (tdf)
x(k)

ytdf(k)
z−1z−1z−1

hs(0, k′)hs(1, k′)hs(2, k′)hs(3, k′)

Figure 4. Direct filter forms for a time-varying FIR filter of degree L = 3.

The input-output relation for this two filter forms are given by

ydf(k) =
L∑

n=0

x(k − n)hs(n, k′) (25)

ytdf(k) =
L∑

n=0

x(k − n)hs(n, k′ − n) . (26)

Here, only the direct forms are considered since they do not require a con-
version of the time-varying filter coefficients such as the cascade form or the

9
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 parallel form, cf. [21]. Obviously, the derived FBE according to Eq. (13) uses

a time-domain filter in the direct form.

For the transposed direct form, Eq. (14) is inserted into Eq. (26) which leads
to

ytdf(k) =
L∑

n=0

x(k − n)h(n)wn(k′ − n)

=
L∑

n=0

x(k − n)h(n)
M−1∑

i=0

Wi(k
′ − n)Φ(i, n)

=
M−1∑

i=0

L∑

n=0

x(k − n)Wi(k
′ − n)hi(n) (27)

due to Eqs. (9) and (4). The last equation corresponds to the FBSM of Fig. 2
but with the gain factors Wi(k

′) applied before the bandpass filters. Here,
the gains are adapted based on the subband signals xi(k

′) which means that
they must be calculated ’in advance’. The obtained filter-bank structure is
illustrated in Fig. 5. For many real-time applications, a time-mismatch of τc

x(k)
h0(k)

h1(k)

hM−1(k)

W0(k
′)

W1(k
′)

WM−1(k
′)

τc

τc

τc

ytdf(k)

analysis filter-bank
&

gain calculation

Figure 5. Filter-bank summation method (FBSM) corresponding to a filter-bank
equalizer (FBE) with time-domain filter in transposed direct form. The dash-dotted
boxes mark optional delay elements needed to account for the signal delay of the
analysis filter-bank.

samples is usually less problematic than an additional signal delay.

Switching the coefficients of a digital filter during operation can lead to ’filter-
ringing’ effects, which might be perceived by perceptually annoying artifacts.
The application to speech enhancement revealed that the FBE with transposed
direct form time-domain filter provides a better perceived speech quality than
the direct form filter (see Fig. 4). This can be explained by comparing the
equivalent FBSMs of Fig. 2 and Fig. 5: If the transposed direct form is used
for the time-domain filter of the FBE, the transients caused by the switching

10
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 gain factors are effectively smoothed by bandpass filters in contrast to the

direct form implementation.

3.4 Polyphase Network Implementation

An efficient polyphase network (PPN) implementation of the FBE shall be
developed. This eases the utilization of long prototype filters with L > M
to improve frequency selectivity and facilitates the use of recursive prototype
filters.

Time-varying filters can be represented by their frozen-time transfer function
or frozen-time impulse response, respectively, [29]. This description is not exact
but sufficient for our treatment of different filter forms. The direct form filter
of Eq. (14) at sample instant k′ is represented by

Hs(z, k
′) =

L∑

n=0

wn(k′)h(n)z−n . (28)

The (type 1) polyphase components for the prototype filter are given in the
z-domain by [20]

H
(M)
λ (zM) =

∞∑

m=−∞

h(λ + mM)z−mM (29)

0 ≤ λ ≤ M − 1 .

The transfer function 3 of Eq. (28) can then be written

Hs(z, k
′) =

M−1∑

λ=0

wλ(k
′)

lM−1∑

m=0

h(λ + mM)z−(λ+mM)

=
M−1∑

λ=0

wλ(k
′)H

(M)
λ (zM )z−λ (30)

due to Eq. (11) and with lM =
⌈

L+1
M

⌉
.

The subband signals xi(k) of the FBSM in Fig. 2 are represented in the
z-domain by

Xi(z) = X(z)
L∑

n=0

h(n)z−n Φ(i, n) (31)

i = 0, 1, . . . , M − 1 .

3 For the sake of brevity, the terms transfer function and impulse response shall
refer to the frozen-time representation or the conventional one dependent on the
context.

11
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 Applying Eq. (29) and Eq. (5) with ρ(m) = 1 leads to

Xi(z) = X(z)
M−1∑

λ=0

lM−1∑

m=0

h(λ + mM) (32)

× z−(λ+m M) Φ(i, λ)

= X(z)
M−1∑

λ=0

z−λ H
(M)
λ (zM)Φ(i, λ) . (33)

The developed PPN FBE according to Eq. (30) and Eq. (33) is illustrated in
Fig. 6.

z−1

z−1

x(k)
H

(M)
0 (zM )

H
(M)
1 (zM )

H
(M)
M−1(z

M )

w0(k
′)

w1(k
′)

wM−1(k
′)

ydf(k)

GDFTGDFT

xi(k
′) Wi(k

′)

wn(k′)

gain
calculation

down-
sampling

Figure 6. Polyphase network filter-bank equalizer (PPN FBE) for the direct form
filter.

A filter in transposed direct form is obtained from the direct form by transpo-
sition of its signal flow graph [21]: All signal directions as well as the input and
output are reversed. The nodes become summations and vice versa. The ob-
tained PPN implementation for the transposed direct form is shown in Fig. 7.
The weighting factors wn(k

′) according to Eq. (9) are calculated by a separate
network as shown in Fig. 6, but with the difference that the downsampling
can be performed directly after the delay elements as for the PPN analysis
filter-bank in Fig. 1. In contrast to the direct form FBE, a second PPN is
needed for the FBE in transposed direct form.

The developed PPN implementations of the FBE allows to use an FIR or
IIR prototype lowpass filter. A polyphase decomposition for FIR filters and
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H
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Figure 7. Polyphase network (PPN) implementation for the time-domain filter of
the FBE in transposed direct form.

IIR filters has been proposed in [30] and [31], respectively. Thus, the PPN
implementation enables a practical realization of Eq. (12) for L being infinite,
that is, a recursive prototype filter. The design of IIR M-th band filters is
proposed in [32] (cf. Section 3.2).

4 Non-Uniform Filter-Bank Equalizer

4.1 Concept

A well-known approach to obtain a digital filter-bank with non-uniform fre-
quency bands is the frequency warping technique based on an allpass transfor-
mation [12,13,14,15]. This transformation is achieved by substituting all delay
elements of the discrete (subband) filters by allpass filters

z−1 → HA(z) . (34)

A (causal) allpass filter of first order with transfer function

HA(z) =
z−1 − a∗

1 − az−1
; |a| < |z| (35a)

|a| < 1 ; a = αej γ Ω ∈ C ; α, γ ∈ R (35b)

and frequency response

HA(z = ej Ω) =
e−j Ω − a∗

1 − ae−j Ω
= e−j ϕa(Ω) (36a)

ϕa(Ω) = 2 arctan

(
sin Ω − α sin γ

cos Ω − α cos γ

)
− Ω (36b)
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 is used for the allpass transformation, where the asterisk denotes the conjugate

complex. The allpass transformation of the bandpass filters of Eq. (4) yields
the warped frequency responses

Hi(z = ej ϕa(Ω)) =
L∑

n=0

h(n)Φ(i, n)e−j nϕa(Ω) (37)

.
= H̃i(e

j Ω) ; i = 0, 1, . . . , M − 1 . (38)

The frequency warping Ω → ϕa(Ω) due to the allpass transformation is solely
determined by the allpass pole a respective ϕa(Ω) according to Eq. (36). This
effect is exemplified in Fig. 8. For a real coefficient a = α with α > 0, a higher
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Figure 8. Allpass transformation of bandpass filters for M = 16.

frequency resolution is achieved for the lower frequency bands and vice versa.
Thereby, the adjustment of the frequency resolution is accomplished without
requiring a renewed prototype filter design. The uniform FBE is included as
special case for a = 0 where HA(z) = z−1.

4.2 Warped Phase Characteristics

The allpass transformation of a filter-bank leads to an altered (warped) phase
response, which might become audible for prototype filters with high group
delays. Hence, measures to compensate this effect are a key element in the

14
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 design of warped 4 filter banks, even though a perfect compensation is usually

not required for speech and audio processing applications.

For the warped FBE, the (frozen-time) frequency response of the direct form
time-domain filter reads

H̃s(e
j Ω, k′) =

L∑

n=0

hs(n, k′)e−j nϕa(Ω) . (39)

For the transposed direct form, this representation provides a suitable ap-
proximation for the following treatment. If the real filter coefficient have the
symmetry of Eq. (16), the transfer function of Eq. (39) can be written

H̃s(e
j Ω, k′) = e−j L

2
ϕa(Ω)

×





L
2∑

n=0
2A(Ω, n, L, k′) − hs

(
L
2
, k′
)

for L even

L−1

2∑
n=0

2A(Ω, n, L, k′)

for L odd

(40a)

A(Ω, n, L, k′) = hs(n, k′) cos
( [

L

2
− n

]
ϕa(Ω)

)
. (40b)

The expressions to the right of the curly brace are real. Thus, the time-varying
uniform FBE (a = 0) has a generalized linear-phase as defined in [21]. For the
warped FBE, an almost (generalized) linear-phase response can be obtained
by filtering its output sequence with a phase equalizer. The frequency response
of the (fixed) phase equalizer should fulfill the general requirement

e−j dp ϕa(Ω) Pgen(e
j Ω)

!
= e−j τp Ω (41)

τp ≥ 0 ; τp ∈ R .

For the warped FBE according to Eq. (40), dp = L/2. An ’ideal’ phase equal-
izer is obviously given by the inverse transfer function of an allpass filter chain
of length dp:

Pideal(z, dp) = HA(z)−dp ; |z| <
1

|a|
. (42)

The impulse response is anti-causal, i.e., pideal(k, dp) = 0 for k ≥ 0. One
solution is to approximate the desired phase equalizer by a causal FIR filter

4 Here, the more general concept of frequency warping will always refer to an allpass
transformation of first order such that both terms are used interchangeably.
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 with impulse response

pFIR(k, dp) =





pideal(k − Lp, dp) ; k = 0, . . . , Lp

0 ; else .
(43)

The design and properties of phase equalizers for warped filter-banks are
treated in more detail in [33]. A phase equalizer might be omitted, if dp is
lower than 20 due to the insensitivity of the human auditory system towards
minor phase distortions.

An FIR phase equalizer designed for dp = L is used for the warped DFT AS FB
treated in [8,9]. The warped DFT AS FB proposed in [24] uses a synthesis
filter-bank consisting of L phase equalizers designed for dp = 1, . . . , L. How-
ever, both designs do not consider time-varying gains. Moreover, the warped
FBE requires a phase equalizer with a significantly lower filter degree than
the corresponding allpass transformed AS FBs.

4.3 Algorithmic Complexity

Table 1 compares the algorithmic complexity of the derived uniform and
warped PPN FBE to that of the corresponding uniform and warped PPN
AS FB of Fig. 1, excluding the complexity for the computation of the spec-
tral gain factors. The implementation of an allpass filter with real pole a = α
requires, for instance, two multiplications, two summations, and one delay el-
ement. The real DFT of size M can be computed in-place by the radix-2 FFT.
Thereby, the FFT of a real sequence of size M requires approximately half
the algorithmic complexity as a complex M-point FFT [34]. The GDFT can
be calculated with similar complexity as the DFT. A design example is given
later in Section 6.

5 Further Measures for Delay Reduction

5.1 Concept

Even though the FBE achieves about half the algorithmic signal delay than
the corresponding AS FB, a further reduction might be needed for applica-
tions with very demanding and strict system delay requirements. A prominent
example are speech enhancement systems for hearing aids. For such cases, a
modification of the filter-bank equalizer concept is discussed, which allows a
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2 real FFTs remaining operations

operations for APT

analysis-synthesis filter-bank (AS FB)

mult. 2M/r log2 M (2L + 2 + M)/r 4L

add. 3M/r log2 M (L − M + 1)/r + L 4L

mem. 2M 2L -

direct form filter-bank equalizer (df FBE)

mult. 2M/r log2 M L + 1 + M 2L

add. 3M/r log2 M L 2L

mem. 2M L -

transposed direct form filter-bank equalizer (tdf FBE)

mult. 2M/r log2 M (1 + 1/r) (L + 1 + M) 4L

add. 3M/r log2 M (1 + 1/r)L 4L

mem. 2M 2L -

Table 1
Algorithmic complexity in terms of average number of real multiplications and real
additions per sample instant, and number of delay elements (memory) for different
realizations of a polyphase network (PPN) DFT filter-bank. A real prototype filter of
length L+1 = mM is assumed. The last column contains the additional operations
due to the allpass transformation (APT) of the respective filter-bank (without phase
equalizer).

further reduction of the signal delay with almost no loss for the perceived
quality of the enhanced speech.

The signal delay of a filter-bank can be reduced by taking a lower DFT size
and adjusting the calculation of the spectral gain factors to the changed time-
frequency resolution, cf. [35]. Here, a further reduction of the signal delay can
also be accomplished by approximating the time-domain filter of the FBE by
a filter of lower degree P < L. This offers a greater flexibility in the choice of
the time-domain filter and requires no adjustment of the gain calculation. Dif-
ferent filter approximations for the uniform FBE are investigated first, before
extending the results to allpass transformed filters.
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 5.2 Approximation by a Moving-Average (MA) Filter

The time-domain filter of the FBE can be approximated by an FIR filter
of degree P < L following a technique very similar to FIR filter design by
windowing, e.g., [28]. The impulse response hs(n, k′) of Eq. (14) is truncated
by a window sequence of length P + 1 according to

ĥs(n, k′) = hs(n + nc, k
′)winP (n) ; n = 0, 1, . . . , P . (44)

The constant value for nc determines the part of the impulse response to be
truncated, e.g., to maintain linear-phase property. This modified FBE based
on an FIR filter approximation will be termed as moving-average low delay
filter (MA LDF). The low delay filter comprises the overall system including
the adaptation of the gain factors, and the term MA filter refers only to the
time-domain filter with coefficients ĥs(n, k′).

The MA LDF achieves a reduced signal delay in a very simple and flexible
manner and a constant (linear) phase characteristics of the time-domain filter
can be preserved.

5.3 Approximation by an Auto-Regressive (AR) Filter

The approximation of the original time-domain filter of the FBE by an auto-
regressive (AR) filter is of special interest. This allpole filter provides a very
low signal delay due to its minimum phase property, and the calculation of
its coefficients demands a lower computational complexity than for a general
(minimum phase) IIR filter, e.g., [28]. The modification of the phase response
is tolerable for speech processing as the human ear is relatively insensitive
towards phase modifications, cf. [14]. The filter to be approximated contains
no sharp zeros in its spectrum if Eq. (15) applies, which further supports the
AR filter approximation. In the following, the dependence of the filter on k′

is omitted for the sake of simplicity.

The transfer function of an AR filter of degree P is given by

Ĥs(z) = HAR(z) =
a0

1 −
P∑

n=1
an z−n

. (45)

Methods to determine the P +1 AR filter coefficients an are known from para-
metric spectrum analysis, e.g., [28]. The AR filter coefficients are determined
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 by the Yule-Walker equations




ϕh̄h̄(1)
...

ϕh̄h̄(P )




=




ϕh̄h̄(0) . . . ϕh̄h̄(1 − P )
...

. . .
...

ϕh̄h̄(P − 1) . . . ϕh̄h̄(0)



·




a1

...

aP




. (46)

The auto-correlation coefficients ϕh̄h̄ are calculated here from the original im-
pulse response hs(n) by means of the weighted auto-correlation method

ϕh̄h̄(λ) =
L−|λ|∑

n=0

h̄(n) h̄(n + λ) ; 0 ≤ |λ| ≤ P (47a)

with h̄(n) = hs(n)winL(n) ; n = 0, 1, . . . , L . (47b)

The scaling factor a0 in Eq. (45) is given by

a0 =

√√√√ϕh̄h̄(0) −
P∑

n=1

an ϕh̄h̄(−n) (48)

and ensures that the AR filter and the original filter have both the same ampli-
fication. The auto-correlation method of Eq. (47) leads to a symmetric Toeplitz
structure for the auto-correlation matrix in Eq. (46). This allows to solve the
Yule-Walker equations efficiently by means of the Levinson-Durbin recursion.
The obtained AR filter has minimum phase property and is therefore always
stable, cf. [28]. This modification of the FBE is termed as auto-regressive low
delay filter (AR LDF) in analogy to the terminology of the previous section.

5.4 Algorithmic Complexity

The algorithmic complexity for the presented low delay filters (LDFs) is listed
in Table 2.

The real GDFT calculated by the FFT has been considered as transformation
kernel (cf. Section 4.3). The variable Mdiv marks the number of multiplica-
tions needed for a division operation, and Msqrt represents the number of
multiplications needed for a square-root operation. Their values depend on
the numeric procedure and accuracy used to perform these operations. Ac-
cordingly, the variables Adiv and Asqrt denote the additions needed for a divi-
sion and square-root operation, respectively. (An equivalent of 15 operations
will be assigned to these variables for the complexity assessment in Section 6.)
No windowing is assumed for Eq. (47b).

The MA filter conversion needs no multiplications, if a rectangular window is
used for Eq. (44). However, the AR filter degree is usually chosen significantly
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calculation of hs(n, k′)

and MA / AR filtering

mult. 1
r
(2M log2 M + 2L + 2) + P + 1

add. 1
r
(3M log2 M + L + 1 − M) + P

mem. L + 2M + P

filter approximation for MA LDF

mult. 1
r
(P + 1)

add. 0

mem. 0

filter approximation for AR LDF

mult. 1
r

((P + 1)(L + 4) + P (Mdiv + Msqrt))

add. 1
r

((P + 1)(L + 2) + P (Adiv + Asqrt))

mem. 3P

Table 2
Algorithmic complexity in terms of average number of real multiplications and real
additions per sample, and number of delay elements (memory) for the MA LDF
and the AR LDF with time-domain filter of degree P .

lower than the MA filter degree such that both approaches have a similar
overall algorithmic complexity as exemplified in Section 6.

5.5 Warped Low Delay Filter

The allpass transformed LDF is obtained by replacing the delay elements of
the analysis filter-bank and the delay elements of the time-domain filter by
allpass filters according to Eq. (34). For the warped MA LDF, a phase equalizer
can be applied to obtain approximately a linear phase response as shown in
Section 4.2.

The direct implementation of an allpass transformed AR filter is not possible
due to delayless feedback loops. An efficient approach to eliminate them has
been proposed in [36]. The modified transfer function reads

H̃AR(z) =
a0 ã0

1 − ã0
(1−α2) z−1

1−α z−1

P∑
n=1

ãn (HA(z))n−1

(49)
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 with coefficients ãn calculated by the recursive relations

ãP = aP (50a)

ãn = an + α ãn+1 ; n = P − 1, . . . , 1 (50b)

ã0 = (1 + ã1 α)−1 . (50c)

For the allpass transformation with real allpass coefficient a = α, the minimum
phase property is kept as proven in Appendix A. This is an important property
as it guarantees stability for the warped AR filter.

Filter-ringing artifacts due to strongly varying coefficient can be avoided by
interpolation in the time-domain. The used approach is a kind of ’cross-fading’
and is applicable to arbitrary filters. It can be generally described by the overall
transfer function

H̄g(z, k) = (1 − cf (k))Hg(z, k
′ − r) + cf(k)Hg(z, k

′) (51a)

cf (k) =
k − k′

r
. (51b)

A second time-domain filter with the previous filter coefficients and states
is used in parallel to achieve a gradual transition from one steady state to
the next one by means of the time-varying ’cross-fading’ function cf (k). This
smoothing does not cause an additional signal delay but requires a second
time-domain filter. It should be noted that artifacts due to time-varying spec-
tral gains must also be taken into account for AS FB designs, e.g., by non-
critically downsampling etc.

6 Application to Speech Enhancement

The discussed filter-bank designs are employed for noise reduction in order to
compare the achieved performance with respect to the overall quality of the
enhanced speech, the algorithmic complexity and the signal delay.

6.1 Speech Enhancement Systems

The filtering of the noisy speech is done by means of the DFT AS FB according
to Fig. 1, the GDFT FBE, and the MA/AR LDF. The uniform and warped
versions of these filter-banks 5 are each used. A real allpass coefficient of a =
0.4 is taken for the frequency warping, which provides a good approximation

5 The low delay filter is interpreted as a filter-bank as it is derived from the FBE.
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 of the Bark scale for a sampling frequency of 8 kHz [16]. A transform size of

M = 64 and prototype filter degree of L = 64 is used in all cases 6 .

The analysis and synthesis prototype filter for the AS FB is a square-root Hann
window obtained from Eq. (23). For the uniform AS FB, a downsampling rate
of r = 32 is used. For the warped AS FB, a downsampling rate of r = 8 is
needed to achieve near-perfect reconstruction for the magnitude response. (A
higher downsampling rate r can be permitted at the expense of an increased
signal delay, since prototype filters with higher stopband attenuation must be
employed to avoid strong aliasing effects, cf. [9].) The FIR phase equalizer
of Eq. (43) with filter degree Lp = 141 is used to achieve near-perfect signal
reconstruction for the warped AS FB.

The FBE in transposed direct form is used with linear-phase prototype filter
according to Eq. (21) (Hann windowing). The MA LDF in transposed direct
form with filter degree P = 32 is taken. For the warped FBE and the warped
MA LDF, the FIR phase equalizer of Eq. (43) with filter degree Lp = 80 and
Lp = 45, respectively, is taken.

For the uniform and warped AR LDF with filter degree P = 12, the cross-
fading approach according to Eq. (51) is applied to avoid filter-ringing arti-
facts. For FBE and LDF, a downsampling rate of r = 64 is taken for the
analysis filter-bank.

The spectral gain factors are calculated by the super-Gaussian joint MAP
estimator [3]. This joint spectral amplitude and phase estimator rests on the
more accurate assumption that the real and imaginary parts of the speech DFT
coefficients are rather Laplace distributed (used here) or Gamma distributed
than Gaussian distributed. The required a priori SNR is calculated by the
’decision-directed’ approach of [1] with a fixed smoothing parameter of 0.9.
The needed short-term noise power spectral density is estimated by minimum
statistics [37]. Speech presence uncertainty is taken into account by applying
soft-gains according to [2]. Independent of the downsampling rate r of the
filter-bank, the spectral gain factors Wi(k

′) are always adapted at intervals of
64 sample instants to ease the comparison.

6 A lower transform size M can be used for warped filter-banks, whereas a value
of M = 256 is often preferred for noise reduction with uniform frequency resolution
and 8 kHz sampling frequency. However, individual parameter settings are not used
to ease the comparison of the filter-banks.
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 6.2 Quality Measures

The used audio signals of 8 kHz sampling frequency are obtained form the
noisy speech corpus NOIZEUS presented in [38]. A total of 20 sentences spoken
by male and female speakers is taken each corrupted by four different noise
sequences (airport, car, station, and street noise) with signal-to-noise ratios
(SNRs) between 0 dB and 15 dB.

The quality of the enhanced speech is judged by informal listening tests and in-
strumental quality measures. A common time-domain measure for the overall
quality of the enhanced speech y(k) = ŝ(k) is given by the segmental (speech)
SNR

SEGSNR/dB =
1

C(Fs)

∑

m∈Fs

10 log10




N−1∑
µ=0

s2(mN + µ − κ0)

N−1∑
µ=0

(ŝ(mN + µ) − s(mN + µ − κ0))
2


 . (52)

The computation includes only frames with speech activity (m ∈ Fs) whose
total number is denoted by C(Fs). In a simulation, the undisturbed speech s(k)
and the input noise nd(k) can be filtered separately with coefficients adapted
for the noisy speech x(k) = s(k) + nd(k). This provides the processed speech
s̄(k) and processed noise n̄d(k) separately, where ŝ(k) = s̄(k)+ n̄d(k). Because
of their strong correlation, the maximum of the cross-correlation between the
clean and filtered speech ϕss̄(λ) is used to determine the algorithmic signal
delay

κ0 = arg max
λ∈Z

{ϕss̄(λ)} . (53)

The achieved noise attenuation (NA) is measured according to

NA/dB = 10 log10




1

C(F)

∑

m∈F

N−1∑
µ=0

n2
d(mN + µ − κ0)

N−1∑
µ=0

n̄2
d(mN + µ)


 (54)

with F denoting the set of all frame indices including speech pauses, and C(F)
marks the total number of frames.

A frequency-domain measure for the speech quality is given by the cepstral
distance (CD) between the clean speech s(k) and the filtered speech s̄(k)
as described in Appendix B. For all instrumental measures, a frame size of
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 N = 256 is used, and NCD = 40 cepstral coefficients are considered for the

CD measure.

6.3 Simulation Results for the Uniform Filter-Banks

The curves of the measured objective speech quality achieved with the uniform
filter-banks are plotted in Fig. 9. The signal delay and algorithmic complexity
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Figure 9. Objective quality measures obtained by means of the uniform filter-bank
equalizer (FBE), the uniform MA and AR low delay filter (LDF), and the uniform
analysis-synthesis filter-bank (AS FB).
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 of the filter-banks is listed in Table 3.

uniform signal delay real real delay

filter-bank [samples] add. mult. elements

AS FB 64 101 31 256

FBE 32 83 144 256

MA LDF 16 51 48 225

AR LDF 0-2 62 60 216

Table 3
Measured signal delay and average algorithmic complexity per sample for the uni-
form filter-banks (M = L = 64).

The uniform FBE achieves the same or better objective speech quality as
the uniform AS FB with only a slightly higher algorithmic complexity but
a significantly lower signal delay. The MA and AR LDF achieve a further
reduction of the signal delay and algorithmic complexity at the price of a
decreased objective speech quality in terms of a lower segmental SNR and
higher CD. The AR filter leads to a good approximation for the magnitude
response but causes phase modifications which have a very detrimental effect
on the SEGSNR measure.

However, informal listening tests revealed only minor differences for the per-
ceived subjective speech quality between the four systems. Therefore, a per-
ceptual evaluation of the speech quality (PESQ) according to [39] has been
performed for the enhanced speech ŝ(k). The PESQ measure ranges from
-0.5 (bad quality) to 4.5 (excellent quality), where differences of less than 0.1
PESQ units are considered to be statistically insignificant. The PESQ mea-
sure is mainly used for the assessment of speech coding systems, but also
applied as a perceptual quality measure for speech enhancement systems, e.g.,
[4]. The measured PESQ values are shown in Fig. 10. The achieved values for
the enhanced speech ŝ(k) are almost identical for all four filter-banks. The
PESQ measure can not be taken as an all-embracing measure for the sub-
jective speech quality, cf. [40], but complies well with the impression of our
informal listening tests. Thus, the proposed low delay filter can achieve a low
signal delay with negligible loss for the perceived (subjective) speech quality.

6.4 Simulation Results for the Warped Filter-Banks

The curves of the measured objective speech quality achieved with the warped
filter-banks are plotted in Fig. 11. The measured PESQ curves are not plotted
since they were as close together as in Fig. 10 but all about 0.2 PESQ units
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Figure 10. Perceptual evaluation of the speech quality for the enhanced speech ŝ(k)
achieved with the uniform filter-banks.

higher. The results for the instrumental measurements comply with our infor-
mal listening tests, where the overall speech quality obtained by the warped
filter-banks was rated superior to that of the uniform filter-banks.

The signal delay and algorithmic complexity of the warped filter-banks is listed
in Table 4. It shows the increase in algorithmic complexity and signal delay due

warped signal delay real real delay

filter-bank [samples] add. mult. elements

AS FB 141 605 518 396

FBE 80 418 480 336

MA LDF 45 225 285 269

AR LDF 0-2 238 236 254

Table 4
Measured signal delay and average algorithmic complexity per sample for the allpass
transformed filter-banks (M = L = 64).

to the allpass transformation. However, the warped FBE has a significantly
lower signal delay and lower algorithmic complexity than the warped AS FB.
As for the uniform filter-banks, a further reduction of the signal delay and
algorithmic complexity can be achieved by the low delay filters with negligible
loss for the perceived speech quality. The AR LDF is of minimum phase and
causes an algorithmic signal delay of only a few samples.

7 Conclusions

A filter-bank design for adaptive subband filtering with low signal delay is pro-
posed. The developed time-varying filter-bank equalizer (FBE) performs time-
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Figure 11. Objective quality measures obtained by means of the allpass transformed
filter-bank equalizer (APT FBE), the APT MA and AR low delay filter (LDF), and
the APT analysis-synthesis filter-bank (AS FB).

domain filtering with coefficients adapted in the frequency-domain. It is de-
rived as an efficient realization of the filter-bank-summation method (FBSM)
with explicit consideration of the time-varying coefficients. By this, the influ-
ence of the time-domain filter form can be taken into account. It is shown
that the implementation of the time-domain filter in the transposed direct
form yields a better perceived speech quality than the direct filter form. A
non-uniform (warped) frequency resolution can be obtained by allpass trans-
formation. The uniform and warped FBE can be efficiently implemented by
means of a polyphase network (PPN), and (near-)perfect aliasing-free signal
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 reconstruction is achieved with significantly lower effort as with conventional

analysis-synthesis filter-banks (AS FBs). The warped FBE has a lower compu-
tational complexity than the warped AS FB for most parameter configurations
(L, M, r). A phase equalizer can be employed to the warped FBE to achieve
a near-linear phase response even for time-varying coefficients.

The proposed filter-bank design provides a versatile concept for low delay
speech enhancement. The uniform and warped FBE achieve the same objective
and subjective speech quality of the enhanced speech but with a significantly
lower signal delay than conventional AS FBs. Thereby, the frequency warping
can be exploited to obtain an improved speech quality or to use a lower number
of frequency channels.

The devised low delay filter (LDF) is a modification of the FBE to achieve
a further reduction of the signal delay and reduced algorithmic complexity
with almost no loss for the perceived subjective speech quality. The warped
MA LDF can maintain a constant (near-linear) phase characteristic, which is
beneficial, e.g., for speech processing with microphone arrays. The proposed
uniform and warped AR LDF has minimum phase property and can achieve
an algorithmic signal delay of only a few samples.
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A Preservation of Minimum Phase Property for Allpass Trans-

formed Filters

All poles and zeros of a minimum phase filter are within the unit circle. Hence,
it is sufficient to treat the allpass transformation of a causal filter with a single
pole

F (z) =
1

1 − p∞ z−1
(A.1a)

|p∞| < 1 ; |p∞| < |z| ; p∞ ∈ C (A.1b)
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 which yields the warped transfer function

F̃ (z) =
1

1 − p∞
z−1−a∗

1−a z−1

=
1

1 + p∞ a∗
·

1 − p̃0 z−1

1 − p̃∞ z−1
(A.2)

with zero and pole given by

p̃0 = a (A.3a)

p̃∞ =
a + p∞

1 + p∞ a∗
. (A.3b)

The zero is always inside the unit circle due to Eq. (35b). The pole is within
the unit circle if

|a + p∞| < |1 + p∞ a∗| . (A.4)

For a real allpass pole a = α, this equation can be converted to

0 < (1 − α2) (1 − |p∞|2) . (A.5)

Thus, a real allpass transformation according Eq. (34) yields a warped filter
with minimum phase. This does not hold for a complex allpass transformation,
since Eq. (A.4) does not apply for all a being complex.

B Cepstral Distance Measure

The cepstral coefficients of a speech frame m of length N are given by

Cs(mN + µ) = IDFTN{ln |DFTN{s(mN + µ)}|} (B.1)

µ = 0, . . . , N − 1 .

The (mean) cepstral distance (CD) between the filtered speech s̄(k) and ori-
ginal speech s(k − κ0) is calculated by the average

CD =
10

ln(10) · C(Fs)

∑

m∈Fs

CD(m) (B.2a)

CD(m) =
(

[Cs(mN) − Cs̄(mN)]2

+ 2
NCD−1∑

µ=1

[Cs(mN + µ) − Cs̄(mN + µ)]2
) 1

2

. (B.2b)
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[32] M. Renfors and T. Saramäki, “Recursive Nth-Band Digital Filters-Part I:
Design and Properties,” IEEE Trans. on Circuits and Systems, vol. 34, no. 1,
pp. 24–37, Jan. 1987.
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