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A B S T R A C T 

In traditional speech denoising tasks, clean audio signals are often used as the training target, but absolutely 

clean signals are collected from expensive recording equipment or in studios with the strict environments. 

To overcome this drawback, we propose an end-to-end self-supervised speech denoising training scheme 

using only noisy audio signals, named Only-Noisy Training (ONT), without extra training conditions. The 

proposed ONT strategy constructs training pairs only from each single noisy audio, and it contains two 

modules: training audio pairs generated module and speech denoising module. The first module adopts a 

random audio sub-sampler on each noisy audio to generate training pairs. The sub-sampled pairs are then 

fed into a novel complex-valued speech denoising module. Experimental results show that the proposed 

method not only eliminates the high dependence on clean targets of traditional audio denoising tasks, but 

also achieves on-par or better performance than other training strategies. Availability—ONT is available at  

https://github.com/liqingchunnnn/Only-Noisy-Training 

   

 

1. Introduction 

In our daily conversation, the intelligibility of speech communication, 

especially through telecommunication devices, is inevitably disturbed by 

various noises, and methods dedicated to speech denoising have been 

continuously developed. At present, research on speech denoising focuses 

mainly on two aspects: improving the training strategy and optimizing the 

denoising model. 

Regarding the first aspect, most traditional speech denoising methods 

(Baby and Verhulst, 2019; Defossez et al., 2020; Fu et al., 2021; Pascual et 

al., 2017; Soni et al., 2018) are carried out on supervised training networks, 

which use noisy audio signals as the training input and perfectly clean audio 

signals as the target. We refer to this supervised strategy as Noisy-Clean 

Training (NCT). The common problem encountered by NCT is the high 

cost and tedious time required to collect studio-recorded clean signals. Even 

if we can acquire various clean speech signals, the quantity and variety of 

speech conditions are often limited, and the speaker characteristics are often 

not universal. To overcome such limitation, some researchers have 

attempted to train without clean targets (Alamdari et al., 2021; Kashyap et 

al., 2021), such as the Noisy-Noisy Training (NNT) strategy. This strategy 

uses a mixture of clean speech and noise as the training target, and uses the 

same clean speech and some other noise to simulate the training input. 

However, we can hardly obtain multiple different noises on the same 
speech signal in the real world. Recently, Wisdom et al. (2020) and 

Fujimura et al. (2021) have proposed the Noisier-Noisy Training (NerNT) 

strategy, which recovers the original noisy speech from the mixed noisier 

speech. Its training target is the noisy speech, and the training input is 

simulated by the same noisy speech mixed with extra noise. 

For the second aspect i.e., that is related to the denoising model, many 

researchers have devoted efforts to achieve an outstanding denoising effect. 

Common speech denoising networks are mostly implemented in real-

valued, but there are two obvious disadvantages. The real-valued networks 

mainly focus on estimating the magnitude of spectrogram while reusing the 

phase from noisy speech for reconstruction. To solve the problem, Choi et 

al. (2018) present a deep complex U-Net (DCUnet). Moreover, most 

convolutional neural networks are designed to extract the temporal features 

directly. In order to alleviate the effect of the limited receptive field, Wang 

et al. (2021) proposed a context-aware U-Net (CAUNet), stacking a real 

two-stage transformer module (rTSTM) between the real U-Net 

(Ronneberger et al., 2015). The two-stage transformer module (TSTM), 

consisting of multiple two-stage transformer blocks (TSTBs), is used to 

extract local and global context information. 

In summary, there still exist some problems in the two research aspects 

mentioned above. Firstly, these training strategies are still a long way from 

actual application scenarios, because we may only obtain noisy audio 

without any additional information in real life. Secondly, the existing deep 

complex denoising models focus on more precise phase estimation while 

ignoring the context-aware modeling of long-range speech sequences. 

Two questions can then be raised:  

(1) Can we solve the speech denoising problem with neither clean 

speech, conditional noisy speech pairs, nor any additional noise data, but 

only directly from the collected noisy audio signals? 

(2) Is the performance of the speech denoising method using only noisy 

audio signals better than other speech denoising methods? 

In this paper, we propose the Only-Noisy Training (ONT) strategy, a 

self-supervised speech denoising approach motivated by a similar image 

denoising method (Neighbor2Neighbor) (Huang et al., 2021). To the best 

of our knowledge, ONT is the first work that solves the speech denoising 

problem with only noisy audio signals in audio space. In this strategy, both 

of the training input and the target are generated from each of the noisy 

signals. By designing a specific audio sub-sampler and considering 

regularization loss while training, ONT can achieve denoising results 

similar to the Noisy-Clean Training.  

Compared to some other self-supervised methods (Maciejewski et al., 

2021; Saito et al., 2021; Sivaraman et al., 2021, 2022; Wang et al., 2020), 

the unique advantage of our method is that the ONT strategy can be applied 

https://github.com/liqingchunnnn/Only-Noisy-Training
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to any supervised speech denoising tasks, and this strategy does not depend 

on any training model. It means that any effective speech denoising model 

can use our ONT strategy and be trained without any clean targets or model 

modifications. The proposed self-supervised framework aims at training 

denoising networks with only single audio samples available, without any 

modifications to the network structure. 

To achieve superior training performance while using the ONT strategy, 

we design an effective complex-valued speech denoising network, which 

inserts the proposed complex TSTM (cTSTM) into DCUnet by modeling 

the correlation between the magnitude and phase information.  

Our contributions can be summarized as follows: (1) We propose a novel 

training strategy (i.e., Only-Noisy Training), putting an end to the training 

need for clean audio signals and any additional dataset limitation; (2) We 

train a novel complex-valued speech denoising network with the proposed 

strategy; (3) The experimental results demonstrate that our ONT strategy 

performs very favorably against other strategies on the UrbanSound8K 

dataset and achieves on-par or better performance on the Voice Bank + 

Demand benchmark dataset. 

2. Related work 

2.1. Training Strategy 

Most speech denoising tasks are based on the Noisy-Clean Training 

(NCT) strategy, which use clean speech signals as the training target. For 

example, Pascual et al. (2017) proposed a time-domain U-Net model 

optimized with generative adversarial networks, Soni et al. (2018) 

investigated a time-frequency masking-based method with a modified 

adversarial training method, Defossez et al. (2020) made efforts to propose 

a denoising model that directly operates on the raw input waveform and 

generates a waveform for each source and Fu et al. (2021) implemented the 

idea to mimic the behavior of a target evaluation function with a neural 

network. 

As speech signals are easily contaminated by the surrounding noise, 

absolutely clean signals can only be obtained in a well-controlled recording 

environment. Therefore, collecting such signals is costly and time 

consuming.  

To mitigate this problem, a series of speech denoising methods that do 

not require clean speech signals are proposed. The most typical is the 

Noisy-Noisy Training (NNT) strategy, which trains the network with 

multiple independent noisy speech signals per scene (Alamdari et al., 2021; 

Kashyap et al., 2021) by applying the Noise2Noise (Lehtinen et al,. 2018) 

technique in the audio space. Two key conditions must be met in this 

strategy: the median or mean of the target distribution remains the same in 

the presence of noise, and the trained model is used to map the noise in the 

input signal to another noise in the target signal. Assuming that the noise 

distribution is zero-mean, the network is trained to become a noise 

suppressor. Moreover, the Noisier-Noisy Training (NerNT) (Fujimura et al., 

2021; Wisdom et al., 2020) strategy focuses on training a denoising model 

to predict a noisy speech signal from a noisier signal. 

Additionally, some self-supervised methods also aim at achieving 

outstanding denoising performance, Wang et al. (2020) investigated a self-

supervised learning approach for speech denoising. Its first step is to use a 

training set of clean speech examples to learn an appropriate representation 

of the clean signals in an unsupervised way. The second step is to learn a 

mapping from noisy speech to clean sounds with the learned representation 

in the first step. Moreover, Sivaraman et al. (2021) implemented a training 

process using noisy data of the intended test-time speaker rather than the 

clean voice and personalized speech denoising models for twenty different 

speakers. Maciejewski et al. (2021) proposed a novel loss function which 

implicitly identifies noise by exploiting the inseparability of the noise and 

minimizes the effect of separation errors. However, none of these models 

have strong generality. As we know, most researchers have created valuable 

models in supervised tasks, if there is a common strategy that can be 

migrated to any fully supervised approach, the contribution to the speech 

denoising field will obviously be significant. 

2.2. Denoising Model 

From the perspective of the denoising methods, noisy speech can be 

enhanced either in the time-frequency (TF) domain or only in the time-

domain. The time-domain methods can be divided into two categories. The 

first gathers the direct regression methods (Fu et al., 2018; Stoller et al., 

2018) which learn a regression function from the waveform of a noisy 

mixture speech to the target speech. The second is the set of methods 

usually designed to extract the temporal features by the convolution neural 

networks or recurrent neural networks, where the speech denoising task can 

be treated as a sequence-to-sequence mapping problem. 

As another main-stream, the TF-domain methods (Narayanan and Wang, 

2013; Srinivasan at al., 2006; Xu et al., 2013; Yin et al., 2020; Zhao et al., 

2016) are based on the fact that detailed structures of speech can be more 

separable after the short-time Fourier transform (STFT) operation. 

Traditional methods only use the magnitude between clean speech and 

mixture speech, ignoring the phase information. Therefore, some 

researchers have focused on the outstanding denoising effect from phase 

information. The complex ratio mask (CRM) (Williamson et al., 2015) was 

proposed to directly optimize on complex values and the complex spectral 

mapping (CSM) was proposed to estimate the real and imaginary 

spectrogram of mixture speech. Both of them have full information about 

the speech signal and theoretically the best speech enhancement 

performance can be achieved. Most of the above methods are implemented 

in real-valued. Creatively, DCUnet (Choi et al., 2018) was proposed to deal 

with the complex-valued spectrogram, and trained to estimate CRM and 

optimize the scale-invariant source-to-noise ratio (SI-SNR) loss 

(Williamson et al., 2015).  

In addition to focusing on optimizing the extraction of time features for 

speech denoising tasks, researchers also pay attention to modeling long-

range speech sequences by recurrent neural networks (RNNs), such as the 

long short-term memory (LSTM) and gated recurrent units (GRU). 

Therefore, some efforts have been made by incorporating LSTM layers 

between the encoder and decoder for learning long-range dependencies, 

while ignoring the contextual information of the speech. 

Thus, Luo et al. (2020) extracted contextual information from the speech 

by a novel dual-path network, Vaswani et al. (2017) resolved the long-

dependency problem with an effective transformer neural network, Wang 

et al. (2021) proposed a context-aware U-Net (CAUNet) by incorporating 

a TSTM into the U-Net architecture. 

Therefore, it is essential to propose an effective denoising method that 

not only considers the extraction of time features, but also focuses on the 

contextual information. 

3. Motivation and Theory 

3.1. Motivation 

The motivation for this work stems from the problems within existing 

training strategies. Considering the effectiveness of the 

Neighbor2Neighbor method, where authors show that image denoising 

with only a single noisy image is possible, we take it into consideration in 

the audio case. Through the Neighbor2Neighbor method, the single image 

denoising problem is successfully solved by generating sub-sampled paired 

images with random neighbor sub-samplers as training image pairs and 

using the self-supervised training scheme with a regularization term.  

However, when we consider the idea in the speech denoising space, 

there exist some additional challenges to solve:  

(1) In the training image pairs generated stage, the sub-sampled images 

can be directly obtained from original images. However, in audio case, 

speech signals can be represented in many different ways. We should 

consider whether to sub-sample directly from the raw audio signals or 

spectrograms.  

(2) In the image denoising stage, images are directly input into real deep 

networks since they are real-valued and static. However, in audio case, it is 

very necessary to design a complex-valued network that can extract 

contextual information since the raw audio signals are time series and the 

corresponding spectrograms are complex-valued.  

javascript:;
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In section 4, we will solve the above problems respectively. 

3.2. Theoretical Support 

Inspired by Neighbor2Neighbor method for the noisy image denoising 

work, we provide the following two key conditions for our self-supervised 

speech denoising strategy: 

3.2.1. Training condition 

Firstly, we consider the case of two independent noisy audio signals of 

similar scenes.  

Suppose there is a clean audio signal 𝑦, and the corresponding noisy 

speech is 𝑥, such that 𝔼𝑥∣𝑦(𝑥) = 𝑦. When a very small signal gap 𝜀 ≠ 0 is 

introduced, 𝑦 + 𝜀 is the clean signal corresponding to another noisy speech 

𝑧, such that 𝔼𝑧∣𝑦(𝑧) = 𝑦 + 𝜀. Let the variance of 𝑧 be 𝜎𝑧
2,  then it holds as 

the following equation: 

𝔼𝑦,𝑥∥∥𝑓𝜃(𝑥) − 𝑦∥∥2
2 = 𝔼𝑦,𝑥,𝑧∥∥𝑓𝜃(𝑥) − 𝑧∥∥2

2 − 𝜎𝑧
2

+2𝜀𝔼𝑦,𝑥(𝑓𝜃(𝑥) − 𝑦) ,
                (1) 

where 𝑓𝜃 is the denoising network parameterized by 𝜃, and the proof is 

similar to the image denoising network in Neighbor2Neighbor. 

If 𝜀 → 0 in (1), the noisy audio pair (𝑥, 𝑧) works as an approximation to 

(𝑥, 𝑦) when training the denoising network. With the small signal gap 𝜀 ≠
0  defined, 𝑦  and 𝑧  satisfy the condition called “similar but different”. 

Therefore, once a suitable 𝑦 and 𝑧 satisfying this condition are found, a 

speech denoising network can be trained. 

Next, we consider the scene of a single noisy audio signal. One possible 

way to construct a “similar but different” pair is to sample from adjacent 

but different time domain locations from the original noisy audio signal (i.e., 

𝜀 → 0). 

Therefore, we use an audio sub-sampler 𝑆 =  (𝑠1, 𝑠2) to generate the 

training audio pair (𝑠1, 𝑠2) from the single noisy audio signal 𝑥. Then, the 

sampled audio pair can be directly used to train the denoising network in a 

way similar to (1), which becomes:  

         𝑎𝑟𝑔 𝑚𝑖𝑛
𝜃

𝔼𝑥,𝑦∥∥𝑓𝜃(𝑠1(𝑥)) − 𝑠2(𝑥)∥∥
2

.                      (2) 

Thus, the following condition can be obtained: 

Condition 2.1 Once two paired audio signals are sub-sampled from 

adjacent but different time domain locations from a noisy audio signal, this 

pair which has similar but different characteristics can be used to train the 

denoising network.  

3.2.2. Regularization Constraint 

An additional requirement needed to be considered is the different 

ground-truths of the sub-sampled audio pair (𝑠1, 𝑠2), i.e., 𝔼𝑥∣𝑦(𝑠2(𝑥)) −

𝔼𝑥∣𝑦(𝑠1(𝑥)) ≠ 0. Therefore, the direct use of (2) is inappropriate, which 

will lead to over-smoothing while training. Inspired by Neighbor2Neighbor, 

we add a regularization term to solve the problem caused by non-zero 𝜀. 

Considering an ideal speech denoising network 𝑓𝜃
∗ trained with clean 

audio signals, given a single noisy audio signal 𝑥 and a clean audio signal 

𝑦, they satisfy: 

𝑓𝜃
∗(𝑥) = 𝑦 ,

𝑓𝜃
∗(𝑠ℓ(𝑥)) = 𝑠ℓ(𝑦),  for ℓ ∈ {1,2} .

                            (3)     

Therefore, the following holds with the ideal network 𝑓𝜃
∗: 

𝔼𝑥∣𝑦{𝑓𝜃
∗(𝑠1(𝑥)) − 𝑠2(𝑥) − (𝑠1(𝑓𝜃

∗(𝑥)) − 𝑠2(𝑓𝜃
∗(𝑥)))}

= 𝑠1(𝑦) − 𝔼𝑥∣𝑦{𝑠2(𝑥)} − (𝑠1(𝑦) − 𝑠2(𝑦))

= 𝑠2(𝑦) − 𝔼𝑥∣𝑦{𝑠2(𝑥)} = 0 .

          (4) 

Thus, instead of optimizing (2) directly, the following optimization 

problem with a constraint is considered: 

 

𝑚𝑖𝑛
𝜃

 𝔼𝑥∣𝑦∥∥𝑓𝜃(𝑠1(𝑥)) − 𝑠2(𝑥)∥∥2

2
, s.t. 

𝔼𝑥∣𝑦{𝑓𝜃(𝑠1(𝑥)) − 𝑠2(𝑥) − 𝑠1(𝑓𝜃(𝑥)) + 𝑠2(𝑓𝜃(𝑥))} = 0 .
    (5) 

Due to 𝔼𝑦,𝑥 = 𝔼𝑦𝔼𝑥∣𝑦, (5) can be rewritten into one with a regularization 

constraint:  

𝑚𝑖𝑛
𝜃

 𝔼𝑦,𝑥∥∥𝑓𝜃(𝑠1(𝑥)) − 𝑠2(𝑥)∥∥2

2

+𝛾𝔼𝑦,𝑥∥∥𝑓𝜃(𝑠1(𝑥)) − 𝑠2(𝑥) − 𝑠1(𝑓𝜃(𝑥)) + 𝑠2(𝑓𝜃(𝑥))∥∥2

2
 ,
          (6) 

where 𝑥  and 𝑦  denote noisy audio signals and clean audio signals 

respectively, 𝑓𝜃 represents the audio denoising network, 𝑠1  and 𝑠2 

represent the audio sub-samplers, 𝛾 is a tunable parameter.  

Thus, the following condition can be obtained: 

Condition 2.2 To avoid over-smoothing while training, it is necessary to 

consider a regularization loss by addressing the essential difference of the 

ground-truth time domain values between the sub-sampled pairs on the 

original audio. 
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Fig. 1.  Overview of our proposed ONT strategy. For a single noisy audio sample 𝑥, an audio sub-sampler is used to generate a pair of training samples 

𝑠1(𝑥) and 𝑠2(𝑥), which are used as the training input and target in the denoising network. The total training loss consists of basic loss ℒbasic  and 

regularization loss ℒ𝑟𝑒𝑔. The basic loss is calculated from the output 𝑓𝜃 (𝑠1(𝑥)) of the denoising network and the training target 𝑠2(𝑥), and the regularization 

loss requires an extra calculation of the essential difference of the ground-truth time domain values between the sub-sampled noisy audio pair. 
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4. Proposed Method 

In this section, we propose a novel speech denoising method trained with 

only noisy audio signals. The overview of our proposed ONT strategy is 

shown in Fig. 1. Firstly, we will introduce the detailed training conditions 

of the ONT strategy and the generation process of training audio pairs. Then, 

we will describe the details of our speech denoising network and the 

training loss in our strategy. 

4.1. Only-Noisy Training (ONT) Strategy  

4.1.1. Application of Training Strategy 

Based on the assumption in Condition 2.1, if we want to train a speech 

denoising network from only noisy signals, the sub-sampled audio pairs 

should satisfy the following requirements: 

(1) Given the ground-truth 𝑦 of a noisy audio signal 𝑥, the sub-sampled 

audio pair (𝑠1(𝑥), 𝑠2(𝑥)) has conditional independence;  

(2) The underlying ground-truth gap between 𝑠1(𝑥) and 𝑠2(𝑥) is small. 

4.1.2. Generation of Training Audio Pairs   

The generation process from a noisy audio signal to a training pair is 

shown in Fig. 2, which is mainly implemented using an audio sub-sampler. 

Denote a single noisy audio sample as 𝑥 with hyper-parameter 𝑘 to control 

the sampling interval, where 𝑘 ≥ 2 . The size of the k represents the 

similarity between the sub-sampled pair. From the 𝑖-th to the (𝑖 + 𝑘 − 1)-

th time-domain audio value in 𝑥, two adjacent random values are selected, 

which are used as the 𝑖/𝑘-th value of the paired audio 𝑠1(𝑥) and 𝑠2(𝑥). 

Then, we shift the sampling area to the right by 𝑘, which then spread from 

the (𝑖 + 𝑘)-th to the (𝑖 + 2𝑘 − 1)-th value, and so on. Since 𝑠1(𝑥) and 

𝑠2(𝑥) are selected from adjacent squares in 𝑥, the ground-truths of audio 

pairs are similar, satisfying the requirements stated in Condition 2.1 and 

can be used to train a speech denoising network.  

Note that, we sub-sample from the raw audio but not from its 

spectrograms. The reason is that it is unreasonable to implement sub-

sampling from spectrograms where local speech information in each time-

window is extracted by STFT since different window sizes lead to different 

extracted speech features. In addition, sub-sampling from spectrograms will 

reduce the conditional independency between the two sub-sampled signals. 

Thus, it’s inappropriate to apply sub-sampling on spectrograms during the 

generation process. Furthermore, a great benefit of sub-sampling from the 

raw audio is that any network that performs well in supervised audio 

denoising tasks can apply our sub-sampling method. 

4.2. Denoising Network 

The proposed speech denoising network is shown in Fig. 3, and it takes 

the spectrograms as input, which is derived from the sampled audio signals.  

The complex encoder and decoder modules used in the denoising 

network are designed according to the complex module in DCUnet-10 

(Choi et al., 2018). The complex 2D convolution operation (Trabelsi et al., 

2018) that controls complex information flow in encoder layers contains 

four traditional 2D convolution operations. The complex filter 𝑊 is defined 

as 𝑊 = 𝑊𝑟 + 𝑗𝑊𝑖 , where the real matrices 𝑊𝑟  and 𝑊𝑖  represent the real 

and imaginary components of a complex convolution kernel. Meanwhile, 

the complex input matrix is defined as 𝑋 = 𝑋𝑟 + 𝑗𝑋𝑖 so that we can get a 

complex output of the complex convolution operation as follows: 

𝑋 ⊛ 𝑊: 𝐹conv = (𝑋𝑟 ∗ 𝑊𝑟 − 𝑋𝑖 ∗ 𝑊𝑖)                         (7) 

                      + 𝑗(𝑋𝑟 ∗ 𝑊𝑖 + 𝑋𝑖 ∗ 𝑊𝑟) , 

where 𝐹conv  represents the output characteristic of a complex layer. 

Similar to complex convolution, we extend the real TSTM (rTSTM) to 

complex TSTM (cTSTM) to better model the correlation between 

magnitude and phase. The output 𝐅cTSTM  is defined as: 

𝐅𝑟𝑟 =  𝐓𝐒𝐓𝐌𝑟 (𝐗𝑟) ;                                  (8) 

 𝐅𝑖𝑟 =  𝐓𝐒𝐓𝐌𝑟 (𝐗𝑖) ;                                   (9) 

𝐅𝑟𝑖  =  𝐓𝐒𝐓𝐌𝑖  (𝐗𝑟) ;                                 (10) 

  𝐅𝑖𝑖 =  𝐓𝐒𝐓𝐌𝑖  (𝐗𝑖) ;                                  (11) 

𝐅cTSTM  =  (𝐅𝑟𝑟 − 𝐅𝑖𝑖) +  𝑗(𝐅𝑟𝑖 + 𝐅𝑖𝑟) ,               (12) 

where 𝐗𝑟 and 𝐗𝑖 represent real and imaginary components of the complex 

input; 𝐓𝐒𝐓𝐌𝑟  and 𝐓𝐒𝐓𝐌𝑖  represent the real part and imaginary part of 

traditional TSTM; 𝐹𝑟𝑟  is calculated by input 𝐗𝑟  with 𝐓𝐒𝐓𝐌𝑟 ; 𝐅cTSTM  
represents the complex TSTM output result. 

Our final complex-valued speech denoising network is constructed by 

inserting a cTSTM between the encoder and decoder layers of DCUnet, 

ensuring that the amplitude and phase information from spectrograms can 

be processed and reconstructed more accurately, and the contextual 

information of speech will not be ignored at the same time.  

4.3. Training Loss 

In addition to satisfying the constraints of the sub-sampled audio pairs, 

we also need to consider the regularization loss discussed in Condition 2.2, 

thus the optimization problem in (6) could be considered to solve the audio 

denoising task successfully. 

Therefore, the total loss ℒ in the denoising network consists of the basic 

loss and the regularization loss: 

ℒ = ℒ𝑏𝑎𝑠𝑖𝑐 + 𝛾 ⋅ ℒ𝑟𝑒𝑔 ,                                 (13) 

where ℒ𝑏𝑎𝑠𝑖𝑐 is the basic loss determined by the characteristics of denoising 
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Fig. 2. The illustration of the training audio pairs generated module. The 

green squares represent the original noisy time domain values in turn, where 

𝑘 is a self-set hyperparameter to control the sampling interval. From the 𝑖-
th to (𝑖 + 𝑘 − 1)-th square, two adjacent squares are randomly selected and 

filled with blue and yellow respectively. The square filled with blue is 

considered the corresponding square of the subsampled audio 𝑠1(𝑥), and 

the other square filled with yellow is considered the one of 𝑠2(𝑥). 

 

           

                

            

             

   
        

Fig. 3. The speech denoising module. 

 



                                                                                                               5 

 

network, ℒ𝑟𝑒𝑔  is the regularization loss used to prevent over-smoothing 

while training with the sub-sampled audio, and 𝛾 is the tunable parameter 

introduced in (6). 

4.3.1. Basic Loss 

We combine time domain loss ℒ𝐹 , frequency domain loss ℒ𝑇 , and 

weighted SDR loss function (ℒ𝑤𝑆𝐷𝑅 ) (Macartney and Weyde, 2018) to 

construct the basic loss. The ℒ𝑏𝑎𝑠𝑖𝑐 is defined as: 

ℒ𝑏𝑎𝑠𝑖𝑐 = (𝛼 ∗ ℒ𝐹 + (1 − 𝛼) ∗ ℒ𝑇) ∗ 𝛽 + ℒ𝑤𝑆𝐷𝑅 ,           (14) 

where 𝛼 and 𝛽 are hyper-parameters controlling the strength of the ℒ𝐹 term 

and ℒ𝑇 term. 

The time domain loss is computed based on the mean square error (MSE) 

between the enhanced waveform and the clean waveform, defined as:  

ℒ𝑇 =
1

𝑁
∑  𝑁−1

𝑖=0 (𝑠𝑖 − 𝑠̂𝑖)2 ,                               (15) 

where 𝑠𝑖 and 𝑠̂𝑖 respectively represent the 𝑖-th sample of clean speech and 

the denoised speech, and 𝑁 is the total number of audio samples. 

The frequency domain loss can monitor the model to learn more 

information, resulting in higher speech intelligibility and perceived quality 

(Pandey and Wang, 2020). The ℒ𝐹 is defined as: 

ℒ𝐹 =
1

𝑇𝐹
∑  𝑇−1

𝑡=0 ∑  𝐹−1
𝑓=0 [(|𝑆𝑟(𝑡, 𝑓)| + |𝑆𝑖(𝑡, 𝑓)|) −

(|𝑆̂𝑟(𝑡, 𝑓)| + |𝑆̂𝑖(𝑡, 𝑓)|)] ,
           (16) 

where 𝑆  and 𝑆̂  represent the clean spectrogram and the enhanced 

spectrogram, 𝑟  and 𝑖  are the real and imaginary parts of the complex 

variable, 𝑇 and 𝐹 respectively denote the number of frames and frequency 

bins. 

The ℒ𝑤𝑆𝐷𝑅 introduced by Lehtinen et al. (2018) is used as another term 

to directly optimize the well-known evaluation measures defined in the 

time-domain: 

𝛼 =
∥𝑦∥2

∥𝑦∥2+∥𝑥−𝑦∥2

ℒ𝑤𝑆𝐷𝑅(𝑥, 𝑦, 𝑦̂) = −𝛼
⟨𝑦,𝑦̂⟩

∥𝑦∥∥𝑦̂∥
− (1 − 𝛼)

<𝑥−𝑦,𝑥−𝑦̂>

∥𝑥−𝑦∥∥𝑥−𝑦̂∥
 ,

             (17) 

where 𝑥  denotes the noisy sample, 𝑦  denotes the target sample and 𝑦̂ 

denotes the estimated output, 𝛼  represents the energy ratio between the 

target speech and noise. 

4.3.2. Regularization Loss 

Given an audio pair 𝑠1(𝑥) and 𝑠2(𝑥) sampled from the noisy speech 𝑥, 

we use the regularization loss ℒreg  described in Section 2.2.2 as an 

additional constraint on the loss function, which is defined as: 

ℒreg = ∥
∥𝑓𝜃(𝑠1(𝑥)) − 𝑠2(𝑥) − (𝑠1(𝑓𝜃(𝑥)) − 𝑠2(𝑓𝜃(𝑥)))∥

∥
2

2

 ,      (18) 

where 𝑓𝜃 denotes the denoising network. In order to stabilize learning, the 

gradient update of 𝑠1(𝑓𝜃(𝑥)) and 𝑠2(𝑓𝜃(𝑥)) is stopped during the training 

process, and the hyperparameter 𝛾 in (13) is gradually increased to reach 

the best training effect. 

5. Experiments and Results 

In this section, we will provide details on our experimental verification. 

Starting with the experimental setup details, we will firstly verify the 

feasibility of the ONT strategy, then conduct comparative experiments with 

other training strategies and state-of-the-art methods. Additionally, we also 

conduct sensitivity analysis through an exhaustive series of experiments. 

5.1. Experimental Setup 

5.1.1. Datasets 

Evaluation of the training strategy. Two different categories of noisy 

signals are used to verify the robustness of our strategy from other training 

strategies. While the first overlaps white gaussian noise over clean speech 

to generate a synthetic noisy dataset, the second overlaps different kinds of 

UrbanSound8K (US8K) (Salamon et al., 2014) noises over clean signals to 

generate real world noisy dataset. The clean speech is all from Voice Bank 

dataset (Valentini-Botinhao et al., 2017), including 28 speakers for the 

training set and 2 speakers for the testing set. In the generation process, we 

employ PyDub (Robert et al., 2018) to overlap the above noise over a clean 

audio sample, and a complete noisy speech sample is generated by 

truncating or repeating the noise so that it covers the whole speech segment. 

Evaluation with state-of-the-art methods. A benchmark dataset is also 

exploited to compare with state-of-the-art methods. Noise and clean speech 

recordings are provided by the Diverse Environments Multichannel 

Acoustic Noise Database (DEMAND) (Thiemann et al., 2013) and the 

Voice Bank corpus (Veaux et al., 2013). The training set includes 11572 

utterances of 28 speakers, where 8 types of noises come from DEMAND 

dataset (Taal et al., 2011) and 2 noises are artificially generated. By using 

the exact same training and test dataset split, it’s easy to establish a fair 

comparison with other methods. 

5.1.2. Baseline Approaches 

Evaluation of the training strategy. Three different training strategies are 

evaluated as follows: NCT (Kashyap et al., 2021): a DCUnet model which 

is trained on the noisy input using the original clean speech sample as a 

target; NNT (Kashyap et al., 2021): a DCUnet model which is trained on 

the same inputs using the noisy targets; NerNT (Kashyap et al., 2021): a 

DCUnet model whose training target is the noisy speech, and the training 

input is simulated by the same noisy speech mixed with extra noise. 

Evaluation with state-of-the-art methods. Fourteen different training 

strategies are evaluated as follows: Noisy: the original input noisy speech 

signal; SEGAN (Pascual et al., 2017): a denoising model directly operating 

on the raw waveform and trained to minimize the combination of 

adversarial and ℒ1  losses; MMSE-GAN (Soni et al., 2018): a time-

frequency masking-based method that uses a generative adversarial 

network (GAN) objective along with ℒ2  loss; SERGAN (Baby and 

Verhulst, 2019): a denoising model training with a relativistic least-square 

loss for GAN training; BLSTM (MSE) (Weninger et al., 2015): a 

framework based on Long Short-Term Memory (LSTM) RNNs which is 

discriminatively trained according to an optimal speech reconstruction 

objective; MetricGAN (Fu et al., 2019): the first work that employs GAN 

to directly train the generator with respect to multiple evaluation metrics; 

HiFi-GAN (Su et al., 2020): an end-to-end feed-forward WaveNet 

architecture trained with multi-scale adversarial discriminators; PHASEN 

(Yin et al., 2020): a two-stream network, where amplitude stream and phase 

stream are dedicated to amplitude and phase prediction; CAUNet (Wang et 

al., 2021): a context-aware U-Net for speech enhancement in the time 

domain; T-GSA (Kim et al., 2020): a system for providing Gaussian 

weighted self-attention for speech enhancement; DEMUCS (Defossez et  

al., 2020): a novel waveform-to-waveform model, with a U-Net structure 

and bidirectional LSTM; MetricGAN+ (Fu et al., 2021): an updated 

version of the MetricGAN framework; NeTT (Fujimura et al., 2021):  a 

DNN model whose training target is the mixture of speech and noise, and 

training target is simulated by using the same clean speech and some other 

noise; NyTT(L) (Fujimura et al., 2021): a DNN trained to predict a noisy 

speech signal from a noisier signal. 

5.1.3. Evaluation metrics 

To evaluate the quality of the denoising effect, the following metrics are 

used: signal-to-noise ratio (SNR), segmental signal-to-noise ratio (SSNR), 

wide-band perceptual evaluation of speech quality (PESQ-WB) (Rix et al., 
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2001), narrow-band perceptual evaluation of speech quality (PESQ-NB) 

(Rix et al., 2001), short term objective intelligibility (STOI) (Hu and Loizou, 

2007). We also adopt subjective mean opinion scores (MOSs) (Hu and 

Loizou, 2008) with the following three metrics: CSIG for signal distortion 

(from 1 to 5), COVL for overall quality evaluation (from 1 to 5) and CBAK 

for noise distortion evaluation (from 1 to 5). 

5.1.4. Training details 

The original raw audio waveforms are first sampled at 48kHz. For the 

actual model input, complex-valued spectrograms are obtained by STFT 

with a 64ms Hamming window and 16ms hop size. The number of channels 

for the deep complex U-Net is {45, 90, 90, 90, 90, 90, 90, 90, 45, 1}. The 

convolution kernels are set to (3, 3), and the step sizes are set to (2, 2) except 

for the middle two layers which are set to (2, 1). The number of TSTBs is 

6. In the loss function, we set 𝛼 = 0.8, 𝛽 = 1/200, 𝛾=1 both in the synthetic 

and real-world experiments empirically. We use Adam optimizer with a 

learning rate of 0.001, and use StepLR to adjust the learning rate at an 

interval of 1 epoch and a multiple of 0.1 times. All experiments are 

implemented in Pytorch on a NVIDIA GTX1080 Ti GPU. 

5.2. Validation of Only-Noisy Training (ONT) Strategy 

We conduct two experiments to verify the feasibility of our training 

strategy. Firstly, we conducted an experiment to verify whether our strategy 

can train the denoising model without clean speech signals. Fig. 4(a) 

summarizes the evaluated scores, where ONT achieves higher scores than 

those of input signals (Noisy). The results show that the ONT strategy can 

train the speech denoising model without clean speech. 

Secondly, we use the Mean Opinion Scores (MOS) for subjective 

evaluation – the new metric provided by the ConferencingSpeech 2021 

organizer that is believed to be more correlated with the subjective listening 

score. Inspired from ITU-T P .835, the evaluation is performed according 

to the overall quality rating and recorded with 95% confidence intervals 

(CI). Each tester spends some time familiarizing with the pure clean signal 

before the evaluation began. The final MOS scores shown in Fig. 4(b) are 

calculated according to the mean values, ratings of 5 means that the quality 

is perfect (no artifacts). The results show that our ONT strategy gets the 

highest MOS scores and shows best speech denoising effect reflected in the 

subjective evaluation. 

5.3. Comparisons with Other Training Strategies 

Our proposed strategy is evaluated based on the white noise and four 

kinds of US8K noise. The results are shown in Table 1, and the mean and 

standard deviation of metrics are calculated separately. The gray-colored 

rows represent our proposed methods, while values shown in bold denote 

the best performance achieved by the compared methods.  

Furthermore, for a fairer comparison, the NerNT strategy and our ONT 

strategy are all conducted on the same denoising configuration of NCT and 

NNT strategy (Kashyap et al., 2021). For NerNT, we selected an additional 

noise 𝑛  from US8K, and mixed it to the noisy speech 𝑥  at randomly 

selected SNRs between 0 to 10dB. In this experiment, we consider 𝑥 as the 

signal and 𝑛 as noise in SNR. For ONT-rTSTM and ONT-cTSTM, all the 

encoder and decoder layers have the same configuration as ONT, except 

that the modules (rTSTM, cTSTM) inserted between them are different. 

Thus, all methods in Table 1 are conducted with the same amount and 

variety of training noise samples, and only the amount and variety of target 

signals are different. 

According to the comparative experiments in Table 1, the following 

conclusions can be drawn: 

Comparison with other strategies: All the proposed methods (i.e., ONT, 

ONT-rTSTM, ONT-cTSTM) show superior results compared with other 

existing strategies (i.e., NCT, NNT, NerNT). Our speech denoising strategy 

is not only superior to traditional methods training with clean speech, but 

also exceeds methods with additional noise information. Even in the white 

noise case where NCT strategy does not exceed NNT, our method also 

demonstrates the effectiveness and superiority in denoising performance, 

with each indicator exceeding two benchmark methods. 

Evaluation of cTSTM: (1) In US8K category 2 (Children Playing), ONT 

outperforms ONT-cTSTM and ONT-rTSTM, but the differences are 

negligible. It can be considered that for noisy samples overlaying noises of 

children playing in the real world, speech features extracted by TSTM has 

little influence on the denoising network. (2) In US8K category 0 (Air 

Conditioning), 4 (Drilling), all metrics except STOI in ONT-cTSTM show 

the best results. STOI is calculated based on the time envelope correlation 

coefficient of clean speech and noisy speech, which offers a high 

correlation with speech intelligibility. Therefore, the cTSTM has little 

effect on improving the speech intelligibility of denoising results in US8K 

category 0, but improvements on other metrics still work. (3) For white  

noise and other US8K categories, the adoption of cTSTM is very effective 

to reconstruct speech features output from the encoder. It makes the 

denoising network not only process the magnitude and phase information 

from spectrograms more accurately, but also ensure that the context 

information is not ignored. In general, our ONT-cTSTM produces superior 

denoising performance on synthetic and real world noises. 

5.4. Comparisons with State-of-the-Art Methods  

To verify the effectiveness of the model with other state-of-the-art 

methods, we provide the evaluation results on a benchmark dataset. Except 

for PESQ, three additional metrics (i.e., CSIG, COVL, CBAK) are also 

adopted. As can be seen from Table 2, the following conclusions can be 

drawn: 
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Fig. 4.  Experimental results for the feasibility evaluation of our training 

strategy. (a) Comparison between input signals (Noisy) and ONT results. 

(b) The subjective evaluation results of MOS. 
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 (1) Compared with other strategies which train without the clean target 

(i.e., NNT, NerNT), our method shows superiority on most metrics (i.e., 

PESQ, CSIG, COVL). It means that even compared with other novel 

training strategies, our strategy presents excellent advantages both in 

training conditions and training effects. 

 (2) Compared to the network trained with traditional supervised data 

(i.e., NCT), our method still achieves very competitive performance and 

outperforms most existing methods, which further verifies the effectiveness 

of our ONT strategy. 

5.5. Sensitivity Analysis 

In this section, we conduct a series of experiments to investigate the 

sensitivity of parameters in the ONT strategy.  

Analysis of Sampling Methods: Here, we analyze the sampling method of 

the training audio pairs generated module in Fig. 2. In this experiment, we 

study ONT-cTSTM from two aspects: Influence of the hyper-parameter 𝑘; 

Influence of using a random neighbor sub-sampler or a fixed location sub-

sampler.  

We conduct six comparison experiments by combining three values of 

𝑘 and two kinds of sub-samplers. In each sampling area (size 𝑘), all time 

domain values are from the corresponding location of the same sub-

sampled audio. Then two sub-sampled audio signals are randomly selected 

from the original sampled audio or selected from the fixed location in each 

sampling area.  

The evaluation results of PESQ-NB are shown in Table 3. It can be seen 

from the results that when the sampling interval is 2 and the sampling 

method is “ andom”, the speech denoising effect performs best.  e further 

conclude that this sampling interval could represent the similarity between 

the sub-sampled pair best. Additionally, by comparing the two sampling 

methods, it's obvious that the random neighbor sub-sampler outperforms 

the fixed location sub-sampler. Due to the importance of randomness in the 

sampling strategy, the fixed location sub-sampler is only a special case of 

random sub-sampler, so the random sub-sampler gets better results. 

Analysis of Regularization Loss: Next, we analyze the regularization loss 

while training the denoising module in (13). In this experiment, we select 6 

Table 1 

Evaluation with other strategies. 

Noise Model SNR SSNR PESQ-NB PESQ-WB STOI 

White 

  T ( ashyap et al.,     )   .    ±  .      .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  T ( ashyap et al.,     )   .    ±  .      .    ±  .     .    ±  .     .    ±  .     .    ±  .    

 er T           

  T (ours)   .    ±  .     .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  +rTSTM   .    ±  .     .    ±  .     .    ±  .    2.003 ± 0.282  .    ±  .    

  +cTSTM 18.209 ± 2.095 9.088 ± 2.222 2.811 ± 0.288  .    ±  .    0.847 ± 0.077 

US8K-0     

(Air  onditioning) 

  T ( ashyap et al.,     )  .    ±  .    − .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  T ( ashyap et al.,     )  .    ±  .    − .    ±  .     .    ±  .     .    ±  .     .    ±  .    

 er T  .    ±  .      .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  T (ours)  .    ±  .     .    ±  .     .    ±  .     .    ±  .    0.900 ± 0.093 

  +rTSTM  .    ±  .     .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  +cTSTM 6.317 ± 3.813 1.414 ± 2.684 2.730 ± 0.485 1.891 ± 0.294  .    ±  .    

US8K-1     

 ( ar Horn) 

  T ( ashyap et al.,     )  .    ±  .    − .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  T ( ashyap et al.,     )  .    ±  .     .    ±  .     .    ±  .     .    ±  .     .    ±  .    

 er T  .    ±  .      .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  T (ours)  .    ±  .     .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  +rTSTM  .    ±  .     .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  +cTSTM 6.339 ± 4.045 0.609 ± 3.160 2.954 ± 0.429 1.902 ± 0.376 0.850 ± 0.124 

US8K-2   

( hildren Playing) 

  T ( ashyap et al.,     )  .    ±  .    − .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  T ( ashyap et al.,     )  .    ±  .    − .    ±  .     .    ±  .     .    ±  .     .    ±  .    

 er T  .    ±  .      .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  T (ours) 6.559 ± 4.440 -0.343 ± 3.600 3.410 ± 0.504 1.963 ± 0.312 0.879 ± 0.109 

  +rTSTM  .    ±  .      .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  +cTSTM  .    ±  .      .    ±  .     .    ±  .     .    ±  .     .    ±  .    

US8K-3 

(Dog Barking) 

  T ( ashyap et al.,     )  .    ±  .    − .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  T ( ashyap et al.,     )  .    ±  .    − .    ±  .     .    ±  .     .    ±  .     .    ±  .    

 er T  .    ±  .      .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  T (ours)  .    ±  .     .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  +rTSTM  .    ±  .     .    ±  .     .    ±  .     .    ±  .     .    ±  .    

  +cTSTM 6.615 ± 6.886 4.199 ± 7.390 2.193 ± 0.735 1.626 ± 0.603 0.773 ± 0.178 
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values (0, 1, 2, 4, 10, 20, 40) for experiments on ONT-cTSTM. 

The evaluation results of PESQ-NB are shown in Table 4, which shows 

that when 𝛾 is greater than 1, it will bring a worse effect. This is because a 

larger 𝛾 will make the basic loss less important while training, thus leading 

to a worse denoising effect. However, while 𝛾  is zero, there is no 

regularization loss while training, and the training process would not 

address the essential difference of the ground-truth values between the sub-

sampled pairs. Therefore, it’s inappropriate and would lead to over-

smoothing while training. We further analyze the best performance while 𝛾 

is 1. The basic loss and regularization loss achieve an optimal solution, 

which not only avoids over-smoothing, but also achieves better denoising 

effect. 

Analysis of complex-TSTM: To verify that the cTSTM is helpful for 

performance improvement, we conduct studies on ONT by adding different 

TSTMs, which consist of multiple TSTBs.  

We experiment with three different numbers of TSTBs (4, 6, 8) in real 

or complex way. For example, 4rTSTB means there is a real TSTM 

between the encoder and decoder layers, and the TSTM consists of four 

TSTBs. In all comparison models, each encoder and decoder layer have the 

same configuration as ONT. 

The experimental results are shown in Table 5, which shows that 

6cTSTB configuration brings the best performance, and when the number 

of TSTBs is larger or smaller, it will bring a worse effect. This is because 

that the encoder and decoder layers in ONT focus on extracting both the 

magnitude and phase features efficiently, while the TSTB module pays 

attention on the local and global context information. To this end, the 

number of TSTBs acts as a controller between these two denoising effects. 

From another perspective, almost all complex models from the table 

outperform real models obviously, which means that our proposed cTSTM 

is very effective for improving the performance of speech denoising.   

5.6. Visualization Results 

To visually see the effectiveness of the ONT strategy, an utterance of a 

clean speech signal as well as its noisy version and its denoised version are 

exhibited in Table 6. As can be seen from the noisy signals in Table 6(a) 

and Table 6(d), after overlapping white noise and real world noise, there is 

a multitude of noise interferences. From the Table 6(c) and Table 6(f), we 

can observe that our proposed method effectively has a good noise removal 

Table 2 

Comparisons with other methods on VoiceBank-DEMAND. 

    Strategy Model PESQ CSIG COVL CBAK 

 

 

 

 

 

      T 

 oisy  .    .    .    .   

SE A  (Pascual et al.,     )  .    .    .    .   

MMSE  A  (Soni et al.,     )  .     .     .     .   

SE  A  (Baby and Verhulst,     )  .         

BLSTM (MSE) ( eninger et al.,     )  .     .     .     .   

Metric A  (Fu et al.,     )  .    .    .    .   

HiFi  A  (Su et al.,     )  .     .     .    .   

PHASE  (Yin et al.,     )  .    .    .    .   

 A  et ( ang et al.,     )  .    .    .    .   

T  SA ( im et al.,     )  .    .    .   3.59 

DEM  S (Defossez et  al.,     )  .   4.31  .    .   

Metric A + (Fu et al.,     ) 3.15  .   3.64  .   

         eTT (Fujimura et al.,     )  .63 3.77 3. 9 3.37 

           yTT(L) (Fujimura et al.,     )  .3  3. 3  .75 3.0  

    O   O   c            3.   4.0  3.55  .98 

 

Table 3 

Ablation on different sampling methods. 

 Noise  =2   =4   =6 

Fixed Random  Fixed Random  Fixed Random 

White  .    2.811   .     .      .     .    

 US8K-0  .    2.730   .     .      .     .    

 US8K-1  .    2.954   .     .      .     .    

 US8K-2  .    3.018   .     .      .     .    

 US8K-3  .    2.193   .     .      .     .    

 

Table 4 

Ablation on different weights of regularization loss. 

 Noise 𝜸=0 𝜸=1 𝜸=2 𝜸=4 𝜸=10 𝜸=20 𝜸=40 

 White  .    2.811  .     .     .     .     .    

 US8K-0  .    2.730  .     .     .     .     .    

 US8K-1  .    2.954  .     .     .     .     .    

 US8K-2  .    3.018  .     .     .     .     .    

 US8K-3  .    2.193  .     .     .     .     .    

 

Table 5 

Ablation on different network configuration. 

 Noise 4rTSTB 4cTSTB 6rTSTB 6cTSTB 8rTSTB 8cTSTB 

 White  .     .     .    2.811  .     .    

 US8K-0  .     .     .    2.730  .     .    

 US8K-1  .     .     .    2.954  .     .    

 US8K-2  .     .    3.027  .     .     .    

 US8K-3  .     .     .    2.193  .     .    
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performance. It retains more speech harmonic segments while the speech 

distortion was minimized, which demonstrates the effectiveness of our 

method. 

6. Conclusion 

In this paper, we propose a novel self-supervised speech denoising 

strategy, which overcomes the limitation of clean speech acquisition and 

puts an end to the need for additional costly data. Our approach successfully 

solves the Only-Noisy Training problem by generating sub-sampled paired 

signals with audio sub-samplers, and realizes an effective complex-valued 

speech denoising network for better denoising performance. Experimental 

results confirm that our proposed strategy outperforms other compared 

strategies for most evaluation metrics. Furthermore, even compared to the 

state-of-the-art methods, our strategy still shows competitiveness in 

scenarios where clean speech is limited and rare. In the future, we would 

like to extend the proposed method to scenes of multimodal denoising, in 

order to highlight the advantages of the Only-Noisy speech denoising 

method in multi-task scenarios where audio samples are limited and rare. 
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Table 6 

Example of speech time-frequency diagram. 

    Denoising performance of synthetic noisy speech:        Denoising performance of real world noisy speech: 

    (a) noisy speech        (d) noisy speech 
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    (c) denoised speech by   T cTSTM        (f) denoised speech by   T cTSTM 
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