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Abstract: We propose a novel way for sampled-data implementation (with the zero order hold assumption)
of continuous-time controllers for general nonlinear systems. We assume that a continuous-time controller has
been designed so that the continuous-time closed-loop satisfies all performance requirements. Then, we use
this control law indirectly to compute numerically a sampled-data controller. Our approach exploits a model
predictive control (MPC) strategy that minimizes the mismatch between the solutions of the sampled-data
model and the continuous-time closed-loop model. We propose a control law and present conditions under
which stability and sub-optimality of the closed loop can be proved. We only consider the case of unconstrained
MPC. We show that the recent results in [6] can be directly used for analysis of stability of our closed-loop
system.
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model predictive control.

1 Introduction

Nowadays, modern controllers are typically implemented digitally and this fact strongly motivates
investigation of sampled-data systems that consist of a continuous-time plant controlled by a discrete-
time (digital) controller. While tools for analysis and design of linear sampled-data systems are well
developed, similar results for nonlinear systems still need development to be as useful as their linear
counterparts. A possible approach for sampled-data controller design is to first design a continuous-
time controller for the continuous-time plant ignoring sampling and then discretize the obtained con-
troller for digital implementation [12, 14, 16]. The classical discretization methods, such as the Euler,
Tustin or matched pole-zero discretization are attractive for their simplicity but they may not perform
well in practice since the required sampling rate may exceed the hardware limitations even for linear
systems [1, 17]. This has lead to a range of advanced controller discretization techniques based on
optimization ideas that compute ”the best discretization” of the continuous-time controller in some
sense. A nice account of these optimization based approaches for linear systems has been given in the
Bode Lecture by Anderson in [1] and later in the book [12].

We are not aware of a similar optimization based approach for discretization of continuous-time
controllers for nonlinear systems. A possible reason for this may be the inherent computational
complexity of nonlinear optimal control problems that inevitably require solutions to Hamilton-Jacobi
type equations. However, while nonlinear optimal controllers are often impossible to compute in
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practice due to the computational burden associated with solving the Hamilton-Jacobi equations,
different suboptimal solutions are much more tractable. For example, the receding horizon (or model
predictive) control has a manageable computational complexity for relatively large nonlinear problems
[6, 10, 24].

It is the purpose of this paper to introduce a novel receding horizon control scheme that can
be used in implementing digitally continuous-time controllers that have been already designed. The
cost function that we consider penalizes the difference of solutions of the continuous-time closed-loop
system and the sampled-data solutions. In this sense, the control scheme that we consider can be
regarded as a nonlinear and sub-optimal version of linear results presented in [1, 12]. For simplicity,
we only consider digital implementation of static state feedback controllers and we present results only
for unconstrained MPC.

Under appropriate assumptions we prove stability and sub-optimality of our control scheme. We
show that stability of our control scheme follows from recent results in [6]. In the same way as in
[6] and under appropriate assumptions we can conclude either semi-global and practical asymptotic
stability, semi-global asymptotic stability or global exponential stability of the closed loop, where the
parameter that we adjust is the optimization horizon and the semi-global property is with respect to
the feasibility region for the optimization problem. Then, we show that under appropriate conditions
our MPC scheme is inverse optimal (or sub-optimal) in some sense, which is similar to standard MPC
results, see [24].

The paper is organized as follows. In Section 2 we present preliminaries and pose the problem we
consider. Our control scheme is presented and its stability analysed in Section 3. In Section 4 we
consider sub-optimality properties of our MPC scheme. Numerical examples illustrating our approach
are presented in Section 5 and conclusions are presented in the final section.

2 Preliminaries

The set of real numbers is denoted as R. A function v : R>g — R is called class G if it is continuous,
zero at zero and non-decreasing. It is of class K if it is continuous, zero at zero and strictly increasing.
It is of class K if it is also unbounded. It is of class L if it is strictly positive and it is decreasing
to zero as its argument tends to infinity. A function 5 : R>¢ x R>9 — R is of class KL if for every
fixed ¢ > 0 the function (-, t) is of class K and for each fixed s > 0 the function (s, ) is class L.
Given vectors &,z € R™ we often use the notation (&, ) := (¢7 27)7T.

2.1 Problem formulation

Consider the plant:

&= f(z,u), (2.1)
where x € R" and u € U C R™ are respectively the state and the control input of the system. Standing
assumptions that we will use throughout the paper are as follows:

Standing Assumptions:

(i) A continuous-time controller v = wu(z), such that u(z) € U,Vx € R™ has been designed for the
continuous-time plant (2.1) so that the continuous-time closed-loop system

o(t) = f(x(t),u(x(t))  =(0) == (2.2)
is (globally) asymptotically stable and satisfies all performance requirements.

(ii) The controller is to be implemented using a sampler and zero order hold. In other words, for a
given fixed sampling period T' > 0 the control signal is constant during sampling intervals, i.e.
u(t) = u(ty) = const.,Vt € [ty, tky1),k € N, where t := kT O

We will always use x(t,x¢) to denote the solution of the system (2.2) at time ¢ emanating from the
initial state x(0) = zp. We assume in what follows that f(x,u(x)) is locally Lipschitz in x and, hence,
for any z(0) = z( the continuous time closed loop system (2.2) has a unique solution.



Before we pose the problem we consider, we first define what we mean by solutions of the sampled-
data system. This definition is the same as the definition of S-solution (sampled solution) proposed
in [4]. Given an initial state (o) = & and a control signal v(t) = vg,t € [tg,tx+1), k € N, the solution
of the sampled data system on interval [to,¢1] is the solution of the continuous time system:

E(t) = f(E(t),v0),  £(0)=€. (2.3)

Let the solution of this system at time t; = T be denoted as £(¢1). Then, solution of the sampled-data
system on the time interval [t1, t3] is the solution of the continuous-time system

(1) = f(E@),m), (),

and so on. Denote a sequence of controls v, k € [0, M] as vjo,p]- The solution of the sampled data
system at time ¢, starting at §o and under the sequence vjg ps) is denoted as § (t,fo,v[o, M}) or simply
§(t) when & and vy 5] are clear from the context.

The problem that we consider in this paper is as follows:

Find a sampled data controller so that for any given £(0) = & and z(0) = x, the solution
&(t) of the sampled-data system reproduces the solution z(t) of the continuous-time system
“as close as possible”.

The optimal solution of the above problem would necessarily involve infinite horizon minimization
(optimization) of some measure of the mismatch between sampled-data and continuous-time solutions
(&(+) and z(+)). Since for nonlinear systems infinite horizon optimization typically leads to compu-
tationally intractable problems, we will instead investigate suboptimal receding horizon (or model
predictive) controllers that are known to be much more manageable computationally. In particular,
given a fixed positive integer M, the controllers we consider involve minimization (in Vo, M—l]) of the
cost of the form:

(3

M-—1 tiv1
JM(vaav[O,Mfl]) = Z /t 14 (g(t7gav[0,i]> - .’L'(t,l'),’l}i) dt—i—F(f(tM),.f(tM)) (24>
1=0 2

where £ : R" x U — R>p and F' : R" x R" — R>(. In particular, at each sampling interval we solve
the following unconstrained optimization problem:

Ujopi—1) = argv[oiﬁﬁl] Ju (&m0, 0-17) (2.5)

vi € U Vie{0,...,M -1},

where (£, x) are measured at sampling times. Moreover, we implement the controller in a receding
horizon fashion where at each sampling interval we apply only the first control

u=up (& x) = 1§, x) (2.6)

in the optimal sequence [y 37—1). At the next sampling interval the new control sequence is obtained
by solving again the optimization problem with new measured states and only the first control in the
sequence is actually applied. Note that the receding horizon control law is a static state feedback
u = up(§,x) that is implemented in a sampled-data fashion so that the overall closed loop system
can be written as follows:

) = fE®umE(te),z(tr)  €0) =&, tE€ [te,tii1)
i(t) = f(z(t),u(=®) =z0)==z. (2.7)

Several remarks are presented below to further clarify the problem we consider and point out its links
with some other approaches in the literature.



Remark 2.1 One goal of our analysis will be to show that the system (2.7) is asymptotically stable!
since then we have

(€@), z()] < B z),8)  VE=0, (2.8)

for some (8 € KL, which implies tracking, i.e. lim;_, [£() —2(¢)| = 0. It is obvious from item (i) of our
Standing Assumptions that any sampled-data controller that yields lim;_, |{(¢)| = 0 would also imply
tracking even if we do not pose the problem as the minimization of the cost Jy(§, z, vy ar—1)) defined
by (2.4). However, model predictive controllers that we propose are sub-optimal in an appropriate
sense (see, for instance, Theorem 4.3) and, hence, they are not only achieving tracking but also do so
in an appropriate sub-optimal manner. |

Remark 2.2 Note that in the system (2.7) the control designer can choose to initialize the bottom
continuous-time subsystem in a particular manner, since this is just a reference model to be used in
computing the controller uys (€, z). For instance, we could measure the initial state of the sampled-
data system at the initial time £(0) = £ and then let z(0) = £(0) = £. This makes sense because we
would like the sampled-data system to recover as close as possible behavior of the continuous-time
system from the same initial condition. Nevertheless, we will present analysis of stability of the system
(2.7) that yields bounds on transients for arbitrary initializations, i.e. we will not necessarily assume
that £(0) = x(0). o

Remark 2.3 As we already pointed out, one possible way to tackle this problem is to pose an infinite
horizon optimization problem that is aiming at minimizing the difference between the solutions of the
closed-loop continuous-time system and the sampled-data system. For linear systems this approach
has lead to solutions to different Ho, and Hy controller design problems that are tractable [1, 12]. For
nonlinear systems, however, this approach necessarily involves Hamilton-Jacobi type equations that
are too hard to solve in general and this is the only reason why we do not pursue this approach. Instead,
we solve the problem in a receding horizon fashion as described above. This approach is feasible for
very large scale nonlinear systems. We are not aware of any references in the literature on Model
Predictive Control (MPC) or Receding Horizon Control (RHC) that considered this problem. O

Remark 2.4 A brute force (emulation) approach to solving the above problem is to simply implement
the following controller:
u(t) = u(z(te)), Vt € [tk trt1), k€N

and then sample as fast as possible (reduce T'). This approach was shown in [16] to recover the
performance of the continuous-time system in an appropriate semi-global practical sense (7" is the
parameter that we need to reduce sufficiently). Indeed, emulated controllers are required to have
appropriate robustness with respect to the sample and zero order hold implementation in order to
preserve stability. This robustness is typically achieved by sufficiently reducing the sampling period.
However, due to hardware limitations on the minimum achievable T this approach is often not feasible.

Our controller, on the other hand, will stabilize the system for arbitrarily long sampling periods T’
if all conditions in our main results hold. Hence, results in this paper are not of the ”fast sampling”
type that are common in emulation designs for sampled-data systems. Indeed, our results are more
similar to the MPC schemes that do not require fast sampling in order to work well?. o

Remark 2.5 Note that we consider general terminal costs of the form F(&(tar), 2(tpr)) instead of the
costs of the form F(&(tpr) — z(tar)) that may appear to be more natural in this context. However,
if we think of the terminal cost as the approximation of the infinite horizon value function, then it
is obvious that the form of F(-,-) that we use is more appropriate since the infinite horizon value
function

) o0 tir1
Valgoa) = it - [ 0(6(t.€10.) — alt) ) i
5,00 i=0 ti

would not in general have the form V(£ — x). Nevertheless, our results also apply to the case when
F=F(—ux). O

!Sometimes we consider semi-global and practical asymptotic stability or global exponential stability.
20f course, the system should not lose stabilizability due to sampling.



Remark 2.6 The problem we consider can be viewed as a special case of a more general problem
where we assume that the reference model which we would like our sampled-data closed-loop to track
is not necessarily of the form (2.2) but perhaps of the more general form

#(t) = g(x(t), x(te)) ¢ € [trytry)

where we assume that this reference model is stable and satisfies all performance requirements. o

2.2 Stability properties of discrete-time MPC schemes

Our stability results will be heavily based on recently proved stability results of discrete-time MPC
schemes in [6]. A unique feature of these results is that the terminal and stage costs do not have be
positive definite functions of the state, which is the case for our MPC scheme. Moreover, the terminal
cost does not have to be a local control Lyapunov function for the system to show stability®. In this
section, we summarize results from [6] and in the next section we show how they can be used to
analyze stability of the closed loop system (2.7). To this end, we introduce an auxiliary discrete-time
problem since [6] deal only with discrete-time systems. Note that given any fixed sampling period
T > 0 the (exact) discrete-time model of the uncontrolled sampled-data system (2.3), (2.2), when it
is well defined, has the form:

& = GEu)  €0)=¢
vt = H(x) z(0) ==z, (2.9)

where G(&,u) = &(T,&,u) and H(z) := z(T,z). We denote the solutions of the discrete-time model

(2.9) as (K, &, vjop—1)) and z(k,z) or simply by & and zp when the initial states and the control
sequence are clear from the context. Moreover, by introducing the following:

T
Qéau) = [ HE(s.6 ) — als2), w)ds (210)
0
we can rewrite the cost (2.4) as follows:
M-1
m(&a,u) =Y Q& i w) + F(éar, war) (2.11)
=0

where @ is defined in (2.10) and &;, z; are solutions of the discrete-time system (2.9). Finally, opti-
mization problem (2.5) can be rewritten as follows:

M-1
ﬂ[(),M—l} = arg [li/l[f Z Q Elaxhvl) + F(&Mal'M) (212)
Ylo 1]
i=0
v € U  Vie{01,.. M-1}

and the discrete-time model of the closed-loop sampled-data system (2.7) can be written as follows:

¢ = G um(é, x)) (2.13)
zt = H(x), (2.14)

where upz(+,-) comes from (2.6).

Remark 2.7 It is a standard result in the literature to show (under weak assumptions) that stability
of the discrete-time model (2.13), (2.14) implies stability of the sampled-data system (2.7) (see, for
instance [26]). a]

3We present a stronger version of results in [6] that is sufficient for our purposes, e.g. we only consider stability of
the origin as opposed to stability of arbitrary sets that was considered in [6].



Remark 2.8 Our stability analysis will be based on showing that all conditions of [6] hold for the
cost (2.11), and the discrete-time closed-loop (2.13), (2.14) under appropriate conditions on (2.4) and
under our standing assumptions. However, in reality the (exact) discrete-time model of the system is
not available for controller design and we think of the discrete-time model as an auxiliary (unknown)
model via which stability analysis of the system (2.2) can be carried out. Indeed, typically only an
approximate discrete-time model can be in general obtained and the controller design based on it. A
rigorous framework for controller design based on approximate discrete-time models can be found in
[27, 25]. We do not investigate these implementation issues of our algorithm. O

We next adapt appropriate definitions and results from [6] to be applicable for stability analysis
of (2.13), (2.14). Some of these definitions can be further relaxed (see [6]) but the version we present
suffices for our purposes.

Definition 2.9 Consider the system (2.9) and a function @ = Q(&, z,u). The system (2.9) is said to
be detectable from @ with respect to (aw, aw,yw) if aw, 7w € Ko and @y € G and there exists a
continuous function W : R*® — Rsq such that for all (¢,z) € R*" and all u € U:

W& z) < aw(|( ) (2.15)
W(G(& u), H(z)) —W(z) < —aw([(§2)]) +w(Q(E z,u)) (2.16)

Definition 2.10 We will say that the terminal cost F' is a control Lyapunov function for the system
if it can be decomposed as F(§,z) = Fy(§,z) = '(N) - F(&, ), where the function I" : Z>; — R>; is
nondecreasing and unbounded and, moreover, there exist functions ap, @g € Ko such that

and for every (¢,z) € R?" there exists u € U such that

F(G(& ), H(z)) — F(§,2)

Q& z, u) aQ(|(&,x)]) -

The following results were proved in [6]:
Theorem 2.11 Suppose that the following conditions hold:
(i) @ and F are continuous;
(ii) U is bounded;
(iii) The system (2.9) is detectable from Q(&, z,u) for some functions (o, yw, aw);
)

(iv) The value function is such that for some @ € K we have that V;(&,z) < a(|(&, z)|) for all i >0
and all (¢, 7) € R?".

Then, for each M > 2 there exist ay, @y, ay € Koo, By € KL and a continuous function Yy : R?? —
R>g such that for all (¢,z) € R?™ we have:

ay (&, 2)])

Yu(z) < av(|(&2)]) (2.17)
—ay ([(§, 2)]) + By ([(§, z)[, M) . (2.18)

Moreover, if the following condition also holds:

(v) The terminal cost F'is a control Lyapunov function for the system (2.9),



then there exists a continuous function Yy; and By € KL such that for all (¢,2) € R?™ (2.17) holds
and

Yar(G(& un (@), H(x)) = Yar(§ ) < —ay (€ 2)]) + By (|(§ )|, T(M))
O

Remark 2.12 More details on the conditions used in Theorem 2.11 can be found in [6]. In particular,
explicit formulas for computing all bounding functions in Theorem 2.11 are given in [6]. O

Several direct consequences of Theorem 2.11 are stated next:

Proposition 2.13 Suppose that items (i), (ii), (iii) and (iv) of Theorem 2.11 hold. Then for each
pair of strictly positive real numbers (A, d) there exists M; € Z>; such that for all (§,z) € Ba the
solutions of the system (2.13), (2.14) satisfy:

| (€ )| < max{B(|(€, 2), k), 0} Vk=0. (2.19)

Suppose, moreover, that condition (v) of Theorem 2.11 holds. Then, for each pair of strictly positive
real numbers (A, d) there exists MJ € Z>; such that for all (§,x) € Ba the solutions of the system
(2.13), (2.14) satisfy (2.19). 0

Remark 2.14 Significance of the condition (v) in the above theorem is that the prediction horizon
M5 is different (typically smaller) than M for the same given (A,J). Condition (v) plays a similar
role in all the results that follow. O

Proposition 2.15 Suppose that conditions (i), (ii), (iii) and (iv) of Theorem 2.11 hold. Moreover,
given A; > 0 suppose that for s € [0, 4] the functions aw,@w,yw,a@ from conditions (iii) and (iv)
satisfy ap (s) > aw - 82, aw(s) < aw - 2, yw(s) < 52, a(s) < a-s?, where ay,a € Ry, aw € Rxo.
Then, there exists € KL such that for each A > 0, there exists M{ € Z>1 such that for all M > My
and all ({,z) € Ba the solutions of the system (2.13), (2.14) satisfy:

(€, zn)| < BU(E 2)| k) VE=0. (2.20)

Suppose, moreover, that condition (v) of Theorem 2.11 holds with ap(s) > aps?, ag(s) < ags?® for
all s € [0,4], where ap,ag € Rso. Then, there exists § € KL such that for each A > 0 there exists
M3 € Z>1 such that for all (§,z) € Ba the solutions of the system (2.13), (2.14) satisfy (2.20). O

Proposition 2.16 Suppose that all conditions of Corollary 2.15 hold globally and all functions are
globally quadratic (i.e. A; = 00). Suppose either

° M>w+l;or
Aw

e F is a control Lyapunov function for the system (2.9) with ap(s) = aps® ag(s) = ags?® for
ap,aq € Rso and M is such that T(M) > 22~

apaw ’

Then, there exist K > 1, A > 0 such that solutions of the system (2.13), (2.14) satisfy:
|(€p, )| < Ke k|(6,2)]  Vk>0.
g

Remark 2.17 We stated only the global version of results but with minor changes one can state
regional stability results instead. o



3 Stability

The purpose of this section is to show that under reasonable assumptions, we can conclude stability
of the sampled-data system (2.7). The main results of this section are stated and proved next.

Theorem 3.1 Suppose that the following conditions hold:

(i) £ and F are continuous;

)
(ii) U is bounded;
(iii-a) The continuous-time system (2.2) is globally asymptotically stable;
)

(iii-b) There exists 79 > 0 and 7 € Ko with?

f(pv) 2 max{ max 17l VI 2 o

(iii-c) f(-,-) and u(-) are locally Lipschitz in their arguments;

(iv) The value function is such that for some @ € Koy we have that V;(§, z) < a(|(§,z)|) for alli >0
and all (¢, z) € R?.

Then, there exists § € KL such that for each pair of strictly positive real numbers (A, ) there exists
M7 € Z>1 such that for all (§,z) € Ba and M > M7 the solutions of the system (2.7) satisfy:

[(€(t), z(8))] < max{B([(&,x)[,t), 0} Vi=0. (3.1)

Suppose, moreover, that:
(v) F'is a control Lyapunov function for the system (2.9);

Then, there exists 5 € KL such that for each pair of strictly positive real numbers (A, ) there exists
M3 € Z>1 such that for all (§,2) € Ba and M > Mj the solutions of the system (2.7) satisfy (3.1). O

Proof of Theorem 3.1: The proof consists of showing that conditions of Theorem 3.1 imply that
all conditions of Proposition 2.13 hold for the underlying discrete-time system. This implies that the
discrete-time system (2.13), (2.14) is semiglobally-practically stable in the horizon M. Using results
from [26] we conclude that the sampled-data system is semiglobally-practically stable in the horizon
M.

Since we assumed that ¢ is continuous, this immediately implies that @ defined in (2.10) is also
continuous and item (i) of Proposition 2.13 hold. Moreover, note that items (ii), (iv) and (v) of
Theorem 3.1 coincide with corresponding items of Proposition 2.13. Hence, the only thing left to
prove is that items (iii-a), (iii-b) and (iii-c) of Theorem 3.1 imply that the item (iii) of Proposition
2.13 holds. The item (iii-a) implies that the discrete-time system (2.14) is globally asymptotically
stable. Using the discrete-time Lyapunov converse theorem from (see [18]), we conclude that there
exists a Lyapunov function U(x) and oy, ae, ag € Ko such that for all z € R™ we have:

ar(fz]) < Uz) < as(]z]) (3-2)
U(H(z)) - U(z) < —as(|z]).

Note that Proposition 6.1 (see the Appendix) states that conditions (iii-a), (iii-b) and (iii-c) imply
that there exists ag € Ko such that

|$’ + Q(E,J/‘,U) > O‘Q(|(§7x)|) V€, z,u . (34)

4 A similar condition was first used in [11].




Let v € Koo be arbitrary. Then if we define W (£, x) := U(x), we can show that the system (2.9) is
detectable from @ with respect to (aw,yw,aw ), where

T (s) = as(s); aw(s) = do %aQ(s) , (3.5)
and a(s) := min{as(s),yw(s)}. Indeed, we have:

W(E ) =Ulz) < az(lz]) < a2(|(&2)]) = aw (& 2))) V() € R, (3.6)

and, hence, (2.15) holds with @y (s) := aa(s). Using the definition of &, the triangle inequality for
class K functions® and (3.4), we can write:

W(G(& u), H(x)) = W(,z) = U(H(z)) - U(z)

< —az(|z|)

= _O‘3(|x|) _’YW(Q(£7$’U))+’7W(Q(§vl'au))
< *5[(‘1‘|) - d(Q(&a x?“)) + ’}/W(Q(é-,l',u))

<

~a (el + Qe ) ) + Qe )
< ~ao sogl(€ o)) + w(QE xu)

which completes the proof. O

Theorem 3.2 Suppose that the following conditions hold:
(i) ¢ and F are continuous;
(ii) U is bounded;

(iii-a) The continuous-time system (2.2) is locally exponentially stable and globally asymptotically
stable;

(iii-b) The item (iii-b) of Theorem 3.1 holds and, moreover, there exists ay > 0 and A, > 0 such that

Uy,u) > ar(|yl +[ul?)  Vy| <Ay, wel;

(iii-c) f(-,-) and wu(-) are locally Lipschitz in their arguments;

(iv) The value function is such that for some locally quadratic @ € Ko we have that Vj(§,z) <
a(|(&,x)|) for all i > 0 and all (&, 2) € R?™.

Then, there exists § € KL such that for each A > 0 there exists M; € Zx>; such that for all ({,z) € Ba
and M > M the solutions of the system (2.7) satisfy:

(€(), z()] < B, 2),t) V=0, (3.7)
Suppose, moreover, that:
(v) F is a control Lyapunov function for the system (2.9) with locally quadratic g and ap;

Then, there exists 5 € KL such that for each A > 0 there exists M3 € Z>; such that for all ({,z) € Ba
and M > M5 the solutions of the system (2.7) satisfy (3.7). O

Sa (%(sl + 82)) < a(s1) + a(sz2) for all s1,s2 > 0.
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Proof of Theorem 3.2: This proof follows the same steps as the proof of Theorem 3.1 with the
following changes. Since the system (2.2) is locally exponentially stable and globally asymptotically
stable (item (iii-a)), one can find a function U(-) so that (3.2) and (3.3) hold with locally quadratic
functions aq, ag, ag (we need to prove this for discrete-time systems using the construction that Isidori
gives in his second book for continuous-time systems). Moreover, items (iii-b) and (iii-¢) imply via
Proposition 6.2 that ag in (3.4) is also locally quadratic. Then, we can pick arbitrary vy that is
locally quadratic to conclude that @y, ay defined in (3.5) are locally quadratic. Hence, all conditions
of Proposition 2.15 hold for the system (2.13), (2.14). The rest of the proof is follows the same steps
as the proof of Theorem 3.1. O

Theorem 3.3 Suppose that the following conditions hold:
(i) £ and F are continuous;
(ii) U is bounded;
(iii-a) The system (2.2) is globally exponentially stable;
(iii-b) There exists ay > 0 such that

Uy, w) > ag(lyP + ul®)  Vy,uy

(ili-c) f(-,-) and u(-) are globally Lipschitz;

(iv) The value function is such that for some @(s) :=@- s?,@ > 0 we have that V;(&,x) < @(|(¢, 7))
for all i > 0 and all (¢, x) € R*™.

Then, there exist K > 1, A > 0 and M} € Z>; such that for all (£,z) € R?" and M > M7 the
solutions of the system (2.7) satisfy:

(E(t),x()| < Ke™™[(&,2)]  VE>0. (3.8)
Suppose, moreover, that

(v) Fis a control Lyapunov function for the system (2.9) with globally quadratic @g and ag;

Then, there exist K > 1, A > 0 and Mj € Z>; such that for all (¢,z) € R*" and M > M; solutions
of the system (2.7) satisfy (3.8). O

Proof of Theorem 3.3: This proof follows the same steps as the proof of Theorem 3.2 with the
following changes. Since the system (2.2) is globally exponentially stable (item (iii-a)), one can find
a function U(-) so that (3.2) and (3.3) hold with globally quadratic functions «ai,ag,as (cite some
standard text). Moreover, items (iii-b) and (iii-c) imply via Proposition 6.2 that ag in (3.4) is also
globally quadratic. Then, we can pick an arbitrary globally quadratic vy to conclude that @, aw
defined in (3.5) are also globally quadratic. Hence, all conditions of Proposition 2.16 hold for the
system (2.13), (2.14). The rest of the proof follows the same steps as the proof of Theorem 3.1. [

Remark 3.4 Note that although we are considering an unconstrained optimization problem, the
conditions in Theorem 3.3 may not be satisfied for all (¢,z) € R?" and u € U.

First, controllability of the sampled-data (and, hence, discrete-time) system may be lost due to
sampling and as a result some of our conditions will be impossible to satisfy. For example, it was
shown in [6] that asymptotic controllability of the system would be sufficient for the condition (iv)
in Theorem 3.3 to hold. Hence, if the discrete-time system is not asymptotically controllable® due to
sampling then the condition (iv) may not be possible to satisfy. Moreover, due to possible finite escape
times, the solutions of the sampled-data system may not be defined for all initial states and inputs.
Hence, our conditions (if satisfied) implicitly guarantee that the system is asymptotically controllable
and the solutions of the sampled-data system exist for the given sampling period.

SFor appropriate definitions of asymptotic controllability see [6].
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It is standard to show that both of these issues disappear if we sample fast enough (this is not
necessary though!). In particular, one can show that if the continuous-time system is asymptotically
controllable then given arbitrarily large compact set IV there exists T* > 0 such that for all sampling
periods T € (0,7*) the solutions exist for all ({,z) € N u € U and the system is controllable on the
set. Hence, given an arbitrary compact set N, we can first adjust the sampling period T to ensure
existence of solutions and asymptotic controllability on N and then adjust the horizon length to ensure
that IV is a subset of the domain of attraction of (2.7).

For simplicity, we will not consider these issues and we will assume that the sampled-data and
discrete-time models are well defined everywhere and controllable. o

Remark 3.5 We note that [6] provides explicit bounds for the horizon length to guarantee appropriate
stability properties of the underlying discrete-time system (see, for instance, Proposition 2.16). We
did not present such bounds because some of our proofs are not constructive. In particular, given
conditions (iii-a), (iii-b) and (iii-c), we do not provide in general an explicit construction of ayy that
we use to show that the system (2.9) is detectable from Q. o

Remark 3.6 From the proof of Theorem 3.1 we can see that we can pick arbitrary vy when proving
the detectability property of the system. In particular, we can always choose vy (s) < s,Vs > 0. If
we make this choice, then results of [6] state that the Lyapunov function for the closed-loop discrete
time system (2.13), (2.14) can be chosen in the following manner:

V(f,l’) = VM(&a Iﬁ) + U(:l:) )
where U comes from (3.2), (3.3). O

Remark 3.7 Note that our problem can be interpreted as a tracking problem where we want tra-
jectories of the sampled-data system to track the trajectories of the continuous-time model. This
set up is standard in the output tracking literature where the continuous-time model is termed an
exogenous model (e.g. see [9]). We note, however, that it is typically assumed in the output tracking
literature that the exogenous system is Poisson stable, which does not hold in our case. Consequently,
our controller, which is a static state feedback controller, does not have the well known internal
model structure that is known to be necessary for tracking when the exogenous system is Poisson
stable. O

Example 3.8 (This example was taken from [15].) We illustrate the performance of our algorithm
by a third order Galerkin approximation of the Moore—Greitzer model

. 3 1

¢ = —y-5¢"— ;¢ ~3Re—3R

b= -u

R = —oR(R+2¢+¢%

A stabilizing continuous time feedback has been obtained in [20] and is given by
3 1 3
u = —(c1-39) (—w—2¢2—2¢3—3¢R—3R) +o <¢—c1¢+2¢2+3R) —¢
—30R (R +2¢ + ¢%)

Using the parameters (c1,c,0) = (1,2,2), initial value (¢,, R) = (6,25,1) and sampling rate T' =
0.05, Figure 3.1 shows that using emulation of v according to Remark 2.4 stabilizes the system. One
can also see that the computed control sequence using the model predictive control algorithm improves
on the emulation design since the trajectories of the system stay close to solutions of the system with
continuous feedback. In this case the length of the horizon was chosen to be 107 and the solution
can be improved by enlarging the horizon. Note that we achieved the results from Figure 3.1 without
using a Lyapunov function for the terminal cost.

Using parameters (c1,c2,0) = (1,50,2) and again T' = 0.05, for the same initial value it can be
seen from Figure 3.2 that emulation of u does not stabilize the system. However, also in this case the
implemented MPC scheme is able to generate a control sequence that stabilizes the system and keeps
the sampled—data solution close to the continuous time one. ]
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Figure 3.1: Improvement of MPC on stable emulated controller

4 Optimality

12

It is also interesting to note that under extra assumptions, our control law is inverse optimal in some
sense. In other words, there exists another infinite horizon cost with respect to which our controller is
optimal. This infinite horizon cost involves the difference between trajectories of the continuous time
system and the sampled-data system. This is similar to standard results in model predictive control

literature (see [24]). The extra assumption that we use in this section is as follows:

Assumption 4.1 Suppose that F' is such that there exists a closed set X C R?" and a control law

u = uy(§, x) such that the following conditions hold:

(i) up(§,z) €U, for all (§,2) € X¢

(i) if (§,x) € Xy, then we have that (G(&,ur(&,2)), H(x)) € Xy;

(iii) for all (§,x) € Xy we have that

F(G(&up(§ ), H(z)) — F (&§,2) < —Q(& x,up (€, 2)) -

m}

Remark 4.2 We note that it is not necessary for F' to be a local control Lyapunov function in order
to satisfy Assumption 4.1. Indeed, note that if ¢(y,u) > ~(|y|) for some v € K, then £ # x implies
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that Q(&, x,u) > 0 (see the proof of Proposition 6.1 in the appendix). This, in turn implies

(4.1)

CreXpE#ao= F(x)>0.

Indeed, suppose Assumption 4.1 holds and that there exists £*,2* € X, £ # «* such that F(*,2%) =
F(G(E7,27), H(z")) < —Q(§", 2", ug(¢",27)) <0,

0. Then, we have that

is positive semi-definite. Hence, we can see that item (iii) of

a')

(.

which is a contradiction since F'

Assumption 4.1 implies that

0;

(i) £(0,0)

(ii) & x € X¢, and £ # x imply F(§,z) > 0;

(ili) £, 2 € Xy and £ # x imply F(G(&,x), H(z)) — F(§,x) <O.

Hence, in general F is not a local control Lyapunov function for the system. However, it is straight-

forward to show that the function U(x) 4+ F(£, x) is a local control Lyapunov function for the system

(2.13), (2.14) for any function U(x) satisfying (3.2), (3.3). Moreover, we show next that if F' is a local

control Lyapunov function for (2.13), (2.14) then under weak assumptions one can always find ¢ so

that Assumption 4.1 holds.

m}
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Theorem 4.3 Consider the discrete-time plant model (2.9). Suppose that Assumption 4.1 holds.
Then, there exists a set X3y € R?" and a function Q@ : R® x R” x U — R, with Q(&,z,up) >
Q& z,upnr), V(& ) € Xpyr,u € U such that for all (§,z) € X we have that the controller (2.6)

minimizes the following cost:

(57 T, Uo, oo) Z Q 527 L, Uz . (4.2)
=0
Proof of Theorem 4.3: From the principle of optimality we have that
VM({,.’IJ) - Q(é-ux?uM(ga ) +VM 1(G<£7UM(§7 ))7 ([E)
(&, 2))

= V(G un(€2)), H(z)) + Q (s,xuM 3
Va1 (G unt (6, 2)), H(2)) - Var(G(E unr (€, 2), H(x))]
= Var(GE unr(€.2)), H (@) + Q€ 2, unr (€, 2)) |

where we denoted Q(&, z,u) := Q(&,z,u) + [Va—1(G(&,u), H(x)) — Var(G(&,u), H(x))]. Hence, we see
that the controller ups(&, x) is indeed optimal for the newly defined cost. The last thing to prove is
that

Vi 1(G(& un (€, x)), H(x)) = Var(G(& um (€, 2)), H(z)) = 0. (4.3)

Let the set Xps be such that if (§, z) € X, then (§(tamr), 2(tar)) € X¢. Consider arbitrary (€, z) € X
Suppose that the optimal sequence g pr—1) = Ujo,ar—1) (&, z) that minimizes the cost Jys(§, x, U[O7M,1])
has been obtained. Let £(t,§, 1o 17—1)) denote the optimal trajectory of the sampled data system.
The controller u = 1o (§, x) steers the initial state & to its successor state T = &(T.,&, g (€, x)) =:
G(&,1o(E,x)). Denote also ot = (T, x) =: H(x), x5 := x(tar, x) and & = z5(tar, &, Ujg pr—1]). Since

G, pr—1] = {80, -+, Up—1} is an optlmal sequence, (&5, zf) € Xy and also the sequence {1, ..., Up—1}
steers {1 to &f, we can add another element to this sequence to obtain another suboptimal control se-
quence @ := {41, ..., Up—1,usr(&, z)} for the state (£, zT), where us(-,-) comes from Assumption 4.1.

Note that this control sequence because of Assumption 4.1 implies that (G (&, ur(§r,xf)), H(xy)) €
Xjy. Then, we can write:

Ju(Eh et a) = Vio1(G(E o), H(x)) + Q(Ef, xp, up(Ey))
—F(&f,mp) + F(G(&p,up(€y)), H(zy))
Vi (G(E, o), H(z)) ,

v

for all (¢,2) € Xy, where the inequality follows from the item (iii) of Assumption 4.1. Since
up (&, ) := Go(&, x), this completes the proof. O
The following proposition shows that Assumption 4.1 holds under relatively weak assumptions.

Proposition 4.4 Let uy(§,z) and F(£, x) be such that items (i) and (ii) of Assumption 4.1 hold and,
suppose that there exists a, € Ko such that

up(§,2)| < au(|(§,2)) V(€ 2) € Xy (4.4)

Moreover, suppose that for all (£,2) € X; we have

ar([(§2)]) < F(§ ) < oS 2)]) (4.5)
AF = F(G(&up(§,x)), H(z) = F(&x) < —az(|(&2))) (4.6)

for some oy, 9,3 € Koo. Let L > 0 be the Lipschitz constant for (f(§,u), f(z,u(x))) on the set
X x U. Then the item (iii) of Assumption 4.1 holds for any ¢ : R*" x U — Rxq such that:

Uy, u) < %0@ o (eXp(_zLT)’y‘ - ‘;') : (4.7)

where a(s) := 1/2min{s/2,a;(s/2)}. O
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Proof of Proposition 4.4: We use in this proof 1-norms, i.e. |(§,z)| = |£] + |z|. Let L > 0 be
the Lipschitz constant for (f(&,u), f(x,u(x))) on the set X¢ x U. Then, from invariance of Xy we can
write for all (§,z) € Xy that

€D+ |2(@))] exp(LT)([§] + [2]) + (exp(LT) — 1)]uy (&, x|

<
< exp(LT) (€] + [] + ug(§,2)) Vi€ [0,T]. (4.8)
Then we get directly from (4.6) and (4.4) and using the triangle inequality for K functions:

AF < —as(&l+ |z))
g (‘5' tlal | 1au1<|uf<s,x>r>)

IN

2 2
< —agoa(lg] 4[] + |up(€,@)]) -
Finally, we can use (4.8) to write

1 T
AF <~ [ avoael + el +ust o)

T U T
_;/0 30« <exp(—LT) EO1 T |=(0)] + [us (&, )|> dt

- 2 2
T
< L[ ayon (empcin/80520 , o),
T
< = [t~ alt),ugte, o)
0
= —Q(g,l‘,Uf(g,CC)) )
which completes the proof. O

A simpler way to find appropriate F' and ¢ satisfying Assumption 4.1 is given below.

Corollary 4.5 Let T' > 0 be such that the £ subsystem in (2.9) is stabilizable. Then, given any u¢(§)
such that

£ =G(&ug(9) (4.9)
is asymptotically stable and (4.4) holds, there exists F' so that Assumption 4.1 holds for any ¢ satisfying
(4.7). O

Sketch of proof of Corollary 4.5: Since (4.9) is stable, via converse Lyapunov theorems we can
find a Lyapunov function V; () for this system. Moreover, since (2.14) is by assumption asymptotically
stable, there exists a Lyapunov function Va(z) for this subsystem. Then, it is obvious that

F(& x) == V1(§) + Va(z)

is a Lyapunov function for the overall system and the conclusion follows from Proposition 4.4. O

5 Conclusions

We have considered implementation of continuous time control laws using a sampled feedback with
a zero order hold assumption. The implementation aims at minimizing the distance between the
trajectories of the sampled-data system and the continuous-time system in a receding horizon fashion.
We have considered unconstrained model predictive control and under different conditions proved their
stability, inverse optimality and feasibility properties.
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6 Appendix

Proposition 6.1 Assume that items (iii-a), (iii-b) and (iii-c) of Theorem 3.1 hold. Then, there exists
ag € K such that:

2| + Q& u) 2 ag(|(€,2))) V(6 x) €R™, uel.

To prove the above proposition, we first prove the following:
Fact: Assume that items (iii-a), (iii-b) and (iii-c) of Theorem 3.1 hold. Then for any sequence of
initial values (§;,2;), j € N, with |z;| bounded and |{;| — oo we have

Q(é-jvmjau)ﬂoo VueU.

Moreover, the convergence is independent of v € U. O
Proof of the Fact: Consider a sequence (§;,x;) meeting the assumptions. Since the continuous
time closed loop system is asymptotically stable we find a constant R > 0 such that |z(t,z;)| < R
holds for all j € N, ¢ > 0; without loss of generality we can assume R > r¢ for rg from the item (iii-b).
Now consider j > 0 large enough such that |{;| > 9R holds, which implies [{; — z;| > 8R. Let
u € U be arbitrary and consider the solutions £(t,&;,u) of the sampled data system on the interval
[0,7]. Now we consider two different cases:
Case 1: |z(t,zj) — £(t, &, u)| > |z; — &;|/2 for all t € [0,T7].
In this case from the inequality ¢(y,u) > v(|y|) we immediately obtain

Q& zj, u) > Ty(|lzj — &1/2).

Case 2: |z(t,zj) — (¢, &, u)| < |z; —&;|/2 for some t € [0,T].
In this case let 7 € [0,7] be the minimal time for which this inequality holds. Then, since |z; —
x(t,x;)] < 2R and 2R < |z; — &;|/4, this yields

[€(m, &5, w) = & &5 — (T, ) = (7, 25) — £(7, &5, )

&5 — (7 25)] = |oj — &51/2

1§ — 5] = 2R — |zj — /2

&5 — x5l =l = §l/4 = oy = &1/2 = [z = &51/4

vV IV IV IV

This implies
[ 1t g, it = 1o, - 174
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Now the minimality of 7 implies that for ¢ € [0, 7] we have

6, &5y u) — 2(t,5)| = | — &l/2 = R,
hence
€@, &5 u)| <&t &, u) — 2(t, )] + R < 2[8(8, &5, u) — 2(E, ;)
and thus the first inequality in the item (iii-b) implies
& &y u) — 2t j)l, u) = [f(E(E &5, u), w)l.
This yields

Q& mj,u) > /0 O (t, ;) — E(t &, 1), ug)dt

/0 | f(E(t, &, u), u)|dt
> oy —&l/4

v

Now, in both cases we have found a lower bound for Q(&;,z;,u) which is independent of v and
tends to oo as j — oo. This shows the fact. U

Proof of Proposition 6.1: First note that Q(§,z,u) > 0 whenever £ # x. Indeed, whenever
¢ # x, there exists 7 = 7(§,x) > 0 such that |{(s,§,u) — x(s,x)| > 0,Vs € [0,7] and hence we can
write:

T T
Qé,r,u) = / U(E(s,£,u) — 2(s, ), u)ds > / (JE(s,€,10) — (s, 2))ds > 0

Moreover, it is obvious that Q(0,0,u) > 0,Vu € U. Note that this implies that |z| + Q(&, z, u) can be
lower bounded by a positive definite function of (&, z). Moreover, consider a sequence of initial values
(&,25), 7 € N, with [(&;,2;)] — oo as j — oco. Then if |x;| — oo we have

|25 + Q(&j, xj,u) — o0 . (6.1)

On the other hand, if x; is bounded then we have that |{;| — oo and using the above Fact we have
Q(&j,zj,u) — oo which again implies that (6.1) holds. Since |z| + Q(, z,u) is a continuous function
of its arguments and it is radially unbounded in (§,x), it follows from [19, Lemma 4.3] that there
exists ag € K such that

2| + Q& w,u) > ag((&,2)])  V(§x) eR™ueU,
which completes the proof.

Proposition 6.2 Suppose that the items (iii-a), (iii-b) and (iii-c) of Theorem 3.2 hold. Then, there
exists D > 0 and a > 0 such that:

2)* + Q& z,u) > a|(&z)” VY| 2) <D, uel. (6.2)

Moreover, if all the assumptions hold globally (i.e. the items (iii-a), (iii-b) and (iii-c) of Theorem 3.3
hold), then (6.2) holds for all (¢,x) € R*" and u € U. O

Proof of Proposition 6.2: In this proof we use the 2-norm (Euclidean norm) for all vectors. Let
D > 0 and ¢; > 0 be such that for all |({,z)| < D and u € U we have that max{|{(¢)|, |z(¢t)|} < %
for all ¢ € [0,t1]. Note that this implies that [£(t) — z(t)] < Ay, Vt € [0,¢1]. Since f and u are locally
Lipschitz, it is always possible to find such D and t;. Let L > 0 be such that

[f(z,u)] < Lzl +|ul)  V]z[ < Apuel

and

[f (@, u(x)| < Llz|  Vie| < A
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It is a standard exercise to show that
lz(t, )| < elt|z], Vt € [0,t1], = € Bp . (6.3)

Moreover, we also have for all (§,z) € Bp, u € U and ¢ € [0, ;] that:

267 (1) f(£(t), )|
2L(IE() + €] - [ul)
2L(3JE(6) + 2lul?)
L) + [ul?)

€00

VAN VAN VAN

which implies that
d
aéT(t)i(t) > —6L(EW)* + |uf?) -

Using standard comparison theorems and the fact that |{(¢)| > 0,Vt, one can show that this implies
that

|€()[? > max{exp(—6Lt)[¢[* + (exp(—6Lt) — 1)|uf?,0} =: b(t, &, u) - (6.4)
Suppose that to is such that
1
ag -ty -exp(2L - tg) < 3"
Note that )
(max{a — b,0})% + b* > az Ya,b>0. (6.5)

Using (6.5) and the definition of b(¢, £, u) we can write:

b(t2,€,u) + [ul> = max{exp(—6Lt2)[¢[* + (exp(—6Lt2) — 1)[ul?,0} + [ul?
exp(—6Lt2)[¢]* + exp(~6Ltz)|ul”

>
> exp(—6Lts)[¢]* . (6.6)

Finally, using (6.4) and (6.5), we can write:

T
2 + Qe e u) = mF+/‘aaw—x@»ww
0

T
> o a [ (60) - O + fuP)de
0
to
Z|W+wé ((max{¢(t)] — [2(t)], 0})? + u?) dt
> ol + a1 ((max{y/bta, € u) — exp(Ltz)[a], 01)? + [uf?)
> o +ag-to- (exp(Lt)laf + (max{y/B(E, € w) — exp(Lta)la], 012 + [ul?)
> %mz Fag-ts- <b(t2’f’u) + |u|2>
> Ljaft 4 Gt ODLOI)
> al(& @),

where

. [1 ag-ta-exp(—6Lt2)
a:=min?{ - .
2’ 4

Obviously, if all conditions hold globally then the result is global.



