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Abstract

In the literature, there exist strong results on the qualitative dynamical properties
of chemical reaction networks (also called kinetic systems) governed by the mass
action law and having zero deficiency. However, it is known that different network
structures with different deficiencies may correspond to the same kinetic differen-
tial equations. In this paper, an optimization-based approach is presented for the
computation of deficiency zero reaction network structures that are linearly conju-
gate to a given kinetic dynamics. Through establishing an equivalent condition for
zero deficiency, the problem is traced back to the solution of an appropriately con-
structed mixed integer linear programming problem. Furthermore, it is shown that
weakly reversible deficiency zero realizations can be determined in polynomial time
using standard linear programming. Two examples are given for the illustration of
the proposed methods.
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1 Introduction

Nonnegative (or positive) dynamical systems, the state variables of which
remain nonnegative for nonnegative initial conditions, have important sig-
nificance in areas such as chemistry, biology, economics, transportation, etc.
where the described physical quantities changing in time and/or in space are
naturally nonnegative [11,16]. An important subclass of nonnegative systems
is the family of chemical reaction networks (CRNs, also called kinetic mod-
els) rooted in the dynamical description of the concentrations of interacting
molecules. Actually, the application potential of kinetic models is much wider
than pure chemistry, since nonnegative models from other fields such as disease
dynamics, ecology, transportation etc. are often readily in (or can easily be
transformed to) kinetic form [31,24]. Notable special cases of kinetic models
are compartmental systems [16] and Lotka-Volterra systems [30]. Addition-
ally, kinetic systems are the fundamental dynamic model building blocks in
systems biology [2].

In (bio)chemical applications, the system parameters (typically the reaction
rate coefficients) are uncertain, and often only their order of magnitude is
known. Therefore, one of the main subjects of chemical reaction network the-
ory (CRNT) is to give conditions on the qualitative behaviour of kinetic mod-
els using mainly the stoichiometry and graph structure of reaction networks
[17,13]. In [13] and [14], the authors introduce to the study of chemical reaction
networks a parameter known as the deficiency, which is a nonnegative integer
not depending on the rate coefficients. A classical result of CRNT with clear
significance in nonlinear systems theory is the Deficiency Zero Theorem that
establishes a robust stability property for deficiency zero reaction networks
consisting of strongly connected reaction graph components with a known,
parameter-independent logarithmic Lyapunov-function. A promising but tech-
nically challenging conjecture not requiring the zero deficiency but only the
so-called complex-balanced property for the global stability of a kinetic system
is the Global Attractor Conjecture that was proved in [4] for reaction networks
having only one graph-component. Furthermore, the Boundedness Conjecture
says that any weakly reversible reaction network with mass action kinetics
has bounded trajectories (see, e.g. [3]). It is not surprising therefore that the
useful properties of kinetic models have raised the interest of control scientists
[5,9]. In [25], the deficiency zero theorem is revisited and generalized from a
control-theoretical point of view by showing that a wide class of CRNs with a
linear input structure can be easily stabilized asymptotically. It is shown in [7]
that weakly reversible deficiency zero networks are input-to-state stable with
respect to the time varying reaction rates as inputs. Moreover, it is possible to
construct globally convergent observers for detectable deficiency zero models
[8].
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It has been known for a long time, however, that the reaction network rep-
resentation of a kinetic dynamics is generally not unique, i.e. reaction net-
works with different structure and/or different set of chemical complexes may
represent the same dynamics. This phenomenon is called macro-equivalence
[17], confoundability [10] or dynamical equivalence [27], where the possible
CRNs corresponding to the same dynamics are called realizations of a kinetic
ODE model. The notion of linear conjugacy extends dynamical equivalence
by allowing a positive diagonal linear transformation between the states of
linearly conjugate realizations [19]. It is known, too, that important model
properties such as deficiency, strong connectivity (also called weak reversibil-
ity), complex or detailed balance are realization dependent. Therefore, finding
dynamically equivalent or linearly conjugate CRN structures with certain re-
quired properties can be an interesting and important problem for proving
qualitative properties of the model. It was shown that several sub-problems
of this class can be successfully solved in the framework of linear and mixed
integer linear programming (see, e.g. [27,28]). In [20] a MILP-based procedure
was proposed for finding weakly reversible linearly conjugate realizations of
kinetic systems with minimal deficiency. The algorithm was based on the re-
sult that for weakly reversible realizations, maximizing the number of reaction
graph components minimizes the deficiency. This method uses integer vari-
ables for the partitioning of complexes between linkage classes. However, it is
known that MILP problems are generally NP-hard and therefore it is often
computationally problematic to solve large problems containing integer vari-
ables. Moreover, for general non-weakly reversible CRN structures, the basic
principle of [20] can not be applied. Therefore, the approach of this paper is
different, and our aim is to examine and use the special algebraic consequences
of zero deficiency to give a general algorithm for computing such realizations
of kinetic systems.

The structure of the paper is the following. In Section 2, the notations used for
the representation of kinetic dynamics and linear conjugacy are introduced.
Section 3 contains the main result that is an optimization based method for
the computation of deficiency zero linearly conjugate kinetic realizations. In
Section 4 two illustrative examples are shown, while Section 5 summarizes the
contribution of the paper.

2 Kinetic systems and their realizations

The basic notions and tools related to reaction kinetic systems and their re-
alizations are briefly summarized in this section with an emphasis on their
effect on the structural stability. The following mathematical notations will
be used in the paper. Rn

+ and R̄n
+ denote the positive and nonnegative or-

thant of the n-dimensional Euclidean space Rn, respectively, and 0 denotes
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the zero vector. Similarly, 1 denotes a column vector, all entries of which
are 1. For an n-dimensional column vector v, diag(v) is the n × n diagonal
matrix with v1, . . . , vn in its diagonal. For an arbitrary matrix M , im(M),
ker(M) and col(M) denote the image, kernel and the set of columns of M ,
respectively. The element in the ith row and jth column of a matrix M is
denoted by Mi,j or [M ]i,j whenever the latter is more convenient. V ⊥ and
dim(V ) denote the orthogonal complement and dimension of the vector space
V , respectively, while the sum of vector spaces V1 and V2 is defined as V1+V2 =
{v1 + v2 | v1 ∈ V1, v2 ∈ V2}. The set of natural numbers (including zero) is
denoted by N0. Two matrices M1,M2 ∈ Rn×m are called structurally equal if
the positions of the zero and non-zero elements are the same in M1 and M2,
i.e. [M1]i,j 6= 0 if and only if [M2]i,j 6= 0. Additionally, we will use the follow-
ing notations known from propositional calculus: ‘=⇒’ and ‘⇐⇒’ denote the
‘implies’ and ‘if and only if’ relations between logical expressions having the
‘true’ or ‘false’ value.

2.1 The algebraic structure of kinetic systems

The general form of dynamic models studied in this paper is the following

ẋ = Y · Ak · ψ(x), (1)

where x ∈ Rn is the state vector, Y ∈ Nn×m
0 , Ak ∈ Rm×m is a special Metzler-

matrix defined as:

[Ak]i,j =

−
∑m

h=1,h6=i khi if i = j

kji ≥ 0 if i 6= j
. (2)

It is clear from (2) that Ak is a matrix with non-positive diagonal and non-
negative off-diagonal elements and zero column sums. Therefore, Ak is often
called the Kirchhoff-matrix of the system in the theory of kinetic systems. The
monomial vector function ψ : Rn → Rm is defined as

ψj(x) =
n∏

i=1

x
Yi,j

i , j = 1, . . . ,m. (3)

It is easy to show that (1) defines a nonnegative system, i.e. the nonnegative
orthant is invariant for its dynamics (see, e.g. [9]). With the notation M =
Y · Ak, the model (1) can be written as

ẋ = M · ψ(x). (4)

A polynomial dynamical system with state vector x ∈ Rn is called to have the
kinetic property (or simply kinetic) if there exist Y ∈ Nn×m

0 and an m × m
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Kirchhoff matrix Ak such that the ODEs of the system can be written in
the form of Eq. (1), where ψ is given by (3). The following necessary and
sufficient condition for a general polynomial system to be kinetic was given in
[18]. Consider a polynomial system written as

ẋ = M̃ · ψ̃(x) (5)

where M̃ ∈ Rn×m̃ and ψ̃j(x) =
∏n

i=1 x
Bi,j

i , i = 1, . . . , m̃ with B ∈ Nn×m̃
0 . Then,

(5) can be written into the form (1), i.e. there exist appropriate matrices Y
and Ak such that

M̃ · ψ̃(x) = Y · Ak · ψ(x), ∀x ∈ R̄n
+ (6)

if and only if the following condition is fulfilled for M̃ and B:

if M̃i,j < 0 then Bi,j > 0, for i = 1, . . . , n, j = 1, . . . , m̃. (7)

Condition (7) expresses the fact that kinetic systems cannot contain negative
cross-effects [31]. In [18], in the framework of a constructive proof, a simple
procedure was described to generate a possible Y , Ak pair (called the canonical
mechanism) such that (6) holds. It has to be noted however, that Y and Ak

fulfilling (6) for given M̃ and ψ̃ are generally non-unique.

The chemically originated notions of kinetic systems are the following. The
species of the system are denoted by X1, . . . , Xn, and the concentrations of
the species are the state variables of (1), i.e. xi ≥ 0 for i = 1, . . . , n. The
structure of kinetic systems is given in terms of its complexes Cj, j = 1, ...,m
that are formally the nonnegative integer linear combinations of the species,
i.e. Cj =

∑n
i=1[Y ]i,jXi for j = 1, . . . ,m, and therefore Y is also called the

complex composition matrix.

The chemical reactions Ci → Cj where i 6= j, with the reaction rate coefficient
kij > 0, represent the transformation of the complexes into each other with
the so called mass action law type reaction rate rij given by

rij(x) = kijψi(x) = kij
n∏

`=1

x
Y`,i

` , (8)

where kij = [Ak]j,i as it is written in (2). If [Ak]j,i = 0 for any i 6= j, it means
that the reaction Ci → Cj is not present in the system.

2.1.1 The reaction graph and its incidence matrix

We can associate a weighted directed graph G = (V , E), the so called reaction
graph to each kinetic system as follows. The elements of the vertex set V of the
reaction graph correspond to the complexes, and the edges in the set E to the
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reactions. Two complexes Ci and Cj, where i 6= j are connected by a directed
edge (Ci, Cj) ∈ E , if a reaction Ci → Cj is present in the kinetic system.
Positive weights associated to the edges are the reaction rate coefficients, i.e.
the weight corresponding to the directed edge Ci → Cj is kij = [Ak]j,i. The
weakly connected components in the reaction graph are called linkage classes,
and their number is denoted by l ≥ 1.

In addition to the Kirchhoff matrix of the system, one can characterize the
reaction graph using its incidence matrix BG ∈ {−1, 0, 1}m×r where r is the
number of reactions. Each reaction in the CRN is represented by the appropri-
ate column of BG as follows. Let the `-th reaction in the CRN be Cj → Ci for
1 ≤ ` ≤ r. Then the `-th column vector of BG is characterized as: [BG]i` = 1,
[BG]j` = −1, and [BG]k` = 0 for k = 1, . . . , r, k 6= i, j. It is clear from the
above description that the unweighted directed graph structure of a kinetic
system can be characterized by the matrix pair (Y,BG).

2.2 Properties and dynamics of reaction kinetic systems

It is possible to utilize certain structural (i.e. parameter-independent) prop-
erties of reaction kinetic systems that enable us to effectively analyze the
stability of the system. The most important properties of interest from this
aspect are deficiency and weak reversibility.

2.2.1 Deficiency and weak reversibility

There are several equivalent ways to define the deficiency δ of a reaction
network. We will use the following definition that can be found e.g. in [5]:

δ = dim(ker(Y ) ∩ im(BG)). (9)

Weak reversibility is the property of the reaction graph only, i.e. it only de-
pends on the structure of the matrix Ak or – equivalently – on BG. A reaction
graph is called weakly reversible if whenever there exists a directed path from
Ci to Cj, then there exists a directed path from Cj to Ci. In graph theoretic
terms, this means that all components of the reaction graph are strongly con-
nected components. We shall use the fact known from the literature [15] that
a CRN is weakly reversible if and only if there exists a vector with strictly pos-
itive elements in the kernel of Ak, i.e. there exists b ∈ Rn

+ such that Ak · b = 0.
With some abuse of the notions, we will call a Kirchhoff matrix Ak weakly
reversible if the reaction graph corresponding to Ak is weakly reversible.

Here we briefly summarize the Deficiency Zero Theorem published in [14]:
(i) If a deficiency zero (not necessarily mass action) network is not weakly
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reversible, then it cannot have a strictly positive equilibrium point. Moreover,
the state variables cannot follow a strictly positive cyclic trajectory in this
case. (ii) A deficiency zero weakly reversible reaction network with mass action
kinetics has precisely one strictly positive equilibrium point in each so-called
stoichiometric compatibility class that is at least locally stable with a known
logarithmic Lyapunov function, irrespectively of the values of the reaction rate
coefficients.

It is visible from the definition that deficiency depends on the graph structure
and on the stoichiometry of the reaction network. However, these proper-
ties are not encoded into the kinetic differential equations (see, e.g. [27,20]
and the next subsection), and different network structures/parametrizations
may correspond to the same dynamics. Therefore, finding a deficiency zero
structure (either weakly reversible or non-weakly-reversible) reveals valuable
information about the qualitative dynamics of the examined kinetic dynamical
system.

2.3 Dynamically equivalent and linearly conjugate realizations

As it has been mentioned before, the factorization M = Y · Ak is generally
non-unique (even if Y is fixed), and therefore, generally there exist different re-
action structures realizing the same dynamics (dynamical equivalence). There-
fore, a matrix pair (Y,Ak) where Y has only nonnegative integer elements and
Ak is a Kirchhoff matrix is called a dynamically equivalent realization of the
kinetic system (4) if M = Y ·Ak. We will assume in the paper that the set of
complexes represented by matrix Y is a priori given.

It is known that the kinetic property of a dynamical system is not coordinate-
independent and it is preserved only up to the reordering and positive rescaling
of the state variables [12]. Therefore, the concept of linear conjugacy was
introduced in [19] that allows a positive diagonal transformation between the
solutions of two kinetic systems. For our purposes, it is useful to introduce
linear conjugacy in a slightly different way than it was described in [19]. For
this, let us perform a state transformation on the kinetic model (4) as follows:

x̄(t) = T−1x(t), ∀t, (10)

where T = diag(c) with c ∈ Rn
+. Then the differential equations of the trans-

formed model are given by

˙̄x = T−1ẋ = T−1 ·M · ψ(x) = T−1 ·M · ψ(T x̄) = T−1 ·M · ψT · ψ(x̄), (11)

where ψT = diag(ψ(c)).

Based on the above calculation, a CRN realization (Y,A′k) is called linearly
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conjugate to a kinetic polynomial system of the form (4) if there exists an n×n
positive definite diagonal matrix T = diag(c) with c ∈ Rn

+ such that

Y · A′k = T−1 ·M · ψT , (12)

where Y ∈ Nn×m, ψj(x) =
∏n

i=1 x
Yij

i for j = 1, . . . ,m, ψT = diag(ψ(c)), and
A′k is an m ×m Kirchhoff matrix. Using the notation Ak = A′k · ψ−1T , we can
rewrite (12) as

Y · Ak = T−1 ·M, (13)

where Ak is a Kirchhoff matrix, too, obtained by scaling the columns of A′k by
positive scalars. Therefore, Ak encodes the same reaction graph structure as
A′k. This implies that the weak reversibility and zero deficiency properties of
the CRN realizations (Y,Ak) and (Y,A′k) are equivalent. It is also clear that
Eq. (13) is a linear constraint with respect to Ak and the diagonal elements of
T−1. Therefore, instead of A′k, we will use the scaled matrix Ak for representing
and computing linearly conjugate realizations.

3 Computing linearly conjugate zero deficiency realizations

In this section, two new optimization problems are introduced to compute
realizations with zero deficiency. The first one works in the general case and
it can be solved as an MILP problem. The second one finds weakly reversible
zero deficiency realizations, and it can be traced back to an LP problem.

The basic setup for the computations in both cases will be the following. The
known inputs are the coefficient matrix M and the used complex (monomial)
set represented by the matrix Y . The decision variables to be computed are
the scaled Kirchhoff matrix Ak of the linearly conjugate realization and the
diagonal elements of the inverse transformation matrix T−1. Additional auxil-
iary constants and decision variables (defined later) will also be used to solve
the optimization problems.

3.1 Alternative forms of the definition of zero deficiency

In this subsection equivalent forms of the zero deficiency condition will be
given that can directly be used in the framework of optimization.

The next theorem can be found as Lemma 5.8 in [13].
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Theorem 1 Let Y and BG be the complex composition matrix and the reac-
tion graph incidence matrix of a kinetic system, respectively. Then
dim(ker(Y ) ∩ im(BG)) = 0 if and only if

Rm = im(Y T ) + ker(BT
G). (14)

The next theorem was originally published as Corollary 4.11 in [13].

Theorem 2 Let (Y,Ak) represent a kinetic system of deficiency zero. Then
ker(Ak) = ker(Y · Ak).

The following lemma is the immediate consequence of Corollary 4.6 in [13].

Lemma 3 If Ak is weakly reversible then im(BG) = im(Ak).

Using the above results, we can state the following theorem.

Theorem 4 Let (Y,Ak) represent a weakly reversible kinetic system. Then
(Y,Ak) has zero deficiency if and only if

ker(Ak) = ker(Y · Ak). (15)

PROOF. ⇒ Let us suppose that (Y,Ak) is a weakly reversible kinetic system
with zero deficiency. Then, by Lemma 3 we have that im(BG) = im(Ak).
Substituting Ak into (9), we obtain that ker(Y ) ∩ im(Ak) = 0, from which it
follows that ker(Ak) = ker(Y · Ak).
⇐ Now, let us assume that Ak is weakly reversible and ker(Ak) = ker(Y ·Ak).
The latter implies that

ker(Y ) ∩ im(Ak) = 0. (16)

Due to weak reversibility, we can apply Lemma 3 and substitute im(BG) for
im(Ak) in (16). From this, we obtain that ker(Y )∩ im(BG) = 0 that is equiv-
alent to zero deficiency according to Eq. (9). 2

3.2 Computing linearly conjugate realizations with zero deficiency in the gen-
eral (not necessarily weakly reversible) case

In order to put the zero deficiency property into the linear programming frame-
work, we are going to reformulate Eq. (14) to the form of linear inequalities.

Eq. (14) is fulfilled if and only if there exist vectors y(`) ∈ im(Y T ) and η(`) ∈
ker(BT

G), such that an arbitrary basis {ỹ(`)} of ker(Y ) can be constructed as

ỹ(`) = η(`) + y(`) , ` = 1, . . . ,m− rank(Y ) (17)
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Let us use the notation W = im(Y T ) + ker(BT
G). Clearly, if (14) holds then

ker(Y ) ⊂ W , and therefore any basis of ker(Y ) can be constructed according to
Eq. (17). Assume now that an arbitrary basis of ker(Y ) can be written as in Eq.
(17). Then ker(Y ) ⊂ W . Since by construction im(Y T ) ⊂ W , and im(Y T ) is
the orthogonal complement of ker(Y ), we obtain that Rm = im(Y T )+ker(Y ) ⊆
W . Recall that W ⊆ Rm, therefore W = Rm.

Since the matrix Y is a priori given and constant, we can easily determine a
basis {ỹ(`)} of ker(Y ). We can also generate an arbitrary element of im(Y T )
with the linear combination of the column vectors of Y T as follows:

y(`) = Y T · α(`), (18)

where α(`) ∈ Rn.

Clearly, a vector η(`) is in the kernel of the matrix BT
G if and only if

BT
G · η(`) = 0. (19)

Since BG depends on Ak (i.e. it depends on the reaction graph of the realiza-
tion), (19) is nonlinear in the optimization variables. Therefore, we will use
the special structure of the matrix BG to convert Eq. (19) to an equivalent
form which can be inserted into MILP framework. Using the structure of the
incidence matrix BG, we can state the following theorem.

Theorem 5 Eq. (19) can be equivalently represented by the following logical
expression:

[Ak]i,j > 0 =⇒ η
(`)
i = η

(`)
j , i, j = 1, . . . ,m. (20)

PROOF. ⇒ Assume that BT
G · η(`) = 0. Let us take the row v of BT

G that
corresponds to the directed edge Cj → Ci of the reaction graph. Then vi = 1,

vj = −1 and vk = 0 for k 6= i, j. Obviously, v · η(`) = η
(`)
i − η

(`)
j which implies

(since η(`) is in the kernel of BT
G) that η

(`)
j = η

(`)
i . We repeat this for each

directed edge of the reaction graph and the corresponding row of BT
G. Then,

clearly [Ak]i,j > 0 implies η
(`)
i = η

(`)
j using the properties of the Kirchhoff

matrix Ak.
⇐ Assume that (20) is true. Take any (i, j) for which [Ak]i,j > 0. According to

(20) we have that η
(`)
i = η

(`)
j . Let us denote the row vector of BT

G corresponding

to the directed edge Cj → Ci by v. Then v · η(`) = 0. Repeating this for each
directed edge of the reaction graph, we get that BT

G · η(`) = 0. 2

It is well-known that logical expressions can be expressed with linear inequali-
ties and integer variables (see, e.g. [6]). For this purpose we introduce a binary
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matrix Θ ∈ {0, 1}m×m such that

[Ak]i,j > 0 =⇒ Θi,j = 1,∀i, j = 1, . . . ,m. (21)

The relation (21) can be expressed using the following equivalent linear in-
equalities:

[Ak]i,j ≤ U1 ·Θi,j,∀i, j = 1, . . . ,m. (22)

where U1 ∈ R+ is the upper bound for [Ak]i,j.

To ensure (20), we add the following logical expression in addition to (21)

Θi,j = 1 =⇒ η
(`)
i = η

(`)
j . (23)

Similarly to the above, (23) can also be described with linear inequalities that
are the following:

| η(`)i − η
(`)
j |≤ 2 · U2(1−Θi,j), (24)

where U2 ∈ R+ is the upper bound of | η(`)i |.

Using the calculations described in Subsection 2.3, the sign and column-
conservation properties of Kirchhoff matrices, and Eqs. (17), (18), (22), and
(24), we can summarize the linear constraints for computing deficiency zero
linearly conjugate realizations as follows.

diag([d1 . . . dn]T ) ·M = Y ·Ak

di > 0, i = 1, . . . , n

1T ·Ak = 0T

[Ak]ij ≥ 0 i, j = 1, . . . ,m, i 6= j,

ỹ(`) = η(`) + Y T · α(`), ` = 1, . . . ,m− rank(Y )

[Ak]i,j ≤ U1 ·Θi,j i, j = 1, . . . ,m

| η(`)i − η
(`)
j |≤ 2 · U2(1−Θi,j) i, j = 1, . . . ,m, ` = 1, . . . ,m− rank(Y ),

(25)

The known constants in (25) are M , Y , ỹ(`) for ` = 1, . . . ,m − rank(Y ),
U1 and U2. The continuous decision variables are the off-diagonal elements
of Ak, di for i = 1, . . . , n (with T−1 = diag([d1 . . . dn]T )), α(`), and η

(`)
i for

` = 1, . . . ,m− rank(Y ) and i = 1, . . . ,m. Additionally, Θi,j for i, j = 1, . . . ,m
are the binary decision variables. The bound U1 can be chosen as an arbitrary
positive real number (e.g. it can be set to 1), because the matrices T−1 and Ak

can be scaled by any positive scalar in Eq. (13). If the constraint set (25) is
reported to be infeasible by the applied solver, it is recommended to increase
U2 as long as the numerical tolerance of the solver permits, to maximize the
feasibility domain.
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It is visible that the constraint set (25) is linear in the unknowns, therefore
feasible solutions (if exist) can be found in the framework of mixed integer
linear programming (MILP). Since the original problem to be solved can be
traced back to the feasibility of the constraint set (25), the linear objective
function fobj to be minimized, can be chosen freely, therefore it can be used
to ensure additional properties of the computed realizations. A simple choice
can be the minimization of the L1-norm of the off-diagonal elements of Ak,
i.e.

fobj =
∑

[Ak]ij, for i, j = 1, . . . ,m, i 6= j. (26)

So-called dense or sparse solutions containing the maximal or minimal number
of directed edges in the realization, respectively, can also be computed as it is
described in e.g. [27] by modifying (21) to

[Ak]i,j > 0⇐⇒ Θi,j = 1,∀i, j = 1, . . . ,m,

and using the objective function fobj = ±∑m
i,j=1 Θij. But note that in this case,

the constraint set (25) changes and becomes more complicated. We remark
that the number of complexes for CRNs realizing a given dynamics can also be
minimized using the MILP method described in [29] which can be considered
as a kind of model reduction. This result is related to [23], where the number
of complexes of a complex-balanced CRN is reduced while maintaining the
complex balance property and keeping a strong relation between the equilibria
of the original and the reduced system.

3.3 Computing linearly conjugate weakly reversible realizations with zero de-
ficiency

In this subsection we are going to apply Theorems 2 and 4 to compute linearly
conjugate weakly reversible realizations with zero deficiency as an LP problem.
Let us now recall that a necessary and sufficient condition of weak reversibility
is the existence of a strictly positive vector in ker(Ak). It is easy to see that
ker(M) = ker(T ·M) due to the invertibility of the transformation matrix T .
If there is no strictly positive vector in ker(M) then it is trivial that there
cannot be a positive vector in ker(Ak) since T ·M = Y · Ak. Therefore, as a
first step of the computation, we have to check that

∃p ∈ R+ such that M · p = 0 (27)

is fulfilled.

If (27) holds, then we compute an arbitrary basis of ker(M) denoted by {η(i)},
for i = 1, . . . ,m − rank(M). Then, according to Theorem 4, there exists a
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weakly reversible zero deficiency linearly conjugate realization if and only if
the constraint set 

diag([d1 . . . dn]T ) ·M = Y · Ak

di > 0, i = 1, . . . , n

1 · Ak = 0

[Ak]ij ≥ 0 i, j = 1, . . . ,m, i 6= j,

Ak · η(i) = 0, i = 1, . . . ,m− rank(M)

(28)

is feasible. The known constants are M , Y and η(i) for i = 1, . . . ,m−rank(M).
The decision variables are the off-diagonal elements of Ak and the elements
of the vector d. The constraint set (28) is clearly linear and it contains only
continuous variables, therefore its feasibility can be decided in polynomial time
using linear programming. The objective function fobj to be minimized can be
chosen as an arbitrary linear function of the decision variables here as well. A
practical choice for fobj can be (26) here, too.

If (27) holds, but the constraint set (28) is infeasible, then, according to The-
orem 2, there is no deficiency zero linearly conjugate realization of the kinetic
system (4) with the complex set given by Y .

The solutions for both (25) and (28) are parametrically not unique because
of the possible scaling of Eq. (13) already mentioned in Subsection 3.2. By
the structural uniqueness of a CRN realization, we mean the uniqueness of its
unweighted reaction graph. Matrix Ak of a feasible solution to either (25) or
(28) is simply called a feasible Ak. The CRN realization corresponding to a

feasible A
(0)
k is structurally unique if and only if there is no feasible A

(1)
k that is

structurally not equal to A
(0)
k . This can be easily checked through e.g. a series

of optimization steps by adding extra linear constraints to (25) or (28).

4 Examples

In the following, two examples will be provided as case studies for the pro-
posed methods. The algorithms were implemented in MATLAB [22] using the
YALMIP modelling language [21]. The freely available GLPK package [1] was
used to solve the emerging LP and MILP problems. It can be shown for
both examples that there is no dynamically equivalent CRN realization for
the given dynamics with the complexes defined by matrix Y , but there exists
a linearly conjugate deficiency zero realization.
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4.1 Searching for a dynamically equivalent realization with zero deficiency

This example illustrates the general MILP approach described in Subsection
3.2. Let us consider a kinetic system of the form (4) characterized by the
following complex composition matrix Y and the coefficient matrix M :

Y =


0 0 1 0 1

2 0 0 1 1

0 1 0 0 0

 , M =


0 0 −1 4 −1

−2 2 0.25 0 0

1 −1 0 0 0

 .

The differential equations defined by M and Y are given by

ẋ1 = −x1 + 4x2 − x1x2
ẋ2 = −2x22 + 2x3 + 0.25x1 (29)

ẋ3 = x22 − x3.

Now, by using the proposed method for the general (non-weakly-reversible)
case we are able to determine a realization (Y,A′k) which has zero deficiency
and it is linearly conjugate to the kinetic system (Y,M) with d1 = 0.25, d2 =
1, d3 = 1 . The resulting CRN is given by (Y,A′k), where the non-zero off-
diagonal elements of the matrix A′k are the following: [A′k]2,1 = 1, [A′k]1,2 = 1,
[A′k]4,3 = 1, [A′k]5,4 = 1, [A′k]4,5 = 1. The bounds were selected as U1 = U2 = 10.
The non-weakly-reversible reaction graph of the obtained CRN is shown in Fig.
1. Thus, it follows from the Deficiency Zero Theorem that the corresponding
kinetic system (29) has no positive steady states.

Figure 1. Reaction graph of the obtained realization in Subsection 4.1

4.2 Computation of a weakly reversible deficiency zero structure

This example illustrates the LP approach described in Subsection 3.3 and
clearly shows that the additional transformation parameters introduced by
linear conjugacy might be necessary to find the desired CRN structure. The
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starting kinetic system is given by the matrices Y and M as follows:

Y =


0 1 2 0 0 0

0 0 0 1 2 0

0 0 0 1 0 2

 , M =


1 −1 −1 1 0 0

0 2 0 −2 −2 2

0 1 0 −1 1 −1

 . (30)

This representation is equivalent to the following differential equations

ẋ1 = 1− x1 − x21 + x2x3
ẋ2 = 2x1 − 2x2x3 − 2x22 + 2x23 (31)

ẋ3 = x1 − x2x3 + x22 − x23.

It is easy to see that there exists a positive vector in ker(M), e.g. 1, so we can
apply the LP method presented in Subsection 3.3. If we try to find a weakly
reversible dynamically equivalent deficiency zero realization, we find that the
constraints (28) are infeasible with d1 = d2 = d3 = 1. However, we can find a
weakly reversible realization which is linearly conjugate to the original system
(30) with the transformation T = diag(2, 1, 2) that has zero deficiency. This
CRN is given by (Y,A′k) where the Kirchhoff matrix A′k has the following non-
zero off-diagonal entries: [A′k]3,1 = 1, [A′k]4,2 = 1, [A′k]1,3 = 0.25, [A′k]2,4 = 1,
[A′k]6,5 = 1 and [A′k]5,6 = 0.25. One can see the reversible reaction graph of this
network in Fig. 2. Therefore, we obtain from the Deficiency Zero Theorem
that the kinetic system (31) has precisely one locally asymptotically stable
strictly positive equilibrium point in each stoichiometric compatibility class.

Figure 2. Reaction graph of the obtained realization in Subsection 4.2. This realiza-
tion is weakly reversible and has zero deficiency.

5 Conclusions and future work

5.1 Summary of contributions

Optimization-based methods were presented in this paper for the computa-
tion of zero deficiency realizations of kinetic polynomial systems. Previously
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known algebraic conditions for zero deficiency and weak reversibility were re-
formulated to be able to directly include them into the linear optimization
framework. It was shown that with a given complex set, weakly reversible de-
ficiency zero linearly conjugate realizations can be found in polynomial time
using pure linear programming. It also follows from the computational ap-
proach that the existence of deficiency zero weakly reversible linearly conju-
gate realizations can be decided efficiently even for large kinetic systems. The
general non-weakly-reversible deficiency zero case remained a MILP problem
in the applied optimization framework.

The developed approach was illustrated through two computational examples,
where it could be shown that linearly conjugate realizations indeed represent
a wider system class than dynamically equivalent ones in the sense of possi-
ble structures. Further work will be focused on the utilization of the results
in feedback design for polynomial systems, and thus exploiting kinetic model
properties in nonlinear systems theory. The developed algorithms will be in-
cluded and published in the new version of the CRNreals toolbox [26].

5.2 Future work: possibilities of treating higher deficiencies

In this subsection, we briefly examine the treatment of deficiency one in our
optimization framework. Using the definition of deficiency in Eq. (9), let us
define the subspace W as follows

W = ker(Y ) ∩ im(BG). (32)

The orthogonal complement of W is given by

W⊥ = im(Y T ) + ker(BT
G). (33)

The deficiency is equal to the dimension of W . Therefore, the deficiency is less
than or equal to 1 if and only if dim(W ) ≤ 1. This condition is equivalent to

Rm = W⊥ + span(v), (34)

where v ∈ Rm is a suitable vector. Now we can give a similar condition to
(17). Eq. (34) is fulfilled if and only if there exist vectors y(`) ∈ im(Y T ),
η(`) ∈ ker(BT

G) and v(`) ∈ span(v), such that an arbitrary basis {ỹ(`)} of
ker(Y ) can be constructed as

ỹ(`) = η(`) + y(`) + v(`) , ` = 1, . . . ,m− rank(Y ). (35)

The construction of vectors η(`) and y(`) has been described in Subsection
3.2. The unknown vectors v(`) are parallel to each other by construction, and
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this would introduce a non-linear (quadratic) constraint in the optimization.
Therefore, it will be a target of future research to elaborate on the possibilities
of computing realizations with given higher deficiencies.
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