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Stochastic minimum-energy control

Bujar Gashi1

Abstract

We give the solution to the minimum-energy control problem for linear
stochastic systems. The problem is as follows: given an exactly control-
lable system, find the control process with the minimum expected energy
that transfers the system from a given initial state to a desired final state.
The solution is found in terms of a certain forward-backward stochastic dif-
ferential equation of Hamiltonian type.

Keywords: Exact controllability, Minimum-energy control, Hamiltonian
system.

1. Introduction

The notion of controllability was introduced by Kalman [6] and it charac-
terizes the ability of controls to transfer a system from a given initial state to
a desired final state. When the system is completely controllable, there are
many controls that can achieve such a transfer of the system state. This nat-
urally leads to the problem of choosing the “best” control that performs this
task. Another contribution of Kalman [6] was the solution of this problem
for linear deterministic systems and using the quadratic cost as an optimality
criterion. These kinds of problems are know as the minimum-energy control
problems (see also [7], [8], [3], [10]).

In this paper we formulate and solve the minimum-energy control prob-
lem for linear stochastic systems driven by a Brownian motion. The notion
of controllability that we adapt is that of exact controllability, as introduced
by Peng [13] (see also [11], [12], [5], [14]). This notion of controllability is a
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faithful extension of Kalman’s notion of complete controllability to stochastic
systems. The difference between these two definitions is that in the case of
exact controllability the terminal state can be a random variable rather than
a fixed number. This makes the stochastic minimum-energy control problem
considerably harder than in deterministic setting.

The precise formulation of the stochastic minimum-energy control prob-
lem is given in the next section. This is followed by the proof of solvability
for a Hamiltonian system and its relation with exact controllability. Section
4 contains the solution to the stochastic minimum energy control problem.
As an extension of this result, we give the solution to the stochastic linear-
quadratic (LQ) regulator problem with a fixed final state in the final section.

2. Problem formulation

Let (Ω,F , (Ft, t ≥ 0),P) be a given complete filtered probability space
on which the scalar standard Brownian motion (W (t), t ≥ 0) is defined.
We assume that Ft is the augmentation of σ{W (s) : 0 ≤ s ≤ t} by all
the P-null sets of F . If ξ : Ω → R

n is an FT -measurable random vari-
able such that E[|ξ|2] < ∞, we write ξ ∈ L2(Ω,FT ,P;R

n). If f : [0, T ] ×

Ω → R
n is an {Ft}t≥0 adapted process and if E

∫ T

0
|f(t)|2dt < ∞, we

write f(·) ∈ L2
F (0, T ;R

n); if f(·) has a.s. continuous sample paths and
E supt∈[0,T ] |f(t)|

2 < ∞, we write f(·) ∈ L2
F(Ω;C(0, T ;Rn)); if f(·) is uni-

formly bounded (i.e. esssupt∈[0,T ]|f(t)| < ∞), we write f(·) ∈ L∞(0, T ;Rn).

Consider the linear stochastic control system:




dx(t) = [A(t)x(t) +B(t)u(t)]dt+ [C(t)x(t) +D(t)u(t)]dW (t)

x(0) = x0 ∈ R
n, is given.

(2.1)

We assume that A(·), C(·) ∈ L∞(0, T ;Rn×n), andB(·), D(·) ∈ L∞(0, T ;Rn×m).
If the control process u(·) belongs to L2

F(0, T ;R
m), then (2.1) has a unique

strong solution x(·) ∈ L2
F (Ω;C(0, T ;Rn)) (see, e.g. Theorem 1.6.14 of [19]).

For a given ξ ∈ L2(Ω,FT , P ;Rn), we are interested in the following subset
of control processes:

Uξ ≡
{
u(·) ∈ L2

F(0, T ;R
m) : x(T ) = ξ a.s.

}
.
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Minimum-energy control problem. Let R(·) ∈ L∞(0, T ;Rm×m) be a
given symmetric matrix such that R(t) > 0, a.e. t ∈ [0, T ]. For any given
x0 ∈ R

n and ξ ∈ L2(Ω,FT , P ;Rn) find the control process u(·) ∈ Uξ that
minimizes the cost functional

J(u(·)) = E

∫ T

0

u′(t)R(t)u(t)dt. (2.2)

This is clearly the stochastic version of the Kalman’s minimum energy
control problem. A related problem was considered by Klamka [9]. However,
in [9] only the linear stochastic systems with additive noise are considered,
whereas (2.1) has a multiplicative noise. Our approach to solving the stochas-
tic minimum-energy control problem is different from that of [9], where an
operator-theoretic method was used, whereas here we base our approach on
a forward-backward stochastic differential equation of a Hamiltonian type.

In order to ensure that the set Uξ is not empty, we make some assumptions
on the controllability of (2.1). Out of the many possible notions of control-
lability for stochastic systems, we employ the notion of exact controllability
as introduced by Peng [13].

Definition 1. System (2.1) is called exactly controllable at time T > 0 if
for any x0 ∈ R

n and ξ ∈ L2(Ω,FT ,P;R
n), there exists at least one control

u(·) ∈ L2
F (0, T ;R

m), such that the corresponding trajectory x(·) satisfies the
initial condition x(0) = x0 and the terminal condition x(T ) = ξ, a.s..

We solve the minimum-energy control problem under the following two
assumptions.

(A1) The system (2.1) is exactly controllable at time T > 0.

(A2) There exists an invertible matrix M(·) ∈ L∞(0, T ;Rm×m) such that
D(t)M(t) = [I, 0].

Assumption A1 ensures that the set Uξ is not empty. Assumption A2 implies
that m ≥ n, i. e. the number of control inputs to the system is at least as
large as the number of the states of the system. This may appear as a strong
assumption when compared with the minimum-energy control problem of de-
terministic systems. However, at least when the matrix D(·) has continuous
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coefficients, this assumption is implied by assumption A1. Indeed, by Propo-
sition 2.1. of [13], a necessary condition for exact controllability at time T of
the system (2.1) is that rank D(t) = n, ∀t ∈ [0, T ]. Then from the Doležal’s
theorem [4], it follows that there exists the matrix M(·) in assumption A2.

We now reformulate the minimum-energy control problem in a more con-
venient form. Let the processes z(·) ∈ L2

F (0, T ;R
n) and v(·) ∈ L2

F (0, T ;R
m−n)

be such that

u(t) = M(t)




z(t)

v(t)


 . (2.3)

Let the matrices G(·) ∈ L∞(0, T ;Rn×n), F (·) ∈ L∞(0, T ;Rn×(m−n)), H1(·) ∈
L∞(0, T ;Rn×n), H2(·) ∈ L∞(0, T ;Rn×(m−n)), H3(·) ∈ L∞(0, T ;R(m−n)2), be
such that

B(t)M(t) =
[
G(t) F (t)

]
, M ′(t)R(t)M(t) =




H1(t) H2(t)

H ′
2(t) H3(t)


 . (2.4)

Due to the symmetric nature of the matrix R(·), the matrices H1(·) and H3(·)
are also symmetric. Moreover, due to the positive definiteness of R(·) and
the Schur’s lemma, it holds that

H3(t) > 0, a.e. t ∈ [0, T ],

H1(t)−H ′
2(t)H

−1
3 (t)H2(t) > 0, a.e. t ∈ [0, T ].

Equation (2.1) and the cost functional (2.2) can now be written as




dx(t) = [A(t)x(t) + F (t)v(t) +G(t)z(t)]dt + [C(t)x(t) + z(t)]dW (t),

x(0) = x0 ∈ R
n, is given,

(2.5)

J(v(·), z(·))=E

∫ T

0

[z′(t)H1(t)z(t)+2v′(t)H ′
2(t)z(t)+v′(t)H3(t)v(t)]dt. (2.6)

To each element of the set Uξ it corresponds a pair of processes (v(·), z(·))
from the set

Aξ ≡
{
v(·) ∈ L2

F (0, T ;R
m−n), z(·) ∈ L2

F (0, T ;R
n) : x(T ) = ξ a.s.

}
.

4



In this reformulation, the minimum-energy control problem is:





min
(v(·),z(·))∈Aξ

J(v(·), z(·)),

s.t. (2.5).

(2.7)

Before we proceed to its solution, let us state a useful necessary and sufficient
condition for the exact controllability of (2.5). It is a slight modification of
the result in [11], and we thus omit the proof.

Proposition 1. Let E(·) ∈ L∞(0, T ;Rm×m) be any symmetric matrix such
that E(t) > 0, a.e. t ∈ [0, T ]. Also let Φ(·) be the unique solution to the
equation





dΦ(t) = −Φ(t)[A(t) −G(t)C(t)]dt− Φ(t)G(t)dW (t),

Φ(0) = I.

The system (2.5) is exactly controllable at time T if and only if

rank

[
E

∫ T

0

Φ(t)F (t)E(t)F ′(t)Φ′(t)dt

]
= n. (2.8)

3. Hamiltonian system of equations

The following forward-backward stochastic differential equation of Hamil-
tonian type appears naturally in the next section:





dX(t) = {A(t)X(t) + F (t)H−1
3 (t)F ′(t)Y (t) + [G(t)− F (t)H−1

3 (t)H ′
2(t)]Z(t)}dt

+[C(t)X(t) + Z(t)]dW (t),

dY (t) = −[A′(t)− C ′(t)G′(t) + C ′(t)H2(t)H
−1
3 (t)F ′(t)]Y (t)dt

−C ′(t)[H1(t)−H2(t)H
−1
3 (t)H ′

2(t)]Z(t)dt

+{[−G′(t) +H2(t)H
−1
3 (t)F ′(t)]Y (t) + [H1(t)−H2(t)H

−1
3 (t)H ′

2(t)]Z(t)}dW (t),

X(0) = x0, X(T ) = ξ, Y (0) = K,

(3.1)
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where we can choose the vector K ∈ R
n. To simplify the notation, we

introduce the matrices:

Ā(t) ≡ A(t)−G(t)C(t) + F (t)H−1
3 (t)H ′

2(t)C(t),

B̄(t) ≡ G(t)− F (t)H−1
3 (t)H ′

2(t),

H̄(t) ≡ H1(t)−H2(t)H
−1
3 (t)H ′

2(t).

By defining X̄(t) ≡ −X(t) and Z̄(t) ≡ −[C(t)X(t) + Z(t)], we can rewrite
(3.1) as




dX̄(t) = [Ā(t)X̄(t)− F (t)H−1
3 (t)F ′(t)Y (t) + B̄(t)Z̄(t)]dt+ Z̄(t)dW (t),

dY (t) = [−Ā′(t)Y (t)− C ′(t)H̄(t)C(t)X̄(t) + C ′(t)H̄(t)Z̄(t)]dt

+[−B̄′(t)Y (t) + H̄(t)C(t)X̄(t)− H̄(t)Z̄(t)]dW (t),

X̄(0) = −x0, X̄(T ) = −ξ, Y (0) = K.

(3.2)

This forward-backward stochastic differential equation is similar to the Hamil-
tonian system of stochastic LQ control problem [19]. Two main differences
are that here the initial value of of X̄(·) is fixed and the vector K can be cho-
sen. We thus seek the solution quadruple (X̄(t), Y (t), Z̄(t), K), rather than
the solution triple (X̄(t), Y (t), Z̄(t)), as is usually the case with Hamiltonian
systems.

Theorem 1. There exists a unique solution quadruple (X̄(·), Y (·), Z̄(·), K) ∈
L2
F(0, T ;R

n) × L2
F(0, T ;R

n) × L2
F(0, T ;R

n) × R
n to (3.2) for any x0 ∈ R

n

and any ξ ∈ L2
F(Ω,P,F ;Rn), if and only if the system (2.5) is exactly con-

trollable at time T . In this case, X(·) and Z(·) in terms of Y (·), and the
explicit formula for K, are given by

X̄(t) = P̄ (t)Y (t) + p(t), (3.3)

Z̄(t) = [I + P̄ (t)H̄(t)]−1[P̄ (t)H̄(t)C(t)P̄ (t)− P̄ (t)B̄′(t)]Y (t)

+ [I + P̄ (t)H̄(t)]−1[P̄ (t)H̄(t)C(t)p(t) + q(t)], (3.4)

K = P̄−1(0) {x0 − E[P(T )ξ]} . (3.5)
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Here P̄ (·) is the unique solution of the Riccati equation




˙̄P (t)−A(t)P̄ (t)− P̄ (t)A′(t) + F (t)H−1
3 (t)F ′(t) + B̄(t)H̄−1(t)B̄′(t)

−[P̄ (t)C ′(t)− B̄H̄−1][H̄−1(t) + P̄ (t)]−1[P̄ (t)C ′(t)− B̄H̄−1]′ = 0,

P̄ (T ) = 0,

(3.6)

whereas (p(·), q(·)) are the unique solution pair of the following linear back-
ward stochastic differential equation





dp(t) = [B1(t)p(t) + B2(t)q(t)]dt+ q(t)dW (t),

p(T ) = ξ,

B1(t) ≡ Ā(t) + P̄ (t)C ′(t)H̄(t)C(t)

+[B̄(t)− P̄ (t)C ′(t)H̄(t)][I + P̄ (t)H̄(t)]−1P̄ (t)H̄(t)C(t),

B2(t) ≡ [B̄(t)− P̄ (t)C ′(t)H̄(t)][I + P̄ (t)H̄(t)]−1.

(3.7)

Finally, the process P(·) is the unique solution to the stochastic differential
equation





dP(t) = −P(t)B1(t)dt− P(t)B2(t)dW (t),

P(0) = I.

(3.8)

Proof. (Positivity of P̄ (0)) The Riccati differential equation (3.6) has a
unique solution P̄ (t) ≥ 0, ∀t ∈ [0, T ] (see, e.g., Theorem 3.1 of [1]). We show
that P̄ (0) > 0 if and only if (2.5) is exactly controllable at time T . Thus
consider the stochastic control system





dx̃(t) = [−A′(t)x̃(t) + C ′(t)ũ(t)]dt− ũ(t)dW (t),

x̃(0) = x̃0 6= 0,
(3.9)

and the associated cost functional

J̃(ũ(·)) = E

∫ T

0

x̃′(t)[F (t)H−1
3 (t)F ′(t) + B̄(t)H̄−1(t)B̄′(t)]x̃(t)dt

+ E

∫ T

0

[−2x̃′(t)B̄(t)H̄−1(t)ũ(t) + ũ′(t)H̄−1(t)ũ(t)]dt. (3.10)
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From Theorem 2.2 of [1], it follows that x̃′
0P̄ (0)x̃0 = minũ(·) J̃(ũ(·)). In-

troducing the new control ṽ(t) ≡ ũ(t) − B̄′x̃(t) transforms (3.9) and (3.10)
into




dx̃(t) = [−A′(t) + C ′(t)B̄′(t)]x̃(t)dt+ C ′(t)ṽ(t)dt− [B̄′x̃(t) + ṽ(t)]dW (t),

x̃(0) = x̃0 6= 0,
(3.11)

J̃(ṽ(·)) = E

∫ T

0

[x̃′(t)F (t)H−1
3 (t)F ′(t)x̃(t) + ṽ′(t)H̄−1(t)v(t)]dt. (3.12)

To prove the sufficiency, let us assume the opposite, i.e. that x̃′
0P̄ (0)x̃0 =

0 and the system (2.5) is exactly controllable at time T . From (3.12), and the
fact that H̄−1(t) > 0, a.e. t ∈ [0, T ], we conclude that in order to minimize
(3.12) it is necessary to have ṽ(t) = 0, a.e. t ∈ [0, T ] a.s.. For such a ṽ(·),

the solution to (3.11) becomes x̃(t) = Φ̃(t)x0, with Φ̃(t) being the solution
to the stochastic differential equation





dΦ̃(t) = [−A′(t) + C ′(t)B̄′(t)]Φ̃(t)dt− B̄′Φ̃(t)dW (t),

Φ̃(0) = I,

(3.13)

The cost (3.12) now becomes

0 = x̃′
0

[
E

∫ T

0

Φ̃′(t)F (t)H−1
3 (t)F ′(t)Φ̃(t)dt

]
x̃0, (3.14)

which means condition (2.8) does not hold. Since (2.8) is necessary for the
exact controllability of (2.5), we have a contradiction.

To prove the necessity, let us assume that P̄ (0) > 0 and the system (2.5)
is not exactly controllable at time T . Taking ṽ(t) = 0 a.e. t ∈ [0, T ] a.s.,
the cost (3.12) becomes the right-hand side of (3.14), and thus there exists

x̃0 6= 0 such that equation (3.14) holds. This means that minṽ(·) J̃(ṽ(·)) = 0,
which contradicts the fact that is should be x̃′

0P̄ (0)x̃0 > 0.

(Solvability of (3.2)) Here we follow Yong [17], [18], in seeking the relation

X̄(t) = P̄ (t)Y (t) + p(t), (3.15)
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which implies that the differential of X̄ should be

dX̄(t) = ˙̄P (t)Y (t) + P̄ (t)dY (t) + dp(t)

= ˙̄P (t)Y (t)dt+ P̄ (t)[−Ā′(t)Y (t)− C ′(t)H̄(t)C(t)X̄(t) + C ′(t)H̄(t)Z̄(t)]dt

+[B1(t)p(t) + B2(t)q(t)]dt

+P̄ (t)[−B̄′(t)Y (t) + H̄(t)C(t)X̄(t)− H̄(t)Z̄(t)]dW (t) + q(t)dW (t)

By comparing this differential with dX̄(t) in (3.2), we conclude that for a.e.
t ∈ [0, T ] a.s., we must have




Ā(t)X̄(t)− F (t)H−1
3 (t)F ′(t)Y (t) + B̄(t)Z̄(t) = B1(t)p(t) + B2(t)q(t)

+ ˙̄P (t)Y (t) + P̄ (t)[−Ā′(t)Y (t)− C ′(t)H̄(t)C(t)X̄(t) + C ′(t)H̄(t)Z̄(t)],

(3.16)

Z̄(t) = P̄ (t)[−B̄′(t)Y (t) + H̄(t)C(t)X̄(t)− H̄(t)Z̄(t)] + q(t). (3.17)

Since the matrix [I + P̄ (t)H̄(t)] = [H̄−1(t) + P̄ (t)]H̄(t) is invertible, from
(3.17) we obtain (3.4). Substituting such a Z̄(t) into (3.16) gives





Ā(t)[P̄ (t)Y (t) + p(t)]− F (t)H−1
3 (t)F ′(t)Y (t)

+B̄(t)[I + P (t)H̄(t)]−1[P̄ (t)H̄(t)C(t)P̄ (t)− P̄ (t)B̄′(t)]Y (t)

+B̄(t)[I + P (t)H̄(t)]−1[P̄ (t)H̄(t)C(t)p(t) + q(t)]

= B1(t)p(t) + B2(t)q(t)

+ ˙̄P (t)Y (t) + P̄ (t)[−Ā′(t)Y (t)− C ′(t)H̄(t)C(t)(P̄ (t)Y (t) + p(t))]

+P̄ (t)C ′(t)H̄(t)[I + P (t)H̄(t)]−1[P̄ (t)H̄(t)C(t)P̄ (t)− P̄ (t)B̄′(t)]Y (t)

+P̄ (t)C ′(t)H̄(t)[I + P (t)H̄(t)]−1[P̄ (t)H̄(t)C(t)p(t) + q(t)],

(3.18)

which holds due to our assumptions on P̄ (t) and p(t). Substituting (3.15) and
(3.4) into the equation for Y (t) in (3.2), shows that it is a linear stochastic
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differential equation with a unique solution for any K ∈ R
n. This proves the

existence of a unique solution triple (X̄(·), Y (·), Z̄(·)) of (3.2) for any ξ. In
order to ensure that X̄(0) = x0 for any x0 ∈ R

n, it is necessary and sufficient
to have x0 = P̄ (0)K + p(0). This equation has a unique solution for any ξ

and x0 if and only if P̄ (0) is invertible, which we proved is equivalent with
the exact controllability of (2.5). �

4. Minimum-energy control

In this section we give the solution to the minimum-energy control prob-
lem (2.7). Let us first prove two useful lemmas.

Lemma 1. Let (v1(·), z1(·)) ∈ Aξ and (v2(·), z2(·)) ∈ Aξ be any two pairs of
admissible controls. Then

E

∫ T

0

Φ(t)F (t)[v1(t)− v2(t)]dt = 0. (4.1)

Proof. By Itô’s product rule, for any admissible pair (v(·), z(·)) ∈ Aξ, we
obtain

d[Φ(t)x(t)] = [dΦ(t)]x(t) + Φ(t)dx(t)− Φ(t)G(t)[C(t)x(t) + z(t)]dt

= −Φ(t)[A(t) −G(t)C(t)]x(t)dt− Φ(t)G(t)x(t)dW (t)

+ Φ(t)[A(t)x(t) + F (t)v(t) +G(t)z(t)]dt

+ Φ(t)[C(t)x(t) + z(t)]dW (t)− Φ(t)G(t)[C(t)x(t) + z(t)]dt

= Φ(t)F (t)v(t)dt+Φ(t){z(t)+[C(t)−G(t)]x(t)}dW (t). (4.2)

Denoting by x(1)(·) and x(2)(·) the solutions to (2.5) corresponding to (v1(·), z1(·))
and (v2(·), z2(·)), respectively, we obtain

Φ(T )ξ − x0 =

∫ T

0

Φ(t)F (t)v1(t)dt+

∫ T

0

Φ(t){z1(t)+[C(t)−G(t)]x(1)(t)}dW (t),

Φ(T )ξ − x0 =

∫ T

0

Φ(t)F (t)v2(t)dt+

∫ T

0

Φ(t){z2(t)+[C(t)−G(t)]x(2)(t)}dW (t).
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The difference of the above two equations is

0 =

∫ T

0

Φ(t)F (t)[v1(t)− v2(t)]dt

+

∫ T

0

Φ(t){z1(t)− z2(t) + [C(t)−G(t)][x(1)(t)− x(2)(t)]}dW (t).

The conclusion follows by taking the expectation of both sides. �

Consider an R
n-valued stochastic process Γ(·) defined as the solution to

the stochastic differential equation




dΓ(t) = Γ1(t)dt + Γ2(t)dW (t)

Γ(0) = 0,
(4.3)

where Γ2(·) is any process in L2
F (0, T ;R

n), and

Γ1(t) ≡ −[Φ−1(t)]′[C(t)−G(t)]′Φ′(t)Γ2(t).

Lemma 2. Let (v1(·), z1(·)) ∈ Aξ and (v2(·), z2(·)) ∈ Aξ be any two pairs of
admissible controls. Then

E

∫ T

0

Γ′
2(t)Φ(t)[z2(t)− z1(t)]dt=−E

∫ T

0

Γ′(t)Φ(t)F (t)[v2(t)− v1(t)]dt. (4.4)

Proof. For any pair of admissible controls (v(·), z(·)) ∈ Aξ, by Itô’s product
rule and (4.2), we obtain

d[Γ′(t)Φ(t)x(t)] = [dΓ′(t)]Φ(t)x(t) + Γ′(t)d[Φ(t)x(t)] + Γ′
2(t)Φ(t){z(t) + [C(t)−G(t)]x(t)}dt

= Γ′
1(t)Φ(t)x(t)dt + Γ′

2(t)Φ(t)x(t)dW (t)

+ Γ′(t)Φ(t)F (t)v(t)dt + Γ′(t)Φ(t){z(t) + [C(t)−G(t)]x(t)}dW (t)

+ Γ′
2(t)Φ(t){z(t) + [C(t)−G(t)]x(t)}dt

= [Γ′(t)Φ(t)F (t)v(t) + Γ′
2(t)Φ(t)z(t)]dt

+ Γ′
2(t)Φ(t)x(t)dW (t) + Γ′(t)Φ(t){z(t) + [C(t)−G(t)]x(t)}dW (t).
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The rest of the proof proceeds as in the previous lemma. �

Theorem 2. (Minimum-energy control) There exists a unique solution to
the problem (2.7) given by

v∗(t) = H−1
3 (t)[F ′(t)Y (t)−H ′

2Z(t)], (4.5)

z∗(t) = Z(t). (4.6)

Proof. We first show that (v∗(·), z∗(·)) ∈ Aξ. By choosing the process Γ2(·)
in (4.3) as

Γ2(t) = [Φ′(t)]−1[H1(t)z
∗(t) +H2(t)v

∗(t)],

the process Γ1(·) and the equation for Γ(·) become

Γ1(t) = −[Φ′(t)]−1[C(t)−G(t)]′[H1(t)z
∗(t) +H2(t)v

∗(t)],





dΓ(t) = −[Φ′(t)]−1[C(t)−G(t)]′[H1(t)z
∗(t) +H2(t)v

∗(t)]dt

+[Φ′(t)]−1[H1(t)z
∗(t) +H2(t)v

∗(t)]dW (t)

Γ(0) = 0,

(4.7)

Let Ȳ (·) ≡ Φ′(·)[Γ(·) +K]. We show that Ȳ (·) is in fact the process Y (·) of
the previous section. Note that Ȳ (0) = Φ′(0)[Γ(0) + K] = K = Y (0). The
differential of Ȳ (·) is:

dȲ (t) = [dΦ′(t)][Γ(t) +K] + Φ′(t)dΓ(t)−G′[H1z
∗(t) +H2(t)v

∗(t)]dt

= −[A(t)−G(t)C(t)]′Φ′(t)[Γ(t) +K]dt−G′(t)Φ′(t)[Γ(t) +K]dW (t)

− [C ′(t)−G′(t)][H1(t)z
∗(t) +H2(t)v

∗(t)]dt + [H1(t)z
∗(t) +H2(t)v

∗(t)]dW (t)

− G′(t)[H1(t)z
∗(t) +H2(t)v

∗(t)]dt.
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After substituting the expressions for v∗(·) and z∗(·), this equation becomes

dȲ (t) = {−[A′(t)− C ′(t)G′(t)]Ȳ (t)− C ′(t)H2(t)H
−1
3 (t)F ′(t)Y (t)}dt

− C ′(t)[H1(t)−H2(t)H
−1
3 H ′

2(t)]Z(t)dt

+ {−G′(t)Ȳ (t) +H2(t)H
−1
3 (t)F ′(t)Y (t) + [H1(t)−H2(t)H

−1
3 (t)H ′

2(t)]Z(t)}dW (t),

which is satisfied by the process Y (·). Therefore, Ȳ (t) = Y (t). Substituting
(4.5) and (4.6) in (2.5) makes it clear that the equations for x(t) and X(t)
are the same, and in particular x(T ) = ξ a.s.. Hence, (v∗(·), z∗(·)) ∈ Aξ.

We now focus in proving that (v∗(·), z∗(·)) are the unique optimal controls.
By using equation (4.4), for any control pair (v(·), z(·)) ∈ Aξ, we obtain:

E

∫ T

0

{[H1(t)z
∗(t) +H2(t)v

∗(t)]′[z(t)− z∗(t)] + [H ′
2(t)z

∗(t) +H3(t)v
∗(t)]′[v(t)− v∗(t)]}dt

= E

∫ T

0

{−Γ′(t)Φ(t)F (t)[v(t)− v∗(t)] + [H ′
2(t)z

∗(t) +H3(t)v
∗(t)]′[v(t)− v∗(t)]}dt

= E

∫ T

0

[H ′
2(t)z

∗(t) +H3(t)v
∗(t)− F ′(t)Φ′(t)Γ(t)]′[v(t)− v∗(t)]dt

= E

∫ T

0

K ′Φ(t)F (t)[v(t)− v∗(t)]dt = 0, (4.8)

where the last equality is due to (4.1). For any control pair (v(·), z(·)) ∈ Aξ

we have

J(v(·), z(·)) = E

∫ T

0

[z′(t)H1(t)z(t) + 2v′(t)H ′
2(t)z(t) + v′(t)H3(t)v(t)]dt

= E

∫ T

0

[z(t)− z∗(t) + z∗(t)]′H1(t)[z(t)− z∗(t) + z∗(t)]dt

+ E

∫ T

0

[v(t)− v∗(t) + v∗(t)]′H ′
2(t)[z(t)− z∗(t) + z∗(t)]dt

+ E

∫ T

0

[v(t)− v∗(t) + v∗(t)]′H3(t)[v(t)− v∗(t) + v∗(t)]dt
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= E

∫ T

0

{[z(t)− z∗(t)]′H1(t)[z(t)− z∗(t)] + 2[z(t)− z∗(t)]′H1(t)z
∗(t) + (z∗(t))′H1(t)z

∗(t)}dt

+ 2E

∫ T

0

{[v(t)− v∗(t)]′H ′
2(t)[z(t)− z∗(t)] + [v(t)− v∗(t)]′H ′

2(t)z
∗(t)}dt

+ 2E

∫ T

0

{(v∗(t))′H ′
2(t)[z(t)− z∗(t)] + (v∗(t))′H ′

2(t)z
∗(t)}dt

+ E

∫ T

0

{[v(t)− v∗(t)]′H3(t)[v(t)− v∗(t)] + 2(v∗(t))′H3(t)[v(t)− v∗(t)] + (v∗(t))′H3(t)v
∗(t)}dt

= J(v∗(·), z∗(·)) + E

∫ T

0

[
z(t)− z∗(t)
v(t)− v∗(t)

]′ [
H1(t) H2(t)
H ′

2(t) H3(t)

] [
z(t)− z∗(t)
v(t)− v∗(t)

]
dt

+ 2E

∫ T

0

{[z(t)− z∗(t)]′[H1(t)z
∗(t) +H2(t)v

∗(t)] + [v(t)− v∗(t)]′[H ′
2(t)z

∗(t) +H3(t)v
∗(t)]}dt,

Due to (4.8), for any (v(·), z(·)) ∈ Aξ we have

J(v(·), z(·)) = J(v∗(·), z∗(·)) + E

∫ T

0

[
z(t)− z∗(t)
v(t)− v∗(t)

]′ [
H1(t) H2(t)
H ′

2(t) H3(t)

] [
z(t)− z∗(t)
v(t)− v∗(t)

]
dt

≥ J(v∗(·), z∗(·)),

with equality if and only if v(t) = v∗(t), a.e. t ∈ [0, T ] a.s., and z(t) = z∗(t),
a.e. t ∈ [0, T ] a.s.. �

5. Stochastic LQ regulator with a fixed final state

Ever since its introduction by Kalman [6], the LQ regulator has been stud-
ied extensively in both deterministic [2], [3], and stochastic [15], [16], [19],
settings. The version of this regulator with a fixed final state [10] is the
minimum-energy control problem with the cost functional that has a penalty
on the state as well as on the control. As an extension of our results on
minimum-energy control, we give the solution to the following stochastic LQ
regulator problem with a fixed final state.

LQ regulator with a fixed final state. Let Q(·) ∈ L∞(0, T ;Rn×n) be
a given symmetric matrix such that Q(t) ≥ 0, a.e. t ∈ [0, T ]. For any given
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x0 ∈ R
n and ξ ∈ L2(Ω,FT , P ;Rn) find the control process u(·) ∈ Uξ that

minimizes the cost functional

Ĵ(u(·)) = E

∫ T

0

[x′(t)Q(t)x(t) + u′(t)R(t)u(t)]dt. (5.1)

We solve this problem by transforming it into an equivalent minimum-
energy control problem of the previous sections. Consider the Riccati differ-
ential equation





Ṗ (t) + P (t)A(t) + A′(t)P (t) + C ′(t)P (t)C(t) +Q(t)

−[P (t)B(t) + C ′(t)P (t)D(t)][D′(t)P (t)D(t) +R(t)]−1[B′(t)P (t) +D′(t)P (t)C(t)] = 0,

P (T ) = 0,

D′(t)P (t)D(t) +R(t) > 0,

which has a unique solution (see, e.g., [15], [16], [19], [1]). We introduce the
following matrices for notational convenience:

Â(t) ≡ A(t)− B(t)[D′(t)P (t)D(t) +R(t)]−1[B′(t)P (t) +D′(t)P (t)C(t)],

B̂(t) ≡ B(t),

Ĉ(t) ≡ C(t)−D(t)[D′(t)P (t)D(t) +R(t)]−1[B′(t)P (t) +D′(t)P (t)C(t)],

D̂(t) ≡ D(t),

R̂(t) ≡ D′(t)P (t)D(t) +R(t).

By introducing a new control û(t) ≡ u(t)+[D′(t)P (t)D(t)+R(t)]−1[B′(t)P (t)+
D′(t)P (t)C(t)]x(t), we can rewrite the state equation (2.1) as





dx(t) = [Â(t)x(t) + B̂(t)û(t)]dt + [Ĉ(t)x(t) + D̂(t)û(t)]dW (t)

x(0) = x0 ∈ R
n, is given.

(5.2)
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Using the completion of squares method of stochastic LQ control [19], we
can rewrite the cost functional (5.1) as

Ĵ(û(·)) = x′
0P (0)x0 + E

∫ T

0

û′(t)R̂(t)û(t)dt. (5.3)

Apart from the obvious change of notation, the problem of minimizing (5.3)
subject to (5.2) and û(·) ∈ Aξ, is the stochastic minimum-energy control
problem. Hence, its solution can be obtained by applying the results of the
previous sections.

6. Conclusions

A stochastic version of the classical minimum-energy control problem is
formulated. The system is driven by a Brownian motion and all coefficients
can be time-varying. By assuming the exact controllability of the system,
complete solution is given. The minimum-energy control problem is crucial is
solving several optimal control problems involving terminal state constraints
and quadratic criteria. One such problem is the stochastic LQ regulator with
a fixed final state, and it has been solved as an application of our results on
minimum-energy control. We expect that the method proposed in this paper
will prove useful in tackling more general minimum-energy control problems.
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