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From the creation of the field of Membrane Computing in 1998, several research lines have
been opened. On the one hand, theoretical questions like the computational power and the
computational efficiency of P systems have been studied. In this sense, several techniques
to demonstrate the ability of these systems to provide solutions to computational problems
have been explored. The study of efficient (polynomial-time) solutions to presumably hard
problems for finding thin frontiers of efficiency is a very active area. On the other hand,
several applications in biology, ecology, economy, robotics and fault diagnosis, among
others, have been investigated. Real systems with some characteristics seem to be easy
to model with membrane systems due to their behaviour. In this work, a survey of the
theoretical part will be given, explaining techniques both in the field of computability
theory and in the field of computational complexity theory.

1. Introduction

Membrane Computing was created by Gh. Păun [17] inspired from the fact that processes which take place in the 
complex structure of a living cell can be considered, in some sense, as singular computing procedures. At the beginning 
[19], the founder asks about the roots of the Membrane Computing discipline: formal multiset theory, formal language 
theory? He is convinced that the whole program of formal language theory can be repeated here, irrespective of the fact whether or 
not we deal with languages or with multisets [19]. Nevertheless, it seems that within Membrane Computing there is a lot of 
world beyond formal multisets and formal languages.

In this paper, different proof techniques that have been and continue to be used in Membrane Computing, in order to 
obtain interesting results, will be described and illustrated. The work is focuses on aspects concerning to the computabil-
ity theory (computational completeness) and to the computational complexity theory (computational efficiency) of membrane 
systems. With respect to the computational completeness, the equivalence in power to deterministic Turing machines of 
membrane systems, is studied. With respect to the computational efficiency, the capability of membranes systems to pro-
vide efficient (polynomial-time) solutions of computationally hard problems, is analized. For an introduction to membrane 
systems and notation used through this paper we refer the reader to [16]. Apart from the techniques appearing in this 
paper, we refer the reader to [12].

The paper is organized as follows. In Section 2 some techniques used to demonstrate the computational completeness 
of different variants of membrane systems are introduced. Section 3 is devoted to introducing some basic definitions of 
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computational complexity terms, as well as some techniques used for this topic among others. The paper concludes with 
some comments and suggestions for future research.

2. Computational completeness

The computational completeness of computing models of membrane systems was initially showed by making use of 
techniques of formal languages and multisets [4] (i.e. grammars, matrix grammars) as well as simulating the behaviour 
of well known universal models, as register machines [8,27]. The universality of basic transition P systems with external 
output, as devices able to compute functions, was obtained by showing that these systems have the capability of comput-
ing any partial recursive function on natural numbers [24]. For that, operations of composition, iteration and unbounded 
minimization (μ-recursion), among such kinds of P systems were introduced and their closure was established.

The universality of computing models of membrane systems, also can be reached by simulating universal devices as 
deterministic Turing machines or by generating diophantine sets. Specifically, given a deterministic Turing machine, a P system 
with external output associated with it was constructed, in such manner that it generates the same language as the one 
recognized by the Turing machine [22]. In this context, it is worth noting that there is an important difference between 
Turing machines and P systems of the type considered above: the Turing machines work with strings (instantaneous de-
scriptions of the tape), while P systems work with symbol/objects and multisets of symbols. Hence, in principle, P systems 
can compute nothing else than numbers (of objects). On the other hand, by using only operations of composition and iter-
ation with computing P systems, every diophantine set can be partially generated by such kind of computing models [23]. 
Thus, by using the MRDP (Matijasevich, Robinson, Davis, Putnam) theorem, the universality of such computing P systems is 
followed.

3. Computational efficiency

The computational efficiency of a computing model in a computing paradigm, refers to its ability to provide polynomial 
time solutions for computationally hard problems by making use of an exponential workspace constructed in a “natural 
way”. Following [11], a computing model is said to be efficient (respectively, presumably efficient) if it has the ability to 
provide polynomial-time solutions for intractable problems (resp., NP-complete problems). The term presumably efficient
refers to the fact that in the case, generally believed, that P �= NP, each NP-complete problem is an intractable one; 
consequently, under this hypothesis, any presumably efficient computing model would be efficient.

Aspects related to the computational efficiency were first analyzed in 1999 with the introduction of a new computing 
model, called P system with active membranes [18]. These systems are non-cooperative (the left hand side of any rule consists 
of only one object) and their membranes play a relevant role in computations to the extent that new membranes can 
be created by division rules. The membranes of these systems are supposed to have one of the three possible electrical 
polarizations: positive, negative or neutral. In this context, an ad-hoc solution to the Boolean satisfiability problem (SAT) 
by means of such kind of P systems, was given, understanding that it is an ad-hoc solution since for every instance of the
SAT problem, a specific P system is required. Specifically, a P system with active membranes which makes use of simple
object evolution rules (only one object is produced for this kind of rules), dissolution rules and division rules for elementary 
and non-elementary membranes, is associated with every instance ϕ of SAT. Thus, the syntactic structure of the formula 
is “captured” by the description of the system and, furthermore, in this context a P system can only process one instance 
of the problem. The provided solution runs in linear time with respect to the input length of ϕ , that is, the maximum of 
number of variables and number of clauses of the formula ϕ .

The concept of solvability of decision problems in polynomial time and uniform way by means of a family of basic 
recognizer transition P systems (initially called decision P systems) were defined in [21].

Definition 1. Let X = (I X , θX ) be a decision problem and let R be a class of recognizer membrane systems with input 
membrane. Let � + w be a P system � with the multiset w located in the input membrane in the initial configuration. 
We say that X is solvable in polynomial time and uniform way by a family {�(n) | n ∈ N} of systems from R, denoted by 
X ∈ PMCR , if the following holds:

• The family is polynomially uniform by Turing machines, that is, there exists a deterministic Turing machine working in
polynomial time which constructs the system �(n) from the number n ∈N , expressed in unary.

• There exists a pair (cod, s) of polynomial-time computable functions over I X such that for each n ∈N , the set s−1(n) is
finite, and for each u ∈ I X , s(u) ∈N and cod(u) is an input multiset of the system �(s(u)).

• The family is polynomially bounded with respect to (X, cod, s); that is, there exists k ∈N such that for each u ∈ I X , every
computation of the system �(s(u)) + cod(u) performs at most |u|k steps.

• The family is sound with respect to (X, cod, s), that is, for each u ∈ I X , if there exists an accepting computation of �(s(u)) +
cod(u) then θX (u) = 1.

• The family is complete with respect to (X, cod, s), that is, for each u ∈ I X such that θX (u) = 1 then every computation of
�(s(u)) + cod(u) is an accepting one.
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According to the previous definition:

– We say that the family {�(n) | n ∈N} provides a polynomial time and uniform solution to the problem X , and the ordered
pair (cod, s) is a polynomial encoding from the problem X to the family {�(n) : n ∈N}.

– For each instance u ∈ I X , the system �(s(u)) processes u when the input multiset cod(u) is supplied to the corre-
sponding input membrane. Besides, the recognizer membrane system �(s(u)) + cod(u) is confluent, in the sense that all
computations must give the same answer (either all computations are accepting ones or all computations are rejecting
ones).

As a direct consequence of working with recognizer membrane systems, these complexity classes are closed under comple-
ment. Moreover, it is easy to prove that they are closed under polynomial-time reductions [25]. These families of recognizer 
membrane systems provide an efficient solution to a decision problem. Their formal verification is crucial to understand the 
behaviour and to prove that the answer of the system is always correct. Some examples of efficient solutions for presumably 
intractable problems can be found in the bibliography [2,9,13].

A related concept to maintain compatibility with previous ad-hoc solutions was created, in the sense that these non-
uniform solutions associate a membrane system with a single input; that is, every �(u), u ∈ I X , will solve a single input, in 
this case, u. The class of problems solvable in polynomial time and non-uniform way by a family of systems from R (R
being a class of recognizer membrane systems without input membrane) is denoted by PMC∗

R . In order to establish the 
presumed efficiency of some computing models of membrane systems it suffices to design polynomial time and uniform 
solutions to NP-complete problems by means of families of these kinds of systems. Thus, it is interesting to develop some 
design techniques but recalling that this development can not be “mechanized”. However, some patterns can be observed 
during the process of creating a new efficient solution to NP-complete problems by means of a uniform family of membrane 
systems [26].

It seems interesting to analyse what kind of membrane systems are capable of solving decision problems through only 
one unique system. In this context, it is fundamental how the instances of the problem are introduced into the system. 
Next, we consider the case in which the instances are directly introduced inside the system (free of resources) by means 
of a representation of the problem to be solved; that is, the instance is introduced without any previous encoding, e.g. 
X = (I X , θX ), and I X = an for n ≥ 0, then the input multiset will be the multiset {an}.

Definition 2. Let X = (I X , θX ) be a decision problem where I X is a language over a finite alphabet �X . Let R be a 
class of recognizer membrane systems with input membrane. We say that problem X is solvable in polynomial time 
by a single membrane system � from R, free of resources, denoted by, X ∈ PMC1 f

R , if the following hold:

• The input alphabet of � is �X .
• The system � is polynomially bounded with regard to X ; that is, there exists k ∈ N such that for each instance u ∈ I X ,

every computation of the system � with input multiset u performs at most |u|k steps.
• The system � is sound with regard to X ; that is, for each instance u ∈ I X , if there exists an accepting computation of

the system � + u then θX (u) = 1.
• The system � is complete with regard to X ; that is, for each instance u ∈ I X such that θX (u) = 1, every computation of

the system � + u is an accepting one.

From the previous definition it is easy to prove that PMC1 f
R ⊆ PMCR , for every class R of recognizer membrane

systems with input membrane, since every single recognizer membrane system free of resources can be seen as a fam-
ily of recognizer membrane systems with a single system � = {�(0)} such that s(u) = 0 and cod(u) = u, for u ∈ I X . 
A related concept is created concerning systems that count with a polynomial-time encoding function cod such that 
� + cod(u), u ∈ I X , is capable of solving the problem X . This class of problems is denoted by PMC1p

R . It can be easily

proven that PMC1 f
R ⊆ PMC1p

R ⊆ PMCR , since a single recognizer membrane system can be seen as a family of recognizer 
membrane systems as seen above, and every single recognizer membrane system free of resources can be seen as a single 
membrane system whose cod function is cod(u) = u for every u ∈ I X .

3.1. Dependency graph technique

The dynamic of a membrane system provides, in a natural way, a tree of computations. Specifically, the computation tree
of a membrane system �, denoted Comp(�), is a rooted labelled maximal tree defined as follows:

– Nodes are labelled by configurations of �.
– Edges are labelled by applicability matrices (maximal multiset of rules applicable to a configuration).
– The root of the tree is the initial configuration of �.
– The children of a node labelled by C are the configurations C′ which can be obtained from C in one transition step.
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The maximal branches of Comp(�) will be called computations of �. A computation of � is a halting computation if and 
only if it is a finite branch. The labels of the leaves of Comp(�) are called halting configurations.

Given a semi-uniform or uniform solution (in polynomial time) for a decision problem by means of a family of rec-
ognizer membrane systems, every instance of the problem is processed by a system of the family, which is confluent. 
Thus, in order to know the answer of the system for any instance it is enough to consider only one computation of the 
previous system. In this context, an exciting challenge would be looking for a computation with minimum length. For 
that, it would be interesting to analyze the degree of closeness between two configurations. The problem is specially hard 
if we want to quantify that proximity in order to make useful comparisons. Some weak metrics on configurations of a 
membrane system with a fixed structure of membranes has been studied in [3]. In this context, in order to search the 
shortest paths in that graph providing a sound computation of the system, the dependency graph associated with the set 
of rules of a recognizer membrane system, was introduced. This concept is based on the dependence among elements 
of the alphabet with respect to the set of rules of the P system. Several weak metrics over the set of configurations of 
the system based on the concept of dependency graph, were considered, starting from the notion of distance between 
two nodes of that graph (the length of the shortest path that connect v1 and v2, or infinite if there is no path from v1
to v2).

Dependency graph as a proof technique for the non-efficiency of membrane systems

With some kind of recognizer membrane systems, it is possible to consider a directed graph (also called dependency 
graph) verifying the following properties: (a) it can be constructed from the working alphabet and the set of rules of the 
system, in polynomial time; that is, in a time bounded by a polynomial function depending on the size of the working 
alphabet and the total number of rules and the maximum length of them; and (b) accepting computations of such systems 
can be characterized by means of a “reachability” property in the dependency graph associated with it (the existence of 
a path in the graph between two specific nodes). Therefore, dependency graphs provide a technique to demonstrate the 
non-efficiency of membrane systems ([6], [7]).

As an illustration example, recognizer polarizationless P systems with active membranes which do not make use of 
dissolution rules, are considered. The rules of such systems can be considered as a dependency relation between the object 
triggering the rule and the objects produced by its application. For instance,

– Object evolution rules [ a → u ]h can be described as follows: the pair (a, h) produces the pair (b, h), for each b being a
symbol belonging to u.

– Send-in communication rules a [ ]h → [ b ]h can be described as follows: the pair (a, p(h)) produces the pair (b, h).
– Send-out communication rules [ a ]h → [ ]h b can be described as follows: the pair (a, h) produces the pair (b, p(h)).
– Division rules for elementary membranes [ a ]h → [ b ]h [ c ]h can be described as follows: the pair (a, h) produces the

pairs (b, h) and (c, h).

Let us recall that if h is the label of a membrane, then p(h) denotes the label of the parent of such membrane labelled by 
h. We adopt the convention that the father of the skin membrane (the root of the tree) is the environment and its label is
denoted by env .

It is worth pointing out that dissolution rules cannot be expressed in a similar way due to the fact that such kind of 
rules affects objects that do not appear in the rule, and therefore depends on the current configuration.

In this context, division rules for non-elementary membranes do not provide any information. These ideas can be for-
malized as follows:

Definition 3. Let � = (�, H, μ, M1, . . . , Mq, R, iin, iout) be a recognizer polarizationless P system with active membranes 
of degree q ≥ 1 which do not make use of dissolution rules. Let us assume that the label “env” of the environment of � is 
in H . Let supp(u) be the support set of u; that is, its underlying set. The dependency graph associated with � is the directed 
graph G� = (V�, E�) defined as follows:

– The set of vertices is V� = {s�} ∪ V L� ∪ V R� , where s� /∈ � × H and:

V L� = {(a,h) ∈ � × H | ∃u ∈ M(�) ([a → u]h ∈R) ∨
∃b ∈ � ([a]h → [ ]hb ∈R) ∨
∃b ∈ � ∃h′ ∈ ch(h) (a[ ]h′ → [b]h′ ∈R) ∨
∃b, c ∈ � ([a]h → [b]h[c]h ∈R))}.

V R� = {(b,h) ∈ � × H | ∃a ∈ � ∃u ∈ M(�) ([a → u]h ∈R∧ b ∈ supp(u)) ∨
∃a ∈ � ∃h′ ∈ ch(h) ([a]h′ → [ ]h′b ∈R) ∨
∃a ∈ � (a[ ]h → [b]h ∈R) ∨
∃a, c ∈ � ([a] → [b] [c] ∈R∨ [a] → [c] [b] ∈R)}.
h h h h h h
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Fig. 1. Graphical representation of the creation of the dependency graph depending on the rule.

– The set of arcs is E� = E1
� ∪ E2

� , where:

E1
� = {(s�, (a,h)) | (h ∈ H \ {env} ∧ a ∈Mh) ∨ (h = iin ∧ a ∈ cod(u))}

E2
� = {((a,h), (b,h′)) | ∃u ∈ M(�) ([a → u]h ∈R∧ b ∈ supp(u) ∧ h = h′) ∨

([a]h → [ ]hb ∈R ∧ h′ = p(h)) ∨
(a[ ]h′ → [b]h′ ∈R ∧ h = p(h′)) ∨
∃c ∈ � ([a]h → [b]h[c]h ∈R∧ h = h′) ∨
∃c ∈ � ([a]h → [c]h[b]h ∈R∧ h = h′)}.

Let us recall that if h is the label of a membrane, then ch(h) denotes the set of labels of the children membranes of such 
membrane labelled by h.

The node s� is called the source node of G� . The node (yes, env) is called the accepting node, and the node (no, env)

is called the rejecting node of G� .

A graphical interpretation of the process to create the dependency graph is the following:

• For an evolution rule [ a → u ]h , a node (a, h) and nodes (b, h), for b ∈ supp(u) are defined. Edges from (a, h) to each
node (b, h) are defined. This can be seen graphically in Fig. 1a.

• For a communication send-out rule [ a ]h → b [ ]h , a node (a, h) and a node (b, h′), for h′ = p(h) are defined. An edge
from (a, h) to node (b, h′) is defined. This can be seen graphically in Fig. 1b.

• For a communication send-in rule a [ ]h → [ b ]h , a node (a, h′) and a node (b, h), for h′ = p(h) are defined. An edge
from (a, h′) to node (b, h) is defined. This can be seen graphically in Fig. 1c.

• For a division rule for elementary membranes [ a ]h → [ b ]h[ c ]h , nodes (a, h), (b, h) and (c, h) are defined. Edges from
(a, h) to (b, h) and (c, h) are defined. This can be seen graphically in Fig. 1d.

• For a division rule for non-elementary membranes, neither new nodes nor new edges are defined.

Bearing in mind that all computations of a recognizer P system halt, any path in the dependency graph associated with
it must be simple; that is, all vertices in a path are distinct.

A partial answer to the Păun’s conjecture

At the beginning of 2005, Gh. Păun (problem F from [20]) wrote: My favourite question (related to complexity aspects in 
P systems with active membranes and with electrical charges) is that about the number of polarizations. Can the polarizations be 
completely avoided? The feeling is that this is not possible – and such a result would be rather sound: passing from no polarization to 
two polarizations amounts to passing from non-efficiency to efficiency.

Let us denote AM0(α, β) the class of all recognizer polarizationless P systems with active membranes such that: (a) 
if α = +d (resp., α = −d) then dissolution rules are permitted (resp., forbidden); and (b) if β = +ne (resp., β = −ne) then 
division rules for elementary and non-elementary membranes (resp., only for elementary membranes) are permitted. Then, 
the so-called Păun’s conjecture can be formally formulated in terms of membrane computing complexity classes as follows: 
P = PMC 0 .
AM (+d,−ne)
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An affirmative answer to this conjecture would indicate that the ability to create an exponential amount of workspace 
(expressed in terms of the number of membranes and objects) in polynomial time, is not enough in order to solve computa-
tionally hard problems efficiently. On the other hand, assuming that P �= NP, a negative answer to the conjecture would show 
that division rules for elementary membranes provide a borderline between the non-efficiency and the presumed efficiency of 
polarizationless P systems with active membranes.

The dependency graph associated with a P system from AM0(−d, +ne), can be constructed by a deterministic Turing 
machine working in polynomial time (see [7] for details). Moreover, dependency graphs can be used to characterize the be-
haviour of the system through the analysis of simple paths. Specifically, given a recognizer P system � from AM0(−d, +ne), 
there exists an accepting computation of � if and only if there exists a simple path in the dependency graph G� from the 
source node s� to the accepting node (yes, env) with length greater than or equal to 2 (see [7] for details).

Let {�(n) | n ∈N} be a family of P systems from AM0(−d, +ne) solving a decision problem X = (I X , θX ) in polynomial 
time. Let (cod, s) be a polynomial encoding associated with that solution. Then, for each instance u ∈ I X , the answer of the 
problem is yes; that is, θX (u) = yes, if and only if there exists a simple path in the dependency graph associated with 
�′ = �(s(u)) + cod(u), from the source node s�′ to the accepting node (yes, env).

Theorem 1. PMCAM0 (−d,+ne) = P.

Proof. On the one hand, it is well known that if R is a class of recognizer membrane systems then P ⊆ PMCR . On the 
other hand, in order to show that PMCAM0(−d,+ne) ⊆ P, let X ∈ PMCAM0(−d,+ne) and let {�(n) | n ∈ N} be a family of 
P systems from AM0(−d, +ne) solving X in polynomial time and uniform way. Let (cod, s) be a polynomial encoding 
associated with that solution. Let us see that there exists a polynomial time reduction from X to the REACHABILITY
problem.1 For that, let us consider the mapping F from I X to the set of instances IREACHABILITY defined as follows: F (u) =
(G�(s(u))+cod(u), s�(s(u))+cod(u), (yes, env)), for each instance u of X . Then, F is a polynomial time computable function such 
that

u ∈ L X ⇐⇒ F (u) ∈ LREACHABILITY.

Finally, we deduce that X ∈ P because the class P is closed under polynomial-time reductions, X ≤p REACHABILITY and 
REACHABILITY ∈ P. �

Hence, in the framework of polarizationless P systems with active membranes which do not make use of dissolution 
rules we have a partial affirmative answer to Păun’s conjecture, that is, PMCAM0 (−d,+ne) = P. The answer is partial because 
dissolution rules have been forbidden.

In [1], a uniform and linear time solution to the QBF-SAT problem, a well known PSPACE-complete problem [15], 
by means of a family of recognizer polarizationless P systems from AM0(+d, +ne), was given. Thus, PSPACE ⊆
PMCAM0 (+d,+ne) . Hence, assuming that P �= NP, we have a partial negative answer to Păun’s conjecture in the frame-

work AM0(−d, +ne): computationally hard problems can be efficiently solved avoiding polarizations. The answer is partial 
because division rules for non-elementary membranes have been required.

Dependency graph as a proof technique for negative results in Membrane Computing

Let R be a class of recognizer membrane systems such that every system from R is associated with a dependency graph 
verifying the following property: a computation of a system from R is an accepting computation if and only if there exists a 
path between two distinguished nodes, in the dependency graph associated with the system. In this situation, it is possible 
to show that some decision problem X = (I X , θX ) cannot be solved in polynomial time and in a uniform way by means of a 
single membrane system, free of resources, from R. This remark is illustrated by an example.

The ONLY-ONE-OBJECT problem is the decision problem X = (I X , θX ) defined as follows: I X = {an | n ∈ N, n ≥ 1} and 
θX (an) = 1 if and only if n = 1. It is easy to design a deterministic Turing machine which takes two computation steps, 
solving the ONLY-ONE-OBJECT problem. Let us see that ONLY-ONE-OBJECT /∈ PMC1 f

AM0(−d,+ne)
.

Theorem 2. There is not a recognizer membrane system � from the class AM0(−d, +ne) solving the ONLY-ONE-OBJECT problem 
in polynomial time by a single membrane system and free of resources.

1 The REACHABILITY or STCON problem is the following decision problem: given a directed graph G = (V , E) with two specified vertices s and t, determine
whether or not there is a path from s to t . There are algorithms solving this problem, for instance, search algorithms based on breadth-first search or depth-first
search. These algorithms determine whether two vertices are connected in O (max(|V |, |E|)) time. Moreover, they basically need to store at most |V | items,
so these algorithms use O (|V |) space. But this quantity of space can be reduced to O (log2|V |) by using an algorithm that could be called middle-first 
search (see [15] for details, pp. 149–150). In particular, REACHABILITY ∈ P.
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Proof. Let us assume that there exists a recognizer membrane system � from AM0(−d, +ne) verifying the following: 
(a) the input alphabet of � is the singleton {a}; (b) every computation of � with input multiset {a} is an accepting
computation; and (c) every computation of � with input multiset {an}, for each n > 1, is a rejecting computation.

Let us denote by G�+{a} (respectively, G�+{an} , for each n > 1) the dependency graph associated with the system � +{a}
(resp. � + {an}). Then, for each n > 1, we have G�+{a} = G�+{an} . Besides, every computation of � + {a} is an accepting 
computation if and only if every computation of � + {an}, for each n > 1, is an accepting computation. This is a contradic-
tion. �
3.2. Simulation technique

Let us define the meaning of efficient simulation in the framework of recognizer membrane systems.

Definition 4. Let � and �′ be two recognizer membrane systems. We say that system �′ simulates system � in an efficient 
way if the following holds: (a) �′ can be constructed from � by a deterministic Turing machine working in polynomial 
time; and (b) there exists an injective function, f , from the set Comp(�) of computations of � onto the set Comp(�′) of 
computations of �′ such that:

	 There exists a deterministic Turing machine working in polynomial time that constructs computation f (C) from com-
putation C , for each C ∈ Comp(�).

	 A computation C ∈ Comp(�) is an accepting computation if and only if f (C) ∈ Comp(�′) is an accepting one.
	 There exists a polynomial function p(n) such that for each C ∈ Comp(�) we have | f (C)| ≤ p(|C|).

We say that a configuration Ct of a membrane system is the current state of the system; that is, the structure and the 
contents of the cells at the moment t . A computation C = (C0, C1, . . . , Cr) is a sequence of configurations such that: (1) C0
is the initial configuration; and (2) a configuration Ct yields Ct+1 if the second can be obtained from the first by applying a 
set of rules according to the semantics of the system, and it is denoted by Ct ⇒� Ct+1. We denote by Ct(i) the contents of 
the cells labelled by i in the configuration Ct .

Next, the simulation technique by considering the presumed efficiency of the computing model of recognizer membrane 
systems T DC(2) is presented as an illustration of it.

In what follows, throughout this section, let � = {�(n) | n ∈ N} be a family of recognizer tissue P systems with cell 
division and with environment solving a decision problem X = (I X , θX ) in polynomial time and uniform way. Let r(n) be a 
polynomial function such that for each instance u ∈ I X , 2r(|u|) is an upper bound of the number of objects from E which are 
moved from the environment to all cells of the system by any computation of �(s(u)) + cod(u).

Definition 5. For each n ∈ N , let �(n) = (�, E, �, M1, . . . , Mq, R, iin, iout) be an element of the family � of degree q, 
and for the sake of simplicity we denote r instead of r(n). Let us consider the recognizer tissue P system of degree q1 =
1 + q · (r + 2) + |E | with cell division and without environment

S(�(n)) = (�′,�′,M′
0,M′

1, . . . ,M′
q1

,R′, i′in, i′out)

defined as follows:

• �′ = � ∪ {αi : 0 ≤ i ≤ r − 1}.
• �′ = �.
• Each cell i ∈ {1, . . . , q} of � provides a cell of S(�(n)) with the same label. In addition, S(�(n)) has:

– r + 1 new cells, labelled by (i, 0), (i, 1), . . . , (i, r), respectively, for each i ∈ {1, . . . , q}.
– A distinguished cell labelled by 0.
– A new cell, labelled by lb , for each b ∈ E .

• Initial multisets: M′
lb

= {α0}, for each b ∈ E , and

M′
(i,0)

= Mi

M′
(i,1)

= ∅
. . . . . . . . .

M′
(i,r) = ∅

M′
i = ∅

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(1 ≤ i ≤ q)
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• Set of rules:

R′ = R ∪ {[α j]lb → [α j+1]lb [α j+1]lb : b ∈ E ∧ 0 ≤ j ≤ r − 2}
∪ {[αp−1]lb → [b]lb [b]lb : b ∈ E}
∪ {(lb, b/λ ,0) : b ∈ E}
∪ {((i, j), a/λ , (i, j + 1)

) : a ∈ � ∧ 1 ≤ i ≤ q ∧ 0 ≤ j ≤ p − 1}
∪ {((i, r), a/λ , i

) : a ∈ � ∧ 1 ≤ i ≤ q}
• i′in = (iin, 0), and i′out = 0.

Let us notice that S(�(n)) can be considered as an extension of �(n) without environment, in the following sense:

	 � ⊆ �′, � ⊆ �′ and E = ∅.
	 Each cell in � is also a cell in S(�(n)).
	 There is a distinguished cell in S(�(n)) labelled by 0 which plays the role of environment of �(n).
	 R ⊆R′ , and now 0 is the label of a “normal cell” in S(�(n)).

Next, we analyze the structure of the computations of system S(�(n)) and we compare them with the computations of 
�(n).

Lemma 1. Let C′ = (C′
0, C′

1, . . . ) be a computation of S(�(n)). For each t (1 ≤ t ≤ r) the following holds:

• C′
t(i) = ∅, for 0 ≤ i ≤ q.

• For each 1 ≤ i ≤ q, and 0 ≤ j ≤ r we have:

C′
t(i, j) =

{
Mi, if j = t

∅, if j �= t

• For each b ∈ E , there exist 2t cells labelled by lb whose content is:

C′
t(lb) =

{
αt, if 1 ≤ t ≤ r − 1

b, if t = r

Proof. By induction on t .
Let us start with the basic case t = 1. The initial configuration of system S(�(n)) is the following:

• C′
0(i) = ∅, for 0 ≤ i ≤ q.

• For each 1 ≤ i ≤ q we have C′
0(i, 0) =Mi , and C′

0(i, j) = ∅, for 1 ≤ j ≤ r.
• For each b ∈ E , there exists only one cell labelled by lb whose contents is {α0}.

At configuration C′
0, only the following rules are applicable:

• [α0]lb → [α1]lb [α1]lb , for each b ∈ E .
• (

(i, 0), a/λ , (i, 1)
)
, for each a ∈ supp(Mi).

Thus,

• For each i (1 ≤ i ≤ q) we have:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

C′
1(i) = ∅

C′
1(0) = ∅

C′
1(i,0) = ∅

C′
1(i,1) = Mi

C′
1(i, j) = ∅, for 2 ≤ j ≤ r

• For each b ∈ E , there are 2 cells labelled by lb whose content is {α1}.

Hence, the result holds for t = 1.
By induction hypothesis, let t be such that 1 ≤ t < r, and let us suppose the result holds for t , that is,
8



• C′
t(i) = ∅, for 0 ≤ i ≤ q.

• For each 1 ≤ i ≤ q, and 0 ≤ j ≤ r we have:

C′
t(i, j) =

{
Mi, if j = t

∅, if j �= t

• For each b ∈ E , there exist 2t cells labelled by lb whose contents is C′
t(lb) = {αt} (because t ≤ r − 1).

Then, at configuration C′
t only the following rules are applicable:

(1) If t ≤ r − 2, the rules [αt]lb → [αt+1]lb [αt+1]lb , for each b ∈ E .
(2) If t = r − 1, the rules [αt]lb → [b]lb [b]lb , for each b ∈ E .
(3)

(
(i, t), a/λ , (i, t + 1)

)
, for each a ∈ �.

From the application of rules of type (1) or (2) at configuration C′
t , we deduce that there are 2t+1 cells labelled by lb in 

C′
t+1, for each b ∈ E , whose content is {αt+1}, if t ≤ r − 2, or {b}, if t = r − 1.

From the application of rules of type (3) at configuration C′
t , we deduce that

C′
t+1(i, j) =

{
Mi, if j = t + 1

∅, if 0 ≤ j ≤ r ∧ j �= t + 1

Bearing in mind that no other rule of system S(�(n)) is applicable, we deduce that C′
t+1(i) = ∅, for 0 ≤ i ≤ q.

This completes the proof of this Lemma. �
Lemma 2. Let C′ = (C′

0, C′
1, . . . ) be a computation of the tissue P system S(�(n)). Configuration C′

r+1 is the following:

(1) C′
r+1(0) = b2r

1 . . .b2r

α , where E = {b1, . . . , bα}.
(2) C′

r+1(i) =Mi = C0(i), for 1 ≤ i ≤ q.
(3) C′

r+1(i, j) = ∅, for 1 ≤ i ≤ q, 0 ≤ j ≤ r.
(4) There exist 2r cells labelled by lb whose content is empty, for b ∈ E .

Proof. From Lemma 1, the configuration C′
r is the following:

• C′
r(i) = ∅, for 0 ≤ i ≤ q.

• For each i (1 ≤ i ≤ q) we have

C′
r(i, j) =

{
Mi, if j = r

∅, if j �= r

• For each b ∈ E , there exist 2r cells labelled by lb whose content is {b}.

At configuration C′
r only the following rules are applicable:

• (
(i, r), a/λ , i

)
, for each a ∈ � ∩ supp(Mi).

• (
lb, b/λ , 0

)
, for each b ∈ E .

Thus,

• C′
r+1(0) = b2r

1 . . .b2r

α , where E = {b1, . . . , bα}.
• C′

r+1(i) =Mi = C0(i), for 1 ≤ i ≤ q.
• C′

r+1(i, j) = ∅, for 1 ≤ i ≤ q and 0 ≤ j ≤ r.
• There exist 2r cells labelled by lb whose content is empty, for each b ∈ E . �

Definition 6. Let C = (C0, C1, . . . , Cm) be a halting computation of �(n). Then we define the computation S(C) =
(C′

0, C′
1, . . . , C′

r, C′
r+1, . . . , C′

r+1+m) of S(�(n)) as follows:

(1) The initial configuration is:
9



⎧⎪⎪⎪⎨⎪⎪⎪⎩
C′

0(i) = ∅, for 0 ≤ i ≤ q

C′
0(i,0) = C0(i), for 1 ≤ i ≤ q

C′
0(i, j) = ∅, for 1 ≤ i ≤ q and 1 ≤ j ≤ r

C′
0(lb) = α0, for each b ∈ E

(2) The configuration C′
t , for 1 ≤ t ≤ r, is described by Lemma 1.

(3) The configuration C′
r+1 is described by Lemma 2.

(4) The configuration C′
r+1+s , for 0 ≤ s ≤ m, coincides with the configuration Cs of �, that is, Cs(i) = C′

r+1+s(i), for 1 ≤ i ≤ q. 
The content of the remaining cells (excluding cell 0) at configuration C′

r+1+s is equal to the content of that cell at 
configuration C′

r+1, that is, these cells do not evolve after step r + 1.

That is, every computation C of �(n) can be “reproduced” by a computation S(C) of S(�(n)) with a delay: from step 
r + 1 to step r + 1 + m, the computation S(C) restricted to cells 1, . . . , q provides the computation C of �(n).

From Lemma 1 and Lemma 2 we deduce the following:

(a) S(C) is a computation of S(�(n)).
(b) S is an injective function from Comp(�(n)) onto Comp(S(�(n))).

Moreover, if r is a polynomial function on the size of �(n), then we have the following result.

Proposition 1. The tissue P system S(�(n)) from Definition 5 simulates �(n) in an efficient way.

Proof. In order to show that S(�(n)) can be constructed from �(n) by a deterministic Turing machine working in polyno-
mial time, it is enough to note that the amount of resources needed to construct S(�(n)) from �(n) is polynomial in the 
size of the initial resources of �(n). Indeed,

1. The size of the alphabet of S(�(n)) is |�′| = |�| + r.
2. The initial number of cells of S(�(n)) is 1 + q · (r + 2) + |E |.
3. The initial number of objects of S(�(n)) is the initial number of objects of �(n) plus |E |.
4. The number of rules of S(�(n)) is |R′| = |R| + (r + 1) · |E | + |�| · q · (r + 1).
5. The maximal length of a communication rule of S(�(n)) is equal to the maximal length of a communication rule of

�(n).

From Lemma 1 and Lemma 2 we deduce that:

(a) Every computation C′ of S(�(n)) has an associated computation C of �(n) such that S(C) = C′ in a natural way.
(b) The function S is injective.
(c) A computation C of � is an accepting computation if and only if S(C) is an accepting computation of S(�(n)).

Finally, let us notice that if C is a computation of �(n) with length m, then S(C) is a computation of S(�(n)) with length 
r + 1 + m. �

Taking into account these results, we analyze the role of the environment in the efficiency of tissue P systems with cell 
division. That is, we study the ability of these P systems with respect to the computational efficiency when the alphabet of 
the environment is an empty set.

Theorem 3. For each k ∈N we have PMCTDC(k+1) = PMCT̂DC(k+1) .

Proof. Let us recall that PMCTDC(1) = P (see [6] for details). Then,

P ⊆ PMCT̂DC(1) ⊆ PMCTDC(1) = P

Thus, the result holds for k = 0. Let us show the result for k ≥ 1. Since T̂DC(k + 1) ⊆ TDC(k + 1) it suffices to prove that 
PMCTDC(k+1) ⊆ PMCT̂DC(k+1) . For that, let X ∈ PMCT DC(k+1) .

Let {�(n) : n ∈ N} be a family of tissue P systems from TDC(k + 1) a polynomial time and uniform solution to X . Let 
(cod, s) be a polynomial encoding associated with that solution. Let u ∈ I X be an instance of the problem X that will be 
processed by the system �(s(u)) + cod(u). According to Proposition 1, let r(n) be a polynomial function such that 2r(|u|) is 
an upper bound of the number of objects from E which are moved from the environment to all cells of the system by any 
computation of �(s(u)) + cod(u) = (�, E, �, M1, . . . , Miin + cod(u), . . . , Mq1 , R, iin, iout).

Then, we consider the tissue P system without environment

S(�(s(u))) + cod(u) = (�′,�′,M′ ,M′
1, . . . ,M′ + cod(u), . . . ,M′

q ,R′, i′ , i′out)
0 iin 1 in

10
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according to Definition 5, where q1 = 1 + q · (r(|u|) + 2) + |E |.
Therefore, S(�(s(u))) + cod(u) is a tissue P system from ̂T DC(k + 1) such that verifies the following:

• A distinguished cell labelled by 0 has been considered, which will play the role of the environment in the system
�(s(u)) + cod(u).

• At the initial configuration, it has enough objects in cell 0 in order to simulate the behaviour of the environment of the
system �(s(u))) + cod(u).

• After r(n) + 1 steps, computations of �(s(u)) + cod(u) are reproduced by the computations of S(�(s(u))) + cod(u)

exactly.

Let us suppose that E = {b1, . . . , bα}. In order to simulate �(s(u)) + cod(u) by a tissue P system without environment in an 
efficient way, we need to have enough objects in the cell of S(�(s(u))) + cod(u) labelled by 0 available. That is, 2r(n) objects 
in that cell are enough.

In order to start the simulation of any computation C of �(s(u)) + cod(u), it would be enough to have 2r(n) copies of 
each object b j ∈ E in the cell of S(�(s(u))) + cod(u) labelled by 0. For this purpose

• For each b ∈ E we consider a cell in S(�(s(u))) + cod(u) labelled by lb which only contains object α0 initially. We also
consider the following rules:
– [α j]lb → [α j+1]lb [α j+1]lb , for 0 ≤ j ≤ r(|u|) − 2,
– [αp(n)−1]lb → [b]lb [b]lb ,
– (lb, b/λ, 0).

• By applying the previous rules, after r(|u|) transition steps we get 2r(|u|) cells labelled by lb , for each b ∈ E in such a
way that each of them contains only object b. Finally, by applying the third rule we get 2r(|u|) copies of objects b in cell
0, for each b ∈ E .

Therefore, after the execution of r(|u|) + 1 transition steps in each computation of S(�(s(u))) + cod(u) in cell 0 of the 
corresponding configuration, we have 2r(|u|) copies of each object b ∈ E . This number of copies is enough to simulate any 
computation C of �(s(u)) + cod(u) through the system S(�(s(u)) + cod(u)).

From Proposition 1 we deduce that the family {S(�(n))| n ∈ N} solves X in polynomial time and uniform way. Hence, 
X ∈ PMC

̂T DC(k+1)
. �

3.3. Algorithmic technique

In order to simulate the behaviour of a recognizer membrane system, �, when an input multiset, m, is supplied to the 
corresponding input membrane, the algorithmic technique can be used. This technique consists on the construction of a 
deterministic decision algorithm A working in polynomial time that receives as input a recognizer membrane system �
and an input multiset m of �. Then, the algorithm A reproduces the behaviour of one computation of � + m. Since the 
recognizer membrane system � + m is confluent, then the algorithm will provide the same answer of the system; that is, 
the answer of algorithm A is affirmative if and only if the system � + m has an accepting computation (and then, any 
computation is an accepting one). In [14], another application of the algorithmic technique to prove the non-efficiency of 
certain kind of P systems is found.

The goal of this section is the use of the algorithmic technique to show that only tractable problems can be solved 
efficiently by using tissue P systems with communication rules of any length, separation rules and without environment. 
That is, we will prove that P = PMCT̂SC .

For this purpose, given a family of recognizer tissue P systems, we provide a deterministic algorithm A working in poly-
nomial time that receives as input a recognizer tissue P system from T̂SC together with an input multiset, and reproduces 
the behaviour of a computation of such system.

The pseudocode of the algorithm A is described as follows:

Input: A recognizer tissue P system � from T̂SC and an input multiset m
Initialization stage: the initial configuration C0 of � + m
t ← 0
while Ct is a non halting configuration do

Selection stage: Input Ct, Output (C′
t , A)

Execution stage: Input (C′
t , A), Output Ct+1

t ← t + 1
end while

Output: Yes if Ct is an accepting configuration, No otherwise

The selection stage and the execution stage implement a transition step of a recognizer tissue P system �. Specifically, 
the selection stage receives as input a configuration Ct of � at an instant t . The output of this stage is a pair (C′

t , A), 
where A encodes a multiset of rules selected to be applied to Ct , and C′

t is the configuration obtained from Ct once the 
labelled objects corresponding to the application of rules from A have been consumed. The execution stage receives as 
11
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input the output (
C′

t , A) of the selection stage. The output of this stage is the next configuration Ct+1 of Ct . Specifically, at 
this stage, the configuration Ct+1 is obtained from C′

t by adding the labelled objects produced by the application of rules 
from A.

Next, selection stage and execution stage are described in detail.

Selection stage.
Input: A configuration Ct of � at instant t

C′
t ← Ct; A ← ∅; B ← ∅

for r ≡ (i, u/v, j) ∈ RC according to the order chosen do
for each pair of cells (i, σi), ( j, σ j) of C′

t according to the
lexicographical order do

nr ← maximum number of times that r is applicable to (i, σi), ( j, σ j)

if nr > 0 then
C′

t ← C′
t \ nr · LH S(r, (i, σi), ( j, σ j))

A ← A ∪ {(r, nr , (i, σi), ( j, σ j))}
B ← B ∪ {(i, σi), ( j, σ j)}

end if
end for

end for
for r ≡ [a]i → [�0]i [�1]i ∈ R S according to the order chosen do

for each (a, i, σi) ∈ C′
t, according to the lexicographical order, and

such that (i, σi) /∈ B do
C′

t ← C′
t \ {(a, i, σi)}

A ← A ∪ {(r, 1, (i, σi))}
B ← B ∪ {(i, σi)}

end for
end for

This algorithm is deterministic and works in polynomial time. Indeed, the cost in time of the previous algorithm is 
polynomial in the size of � because the number of cycles of the first main loop for is of orderO (|R| · (2M+q)(2M+q−1)

2 ), 
and the number of cycles of the second main loop for is of order O (|R| · |�| · (2M + q)). Besides, the last loop includes a 
membership test of order O (2M + q).

In order to complete the simulation of a computation step of the system �, the execution stage takes care of the 
effects of applying the rules selected in the previous stage: updating the objects according to the right-hand side of the 
rules.

Execution stage.

Input: The output C′
t and A of the selection stage

for each (r, nr , (i, σi), ( j, σ j)) ∈ A do
C′

t ← C′
t + nr · R H S(r, (i, σi), ( j, σ j))

end for
for each (r, 1, (i, σi)) ∈ A do

C′
t ← C′

t + {(λ, i, σi)/σi 0}
C′

t ← C′
t + {(λ, i, σi 1)}

for each (x, i, σi) ∈ C′
t according to the lexicographical order do

if x ∈ �0 then
C′

t ← C′
t + {(x, i, σi)/σi 0}

else
C′

t ← C′
t + {(x, i, σi)/σi 1}

end if
end for

end for
Ct+1 ← C′

t

This algorithm is deterministic and works in polynomial time. Indeed, the cost in time of the previous algorithm is 
polynomial in the size of � because the number of cycles of the first main loop for is of order O (|R|), and the number 
of cycles of the second main loop for is of order O (|R| · |�| · (2M + q)). Besides, inside the body of the last loop there is a 
membership test of order O (|�|).

Throughout this algorithm we have deterministically simulated a computation of � in such a manner that the answer of 
the algorithm is affirmative if and only if the simulated computation is accepting.

Theorem 4. P = PMCT̂SC .

Proof. It suffices to prove that PMCT̂SC ⊆ P. Let k ∈N such that X ∈ PMCT̂SC(k) and let {�(n) : n ∈N} be a family of tissue P 
systems from T̂SC(k) solving X according to Definition 1. Let (cod, s) be a polynomial encoding associated with that solution. 
If u ∈ I X is an instance of the problem X , then u will be processed by the system �(s(u)) + cod(u).

Let us consider the following algorithm A′:
12
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Input: an instance u of the problem X.

Construct the system �(s(u)) + cod(u).
Run algorithm A with input �(s(u)) + cod(u).

Output: Yes if �(s(u)) + cod(u) has an accepting computation, No otherwise

The algorithm A′ receives as input an instance u of the decision problem X = (I X , θX ) and works in polynomial time. 
The following assertions are equivalent:

1. θX (u) = 1; that is, the answer of problem X to instance u is affirmative.
2. Every computation of �(s(u)) + cod(u) is an accepting computation.
3. The output of the algorithm with input u is Yes.

Hence, X ∈ P. �
4. Conclusions

A survey on proof techniques to demonstrate, on the one hand the completeness of classes of membrane systems, and on
the other hand the presumed efficiency or non-efficiency of classes of membrane systems, is presented. The refinement of 
these techniques has supported the demonstration of several new frontiers of efficiency. Apart from these techniques, other 
techniques have been used both in demonstrating the computational power [5] and the computational efficiency [10,28] can 
be found in the literature. However, due to the restriction of length of the work it would be impossible to include them all.

Let M1 be a non-efficient model of computation and M2 a presumably efficient model of computation. Passing from M1
to M2 is equivalent to passing from the non-efficiency to presumed efficiency. If we have a solution to an NP-complete 
problem in M2, passing that solution to M1 would directly imply P = NP. Finding thinner frontiers provides easier ways to 
demonstrate that statement.

The development of new techniques, or the refinement of existing ones, for demonstrating the non-efficiency of classes 
of membrane systems seems crucial to solve some open problems in the field of computational complexity theory in Mem-
brane Computing, as the Păun’s conjecture.

Another interesting research line is to keep finding efficient solutions to NP-complete (or even PSPACE-complete) prob-
lems with families of membrane systems that could be implemented in highly-parallel platforms that could compete with 
current problem-solvers.
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