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Abstract

In wet-lab experiments, the slime mold Physarum polycephalum has demonstrated its
ability to tackle a variety of computing tasks, among them the computation of shortest paths
and the design of efficient networks. For the shortest path problem, a mathematical model
for the evolution of the slime is available and it has been shown in computer experiments
and through mathematical analysis that the dynamics solves the shortest path problem. In
this paper, we generalize the dynamics to the network design problem. We formulate network
design as the problem of constructing a network that efficiently supports a multi-commodity
flow problem. We investigate the dynamics in computer simulations and analytically. The
simulations show that the dynamics is able to construct efficient and elegant networks. In the
theoretical part we show that the dynamics minimizes an objective combining the cost of the
network and the cost of routing the demands through the network. We also give alternative
characterizations of the optimum solution.

Keywords: Physarum; network design; multi-commodity flow; dynamical system

1 Introduction

Physarum polycephalum is a slime mold in the Mycetozoa group [BD97]. Its cells can grow to
considerable size and it can form networks. In wet-lab experiments, the slime mold Physarum
polycephalum was applied to a diverse variety of computing problems: computation of shortest
paths in a network [NYTO00], computation of minimum risk paths [NIUT07], design of efficient
networks [TTST10, ABD12, WTTN11, AMV™'11], computation of Voronoi and Delaunay dia-
grams [Ada09, SAGMO09], computing circuits and electronics [JA10] and many more. We refer
the reader to [Adal5, Adal0Q] for a survey of the many problems that can be attacked using live
Physarum polycephalum and for which the slime is able to find good or even optimal solutions
to instances of limited size. Figure 1 illustrates the shortest path and the network formation
experiments in [NYT00, TTS*10].

There is also considerable work aimed at understanding the inner workings of Physarum poly-
cephalum, for example, how global synchronisation can result from random peristaltics [AAPT13],
how information can be transported and a memory can exist in an organism without a nervous
system [AAPB17, KA21], and whether tubes of the mold can transfer electricity [WdLCA15].

It is important to stress that the plasmodium of Physarum polycephalum is not an automaton.’
The papers [May18, MOTNOS8] clearly demonstrate the limits of slime-mold computations even for

IThere is a small community of researchers that think differently, see [Hau06] for example.



the shortest path problem and [Adal0, May18] argue convincingly that conventional computing
terminology should be applied with great care when discussing biological systems. After all,
the solutions constructed in wet-lab experiments strongly depend on the initial conditions, e.g.,
how much food is provided and how the plasmodium is distributed initially, the solutions are
not strictly optimal but only approximately optimal, the outcomes of the experiments are not
deterministic and hence hard to reproduce, and the maze in Figure 1 has fairly narrow edges and
hence guides the slime towards building nearly straight connections. The papers [Ste08, HSWK14]
discuss more generally the question what it means for a biological or physical device to compute.
According to their definition, to which we subscribe, Physarum polycephalum does not compute. A
comprehensive survey of analog computing models is given in [BP18] and [NBJ11, NBJ15] discuss
the differences and commonalities of biology and computing.
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Figure 1: The figure on the left shows the shortest path experiment. It is reprinted from [NYT00].
The edges of a graph were uniformly covered with Physarum (subfigure (a)) and food in the form
of oat-meal was provided at the locations labeled AG in subfigure (b). After a while the slime
retracted to the shortest path connecting the two food source (subfigure (c)). The underlying
graph is shown in (d).

The figure on the right shows the network design experiment. It is reprinted from [TTS*10]. Food
was provided at many places (the larger dots in the picture) and the slime was constrained to live
in an area that looks similar to the greater Tokyo region. The large dot in the center corresponds
to Tokyo and the empty region below it corresponds to Tokyo bay. The slime formed a network
connecting the food sources. The two graphs on the right compare the network built by the slime
with the railroad network in the Tokyo region.

The experimental work mentioned above instigated the development of Physarum-inspired
algorithms mimicking (parts of) the behavior of the slime mold. This is akin to algorithms
mimicking ant colonies [DS04], neural networks [Aggl8], simulated annealing [KGJV83], and
other bio-inspired computing paradigms. Physarum-inspired algorithms have been used to solve
a variety of computational tasks, for example, the design of transportation networks [TTST10,
WTTN11, YMD19] and supply-chain networks [ZAC'17]. For the shortest path problem, a
mathematical model in the form of a coupled system of differential equations was given for the
evolution of the slime, the biological relevance of the model was argued, and the model was shown
to solve shortest path problems in computer simulations [TKN07]. Mathematical proofs that
the model solves (it is explained below what is meant by solves) shortest path problems can
be found in [MOO08, BMV12]. The Physarum dynamics is also able to solve more general linear
programs [SV16a, SV16b, IJINT11, KKM20]. It is important to emphasize that the Physarum
dynamics is inspired by the behavior of the mold, it captures — at best — parts of the behavior of
the mold.



The paper [TKNO7] is the starting point for this work. Tero et al. model the slime network as
an electrical network G = (V, E) with time varying resistors. Each edge e of the network has a
fixed positive length c. and a time-varying diameter z.(t). In this paper, we will refer to c. as
the cost of the edge and to x. as the capacity of the edge. The resistance of e at time ¢ is then
re(t) = ce/xc(t). Let s and s1 be two fixed vertices in the network; they represent the two food
sources. One unit of electrical current is sent from sg to s1. Let ¢e(t) be the current flowing across
e. Then the capacity of e evolves according to the differential equation

%xe(t) =|ge| —z, forallee E, (1)

Te =

i.e., the diameter of an edge grows (shrinks, stays unchanged) if the flow is larger than (smaller
than, equal to) the current diameter. The equations for the different edges are coupled because
the flow through an edge e depends on the resistance of all other edges. As is customary, we
write & for the derivative with respect to time and drop the time-argument of x and ¢q. Tero et
al. showed in computer simulations that a discretization of the model converges to the shortest
path connecting the source and the sink in the following sense: z.(c0) = 1 for the edges on the
shortest path and z.(co) = 0 for the other edges. This assumes that the shortest path is unique.
Bonifaci et al. [BMV12] proved that the dynamics converges to the shortest source-sink path, i.e.,
that the Physarum dynamics (1) solves the shortest path problem. A related dynamics

e =|ge|! —ze foralle€ F,

where p is a constant larger than one, may converge to a path different from the shortest path
depending on the initial conditions [MOTNOS].

In this paper, we generalize the model of Tero et al. [TKNO7] to network design. We introduce
a simple model, again in the form of a system of differential equations,

e that for the case of the shortest path problem agrees with the model proposed in Tero et al.,

e that in computer simulations qualitatively reconstructs the behavior observed in the wet-lab
network design experiments [NYT00, TTS*10], and

e that is amenable to theoretical analysis.

We do not argue biological plausibility and we do not claim any biological relevance. We also do not
try to describe a general model of the Physarum that fits all experimental setups; less ambitiously,
we focus on the network design experiments. This is a paper in algorithm design and analysis.

The shortest path problem can be viewed as a network design problem. Given two vertices in a
graph, the goal is to construct the cheapest network connecting the given vertices. The solution
is the shortest path connecting the vertices. The shortest path problem can also be viewed as a
minimum cost flow problem. We want to send one unit of flow between the given vertices and the
cost of sending a certain amount across an edge is equal to the cost of the edge times the amount
sent. The solution is the shortest path connecting the given vertices.

Networks are designed for a particular purpose. For this paper, the purpose is multi-commodity
flow. Suppose that we have many pairs of vertices between which we want to send flow. We want to
construct a network that satisfies the many demands in an economical way. Economical could mean
many things: minimum cost of the network (that’s the Steiner tree problem), shortest realization
of each demand (then the network is the union of the shortest paths), or something in the middle,
i.e., some combination of the total cost of the network and the cost of routing the demands in the
network. We assume economies of scale, i.e., that there is some benefit in sharing a connection,
i.e., the cost of sending one unit each of two commodities across an edge is lower than two times
the cost of sending one unit of one commodity across the edge. In Section 5, we give examples of
how sharing is encouraged by our model. The principles of our model are simple. As in Tero et al.
each edge has a cost and a capacity. We have demands between pairs of vertices; this could be
passengers entering the network at some station and leaving the network at some other station.



The demand i between vertices sz(-l) and 552) leads to an electrical flow ¢°. For each edge e, we

aggregate the individual flows ¢*(e) to an overall flow g(e). This flow is then used in equation (1).
For the aggregation we use either the one-norm or the two-norm of the vector (¢(e),q?(e),...)
and find that the two-norm aggregation is to be prefered. We mention that one-norm aggregation
is used in [WTTN11].

This paper is organized as follows. In Section 2 we introduce our model and in Section 3 we
review our results. In Section 4 we discuss related work. In Section 5, we report about paper-
and-pencil and computer experiments. The analytical part starts with Section 6. We review basic
facts about electrical flows. In subsequent sections, we prove the existence of a solution defined for
t € [0,00), characterize the fixed points, introduce a Lyapunov function £ for the dynamics, derive
further properties of the Lyapunov minimum, show convergence to the Lyapunov minimum, and
finally make a connection to mirror descent. Section 13 offers conclusions.

2 The Model

Before presenting our model we want to fix some notations. Given a matrix M € R™*™, we will
denote with M;, M7, and M; ; its ith-row, its j*"-column, and its entry i, j, respectively. Moreover,
we denote with Tr(M) = Y7 | M, ; the trace of a square matrix M € R™".

Our model for the multi-commodity network design problem is inspired by the Physarum model
for the shortest path problem and its generalization to linear programming. Let A € R"*™ be
an arbitrary real matrix and let b' to b* in R™ be k right-hand sides such that each of the linear
systems Af = b’ is solvable.

The reader may want to think of A as the node-arc incidence matrix of a connected undirected
graph G with n nodes and m edges, i.e., for each e = (u,v) € E, the column (AT), has an entry
+1 in position u and entry —1 in position v; the orientation of the edge is arbitrary, but fixed. We
have k different source-sink pairs (sgl), 552)), 1 <i<k. Let b* € R" be the vector with entry +1
in position 551) and entry —1 in position 552). All other entries of b® are zero. Since G is assumed
to be connected, the linear system Af = b’ admits solutions for all i. We refer to this setting as
the multi-commodity flow setting.

Now, for any non-negative vectors € R™ and ¢ € R™, we define the following matrices

X = diag(z) C =diag(c) L(z)=AXC AT, (2)

Given a solution f of Af = b, we use

o)) = Y ce/xef if supp f C suppuz,
T oo if supp f & supp z.

to denote the energy of f with respect to z. Let ¢*(z) € R™, or simply ¢‘, be the minimum energy
solution i.e.,

q' = argmin {E,(f) : Af =b'}. (3)
fER™

The optimal solution of the optimization problem (3) (see Section 6 for details) is given by
¢'(x) = XC'ATp (), i=1,...,k, (4)
where p’(x), or simply p’, is defined as any solution to
L(z)p' =b", i=1,...,k.

In the multi-commodity flow setting, the minimal energy solution ¢’ is simply the electrical flow
realizing the demand b* and p® are the corresponding node potentials. The node potentials are not
unique; they can be made unique by defining a particular node as ground, i.e., giving it potential



zero. The electrical flow is induced by the potential drops ATp? multiplied by the conductivity
XC~. If we now define the matrix B € R™* by

B=(B',....B¥) = (v',...,b") ,

we can express the potentials, the potential drops per unit cost, and the fluxes corresponding to
the different commodities in the following matrix form

pP=(P,...,P*) =(",....p") with L(z)P =B
A= (A AF) = (NN =cttATP (5)
Q=(Q....Q% =(¢".....d") =XA

Note that we use P* and p’ interchangeably and similarly for A and Q.

We are now ready to define our model. We let the vector Q. of values Q). ; for any edge e
determine the capacity of an edge and study different ways of combining the individual solutions,
in particular, one-norm and two-norm?. This leads to the following dynamics:

e+ Y [Qudl = (1 +Z%ﬂ") ==, (1 +Z_|Ae,z-|> —n(adi-1, O

o=t Y@t = (|2, (%5)2—1 =z, (\/ZiAzi—l):xe<||Ae|2—1>. (7)

In (6), we form the one-norm |A.|; of the different normalized potential drops across any edge e, and
in (7), we form the two-norm |A.|2. For & = 1, the one-norm and the two-norm dynamics coincide.
The results of this paper suggest that the two-norm dynamics is the appropriate generalization to
larger k.

The following generalized Physarum dynamics introduced in [Bonl6] subsumes the two-norm
dynamics as a special case. For each e € E, let g. be a non-negative, increasing and differentiable
function with g.(1) = 1:

Te

Fe = Te (ge (|Ael2) — 1) (8)

The two-norm dynamics is a special case with g.(z) = 14 (2 — 1). Other examples are g.(z) =
1+de(2—1) and ge(z) = 1+ d. (2® — 1) where d. > 0 is the “reactivity” [KKM20] of edge e,
ge(z) = 2t for some e > 0 or ge(z) = (1 + a)2z? /(1 + aezte) for some pe, e > 0.

The right hand sides of (6) to (8) are defined for any

zeQ={xeRZ : 3P € R"* solving L(z)P =B }.

3 Our Results

In the analytical part of the paper, we ask and answer the following questions for the generalized
Physarum dynamics. We have little to say about the one-norm dynamics.

e Does the dynamics have a solution z(t) with ¢ € [0, 00)?
e Does the dynamics converge?

e What are the fixed points and the limit points of the dynamics?

2In the multi-commodity flow setting, the ¢;’s are flows in the network G. The fact that flows from different
demand pairs on the same edge do not cancel each other (not even partially) seems a bit strange at the microscopic
level. After all, physically, only the cytoplasm is being transported. How does an edge ”distinguish” between the
cytoplasm of pair 7 and the cytoplasm of pair i’? For this reason, we do not claim biological plausibility for our
model. When k = 1, clearly this was not an issue.



e What does the dynamics optimize?
e How can we characterize the limit points?

In the experimental part of the paper, we perform computer and pencil-and-paper simulations of
the dynamics and address the following questions:

e How strong are the sharing effects of the dynamics? How far deviate individual flows from
their shortest realization in order to benefit from sharing edges with other flows?

e Does the dynamics construct “nice” networks? Does it qualitatively reconstruct the wet-lab
experiments in [TTS*10]?

Our first result concerns the existence of solutions with domain [0, 00) for the generalized
Physarum dynamics.

Theorem 1. Let 2(0) € RY,. The generalized Physarum dynamics has a solution t — xz(t) € R,
fort € [0,00).

The cost of a capacity vector x is defined as
Clx)=cla = Zcexe.
€

The energy dissipation for a single demand b induced by a capacity vector z is defined as

i E, = e/ Le 2:bT =p'L
snin B (f) ;r/w g =b p=p" L(z)p,

where ¢ is the minimum energy solution of Af = b with respect to x and p is the corresponding
node potential. We will show the second equality in Section 6. The last equality follows from
L(x)p = b. The energy dissipation £(x) for a set of k demands b', ..., b* is the sum of the energy
dissipations for the individual demands, i.e.,

E(x) = ZEz(qi) =D ()" =Te(PTL(2)P),

K2

where p’ is the node potential with respect to the minimum energy solution ¢ to the i-th demand.

The fized points of a dynamics are the points x with #. = 0 for all e. We use F; and F
to denote the fixed points (also called equilibrium points) of the one-norm and the generalized
dynamics.

Lemma 1 (The fixed points of the one-norm dynamics). = € Fy iff for all e either x. = 0 or
|Acl1 = 1. The latter condition is equivalent to |Q.|1 = z. as well as to |(AT).P|1 = ce.

The fixed points of the generalized dynamics have a remarkable property. For a fized point
x € Fg, the cost C(x) equals the dissipated energy E(x).

Lemma 2 (The fixed points of the generalized Physarum dynamics). « € F, iff for all e either
Te = 0 or |[Ac]2 = 1. The latter condition can be expressed equivalently by |(AT)eP|2 = c. and
also by xe = |Qel2. Further, for every x € F4 we have x > 0, AQ = B, and

Tr(BTP) = £(z) = C(z) = ¢z,
i.e., for fixed points of the generalized Physarum dynamics the cost equals the energy dissipation.

The beauty goes further. The dynamics follows a path along which the sum of cost and energy
dissipation decreases and, under mild additional assumptions, minimizes the sum in the limit of
t — o0o. Let

L) = 3(C@) +E@) = 5(Ta+ (1))



be one-half of the sum of the cost and the enery dissipation of the network. We show in Section 9
that the function £ is a Lyapunov function for the generalized Physarum dynamics, in particular,
L(x(t)) is a non-negative decreasing function of ¢. Formally, the conditions for a Lyapunov function
are: L(z) >0 for x € Q, LL(x(t)) = (VL,&) <0 for all t. In the case k = 1, £ is also a Lyapunov
function for the one-norm dynamics as shown in [KKM20]. Let

V={z: (VLi)=0}

be the set of points in which the dynamics does not decrease the Lyapunov function any further. It
follows from general theorems about dynamical systems that the dynamics converges to the set V.
We show that V is equal to the set of fixed points F,, and that under mild additional assumptions,
the dynamics converges to the minimizer of the Lyapunov function.

Theorem 2. F, =V and the generalized Physarum dynamics converges to V. Moreover, if the
set Fg4 is finite and any two points in F, have distinct values of L, the dynamics x(t) converges to
T* = argmingcgm L(x).

The minimum of the Lyapunov function can also be characterized in alternative ways.

Theorem 3. The following quantities Min(Q), MaxP, and MinL are equal.

Min@ = min {Zce”Qen2 : AQ=1DB } , (9)

QeR'ka
MazP = max {Tr(BTP) : [(AT)eP|2 < c. foralle}, (10)
PERn*
MinL = min L(x). 11
inl = min (z) (11)

Moreover, there are optimizers Q*, R* and x* such that

ze = Q2 for alle,
L(z*)P* = B,
Q* — X*C_lATP*.

It is instructive to interpret the theorem for the case kK = 1, A the node-arc incidence matrix of
a directed graph, and b a vector with one entry +1 and one entry —1 and all other entries equal to
zero. Then MinQ = mingerm { >, ce|ge| : Ag =10} is the minimum cost of a flow realizing b in
the underlying undirected network and MazP = max,cgn { bI'p : |py — pul < ce for all e = (u,v) }
is the maximum distance between the two nodes designated by b for any distance function on
the nodes satisfying the cost constraints imposed by c¢. Both values are equal to the cost of the
minimum cost path connecting the two designated nodes and hence Min@) = MazP. The third
characterization via MinL = min,>o £(z) is non-standard. Note that £(z) = (cTz + bTp)/2, where
p are node potentials driving a current of 1 between the nodes designated by b in the network
with edge resistances c./z.. Then bTp is the potential difference between the two designated
nodes which, since the driven current is one, is the effective resistance between the two designated
nodes. In Lemma 10, we will show a%eﬁ(x) = %(1—|Ac]3), i-e., the minimizer z* of £(x) must
satisfy z* # 0 = |(AT).p*| = ce, where p* are node potentials corresponding to z*. Note that for
an edge e = (u,v), |(AT).p*| = |p — p| is the potential drop on e. Orient all edges such that
potential drops are positive and consider any path W (W for Weg) in supp(z*) connecting the two

designated nodes. Then
pr* = Z (AT)ep* = Z Ce,
ecW ecW
since the potential difference between the two designated nodes is the sum of the potential drops
along W. Thus any two paths in supp(z*) connecting the two designated nodes must have the
same cost and hence (assuming that any two such paths have distinct cost) supp(z*) contains a



single path connecting the two designated nodes. In fact, supp(x*) is equal to such a path. Now
D eew CeTe + D ecw Ce/Te = D ocpw (Cee + ce/xe) is minimized for x. = 1 for all e € W and then
is equal to twice the cost of W. Of course, the cost of W is minimized for the shortest undirected
path connecting the two designated nodes.

We turn to the result of our computer experiments. We performed three case studies, two small
and the third inspired by the wet-lab experiment by [TTS*10]. The first example (Section 5.1)
can be treated analytically, we consider a ring with three nodes with a demand of one between
any pair of nodes. We will see that a solution using all three edges is superior to a solution using
only two edges. Also, we see confirmed that for fixed points of the two-norm dynamics the cost
of the network and the total energy dissipation is the same. The second example (Section 5.2)
concerns flow in the Bow-Tie graph shown in Figure 3. We will investigate the incentive for
sharing links. In this example, the demands can share a link at the cost of increasing the distance
between the terminals. We will see that sharing pays off. The third example 5.3 is based on the
example in [TTST10]. We will see that the dynamics forms nice networks similar to the networks
in [TTS*10].

4 Related Work

This paper is inspired by [TKNO07], [WTTN11], and [TTST10]. We already explained the connection
to these papers in detail in the previous sections.

Shortly after this work was posted on arXiv, a closely related paper [LFPB20] was posted. It
considers the multi-commodity transportation problem in graphs. Let A be the node-arc incidence
matrix of a directed graph and vectors b; to by with 17b; = 0 for all i be k supply-demand
vectors. Each arc of the graph has a fixed cost ¢, and a capacity z.. This is what we called
the multi-commodity flow setting in Section 2. They model the interaction between the different
commodities in exactly the same way as we do, i.e., for each 4, a minimum energy solution ¢; is a
minimum energy solution with respect to the resistances ¢, /x. of the system Aq = b;. The different
flows on each edge e are combined by forming their two-norm. The difference lies in the dynamics.

The paper considers the dynamics
Te :x'gHAeug_xm (12)

where § € (0,2) is a parameter. For § = 1, this dynamics is a special case of our generalized
dynamics obtained by setting g.(2) =1 + (2% — 1).

The paper investigates the dynamics analytically and experimentally. For the experimental
evaluation, the paper uses the Paris metro. In the analytical part, the paper shows that the fixed
points satisfy 2277 = |Q.|3 and that the solution to the optimization problem

minimizez ;—eﬂQe"% subject to Zcexz_ﬂ = K and AQ = B,
e € e

where K is a positive constant, satisfies 2277 = C - |Q.|%, where C is a constant, i.e., fixed points
and optimal solutions to the optimization problem exhibit the same relation between x. and Q..
The paper also contains an extensive discussion of the simulation of the dynamics and of the
numerical solution of the optimization problem above.

Convergence of the dynamics is not shown. However, a slight modification of the Lyapunov
function used in this paper also works for their dynamics. Assume S € (0,2) and define

L L 1 2 ¢ T i
E(m)zi 2_5096 —i—Z(b)p :
i=1

Lemma 3 (Gradient of £). For alle € E,

0 Ce, 1—
axeﬁ(w) = = (z77 = |A.]3). (13)

2



Proof. The derivative 52— S (b)Tpt is computed in Lemma 10 and sz P = (2= Becal ™.
O

Theorem 4. The function £ : Q — R is a Lyapunov function for the dynamics (12), i.e.,
%C(m(t)) <0 for allt. Let
V={zeQ: (VL(x),z) =0}.

Then V is equal to the fized points of (12).
Proof. Since 4 L(z(t)) = (VL(z), &), we obtain

d Ce . 1_ Ce _
L) = > 5(%& P Ael3) - @A) = ze) = =) 5%5(1‘;& 7 —Acl2)? <0.

€ e

We have equality if and only if for all e either z. = 0 or |A.|3 = 21 7#. Thus 2 € V if and only if =
is a fixed point of (12). O

Lemma 4. For fized points x of (12), 3., cex?™# =3, (b1)Tp;.
Proof.

Z(bi)Tpi = ZZ %qgi = Z Z %(meAei)Q = ZceweHAe”g = Zcex5_6~
e i e % e e

O

We mentioned in the result section that our generalized Physarum dynamics converges to a
solution for which the cost Y__ c.z. is equal to the dissipated energy Y,(b")Tp;. The dynamics
(12) allows a wider choice of equilibrium points.

5 Case Studies

5.1 Multi-commodity Flow in a Ring

Consider a graph consisting of three vertices a, b, and ¢ and three edges connecting them into a
3-cycle. All edges have cost one and we have a demand of one between any pair of nodes. An
equilibrium uses either two edges or three edges.

5.1.1 Two Edge Solution

We will see below that, for each of the dynamics, the solution is symmetric, i.e., both edges have
the same capacity in equilibrium, say z. The flow across both edges is two. For each demand,
the potential drop on each edge is 1/z. So the total energy spent is £ =2/z+2-1/z =4/z (one
demand uses two edges for a energy dissipation of 2/z and two demands use one edge for a energy
dissipation of 1/z each) and the total cost C = 2z. Thus C + & = 4/z + 2z.

One-Norm Dynamics: The current across each edge is 2 and hence z = 2 for each of the existing
edges. Thus C=cTz2=4,=3,(0)Tp' =4/2 =2, and C+ &€ = 6.

Two-Norm Dynamics The current across each edge is 1 + 1 and hence z = V2. Thus C =
Tz=2V2, & = zi(bi)Tpi =4/V/2 =2v/2 and C + £ = 4v/2. Note that C = 2y/2 = £. This is not
a coincidence as we show in Lemma 9.

Optimum: We have C + & = 4/z + 2z. The optimum is attained for z = V2. Note that this
corresponds to the equilibrium of the two-norm. This is not a coincidence as we show in Theorem 5.
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Figure 2: The top and the bottom horizontal edge have cost 10, the middle horizontal edge has
cost L, and all other edges have cost 1. We are sending one unit between nodes 0 and 1 and one
unit between nodes 4 and 5.

5.1.2 Three Edge Solution

We will see below that, for each of the dynamics, the solution is symmetric, i.e., all edges have
the same capacity in equilibrium, say z, and hence the same resistance 1/z. Then C = 3z. Each
demand is routed partly the short way and partly the long way. Since the long way has twice the
resistance, the amount routed the short way is twice the amount routed the long way, i.e., 2/3 of
each demand is routed the short way and 1/3 is routed the long way.

For each demand, let A be the potential drop between source and sink. The total energy spent
is 3A. The potential drop A must be such that it can drive a current of 2/3 across a wire of
conductance z. Thus A = 2/(3z). We obtain C + & = 3z + 2/z.

One-Norm Dynamics: z is equal to the total current flowing across an edge and hence z =
2/34+2-1/3=4/3and A=1/2. SoC=c"z=4,&=>,0)"p" =3/2, and C + £ = 11/2. This
is better than for the two-edge equilibrium.

Two-Norm Dynamics For each edge, we have one flow of value 2/3 and two flows of value 1/3
and hence 22 =4/9+2-1/9 = 6/9. Thus z = \/2/73 A must be such that it can drive a current
of 2/3 across a wire of conductance \/2/73 and hence A = \/%

Hence C = ¢’z =3-/2/3=v6and & =3 ,(")"p’ = 3-1/2/3 = V6. Note that again we have
the same value for the cost C' and the total energy spent £. For the sum, we obtain C 4+ £ = 21/6.
This is better than the two-edge equilibrium.

Optimum: For a general value of z, we have C + £ = 3z + 2/z. This is minimized for z = 1/2/3,
i.e., the equilibrium of the two-norm is equal to the minimum combined cost solution.
5.1.3 Computer Simulations

Table 1 shows the results of a typical simulation. For the simulation we discretized the differential
equation and applied an Euler forward scheme.

the final z-values of

the three edges
two-norm dynamics | 0.8160 | 0.8167 | 0.8166

one-norm dynamics 1.331 1.327 1.342

Table 1: The initial z-values were chosen randomly between 1/1000 and 1. In all cases, the system
converged to the 3-edge equilibrium. Note that 0.82 ~ 1/2/3 and 1.33 ~ 4/3.

5.2 The Bow-Tie Graph

Counsider the graph shown in Figure 2; we refer to this graph as a bow-tie. The edge costs are
as shown and we are sending one unit each between nodes 0 and 1 and nodes 4 and 5, i.e.,

10
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Figure 3: Simulation of the Bow-Tie Graph: The plot depicts the quantities qél), qfq}b), and

qt(l) (= the split-up of the flow from node 0 to node 1 across the three horizontal edges bottom,
middle, and top) and z,, (= the capacity of the middle edge) as a function of L in the range
[8,10.3]. For L < 8, the quantifies are as for L = 8, and for L > 10.3, the quantities are as for
L =10.3. For ¢'® the flow across the middle edge is the same and the flow across the other edges
is reversed. For all L, qlgl) +¢9 4 qt(l) = 1. (1) The image on the left shows qél) and qt(l). (2)

The image on the right shows the capacity x,, and the flow qﬁi) across the middle edge. We have

T = \/ 2(q,(,1)) =42 q,(ﬁ) in the case of the two-norm and z,,, = 2q7(,%) in the case of the one-norm.

bp = (1,—1,0,0,0,0) and b3 = (0,0,0,0,1,—1). For each pair the direct path connecting the pair
has length 10, the path using the middle edge has length L + 2 and the path using the edge
connecting the other pair has length 14. Figures 3 and 4 show the results of a simulation. Initial
a-values were chosen randomly in the interval [1,10]. We observe:

e For L < 8, both dynamics generate essentially the same solution. All flow is essentially routed
through the middle edge.

e For the two-norm dynamics: For L < 8.5, the sharing effect is strong and basically all flow
is routed through the middle edge. Note that for L > 8, the path through the middle
edge is not the shortest path for either demand. Starting at L = 8.5, the top and the
bottom edge are also used. For L > 10, only the top and the bottom edge are used and
this may give the impression that there is no sharing effect for large L. This is not the
case. The solution for L = oo is easily computed analytically. Because of symmetry, a
fraction a of each flow is routed the short way (length 10) and a fraction 1 — a is routed the
long way (length 14). So through each edge, we have a flow of value a and a flow of value
1 — a and hence all edges will have the same capacity in equilibrium; call it . Therefore
the flows must be in the same ratio as the costs, i.e., a/(1 —a) = 10/14. This solves to
a=7/12. Then z = y/a2 + (1 —a)? = \/74/12 ~ 8.6023. The cost of the network is then
24 -1/74/12 = 2\/74 ~ 17.2 and the dissipated energy is the same. Assume now that we
delete the vertical edges. Then each demand is routed separately and the bottom and the top
edge will have a capacity of one each. The cost of the network will be 20 and the dissipated
energy will also be 20. This is considerably more than the cost of the network constructed by
our dynamics.

e For the one-norm dynamics: Starting at L = 8.05, the top and the bottom edge are also used.
For L > 10.3, only the top and the bottom edge are used.

11



L| 65| 68| 7.1 74 77| 80| 83| 86| 89| 92| 95| 938
C|132| 136|140 | 145 | 149 | 153 | 15.7 | 16.1 | 16.4 | 16.6 | 16.7 | 16.7
1132 | 13.6 | 140 | 145 | 149 | 15.3 | 15.7 | 16.1 | 16.4 | 16.6 | 16.7 | 16.7

Figure 4: . Simulation results for the two-norm dynamics for the bow-tie graph. The cost C = cTx
and the energy & = >_,(b")7p for the limit states for different values of L. Note that C = £ always.

e For the two-norm dynamics, the cost C and the dissipated energy £ are equal in the limit;
see Figure 4.

5.3 A Case Study Inspired by [TTS"10]

In [TTS*10] the slime molds ability to construct elegant networks in investigated. The slime
is allowed to grow in a region that is shaped according to the greater Tokyo region and food
is provided at many different places. Figure 1 shows the results of the wet-lab experiment and
compares a network constructed by the slime to the railroad network around Tokyo. The paper
also reports about a computer experiment. Repeatedly a pair of food sources was chosen at random
and a step of the shortest path dynamics was executed. Figure 4 in [TTS*10] shows the results
of the computer experiment. No details are given in the paper and also the positions of the food
sources are not given in detail.

We tried to repeat the experiment with the two-norm dynamics. For this purpose, we digitized
the boundary of the Greater Tokyo region in the form of a polygonal region and overlayed a regular
grid in which each node is connected to its up to eight neighbors (north, northwest, west, southwest,
south, southeast, east, northeast) inside the region. The edge lengths are 1 for the horizontal and
vertical edges and 1.41 for the diagonal edges. We perturbed the edge lengths slightly by adding
r - 0.05 for a random integer r € [—3,3] so as to avoid many equal length path. We chose the
terminals in two different ways.

First choice: We chose the largest 25 cities cities Greater Tokyo region according to Wikipedia
and generated 140 demands. Each city was connected to all other cities whose distance is
below a certain threshold. For the threshold we chose about 1/2 times the diameter of the
region. The left side of Figure 5 shows the input and Figure 6 shows the output of a computer
simulation.

Second choice: We mimicked the choice of sites used in [TTST10]. We generated 282 demands
again between any pair of sites whose distance is below a certain threshold. The demands
are 1, except if one of the terminals corresponds to Tokyo. Then the demand is seven; this is
as in [TTST10]. The right side of Figure 5 shows the input and Figure 7 shows the output of
a computer simulation.

6 Preliminaries

We recall the definition of energy dissipation and cost. For a capacity vector z € RT,; and a vector
f € R™ with supp(f) C supp(z), we use

E.(f) = {Ze(ce/xe)fe2 lf supp f C supp,
0 if supp f & supp z.

to denote the energy dissipation of f with respect to x. Strictly speaking we should sum only over
the e in suppz. We use the convention 02/0 = 0 to justify summing over all edges e. Further, we

use
C(f) = Zce‘fe| = CT|f‘

12
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Figure 5: The polygonal region on the left is a digitization of the Greater Tokyo Region. The
red dots indicate major cities. We set up 140 demands. For each red city, we created a demand
of one unit to any other red city within a certain distance threshold. The threshold is about
1/2 the distance between the topmost and the bottommost red point. The region on the right is
approximately the right lower quadrant of the region on the left. For the placement of the terminals
we tried to copy the placement shown in Figure 1. We set up 282 demands, again between cities
below a certain distance threshold. The demands are one, except if one of the terminals corresponds
to Tokyo. Then the demand is seven; this is as in [TTS110].

to denote the cost of f. Note that
E.(x) = Z(ce/xe)xg = Z ceTe = C(x).
e e

We use R to denote the diagonal matrix with entries ¢./x.. Energy-minimizing solutions are
induced by node potentials p € R™ according to the following equations:

b= Aq, (14)
q=R"A"p, (15)
ART'ATp =1b. (16)

We give a short justification why the equations above characterize the energy minimizing solution to
the linear system. The energy minimizing solution ¢ minimizes the quadratic function > (c./z.)q?
subject to the constraints A¢ = b and supp(q) C supp(z). The KKT conditions (see [BV04,
Subsection 5.5]) state that at the optimum, the gradient of the objective is a linear combination of
the gradients of the constraints, i.e.,

2(ce/xe)qe = ZpiAi7e for all e € supp(z)

for some vector p € R™ and ¢. = 0 for e ¢ supp(x). Absorbing the factor 2 into p yields equation
(15). Substitution of (15) into (14) gives (16). The energy-minimizing solution is unique. It exists
if and only if b € ImA. Node potentials p are not unique, but the values of b”p and p? L(z)p are
equal fo all solutions of (16).

Lemma 5. Assume x > 0. Then KerL(z) = KerAT and ImL(z) = ImA. The values bTp, p? L(x)p
and ¢ = XC~YATp do not depend on the particular solution of L(x)p = b.

Proof. Clearly, KerAT C KerL(z). So assume z € KerL(x). Then L(z)z = 0 and hence 2 L(x)z =
0. Let D'/2 be the diagonal matrix with entries \/z./c.. Then

0=2TL(x)z=2TADY2D'2 ATz = | D'/2 AT 2|2

13
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Figure 6: An output of a simulation of the two-norm dynamics on the left instance in Figure 5.
The graph in the upper left corner shows the initial graph. Each node is connected to its up to
8 neighbors. The length of the horizontal and vertical edges is approximately 1, the length of
the diagonals is approximately 1.41. All capacities are 0.5 initially and the capacity of an edge is
indicated by its thickness. The following figures show the state after 1950 and 4875 iterations. For
the situation after 4875 iterations, we also show the reduced graph where we iteratively removed
nodes of degree one (which are not terminals). The numbers inside the nodes are unique identifiers;
they have no meaning beyond this.

and hence D'/2ATz = 0 and further 0 = A”z. So z € KerA”.

Clearly, ImL(z) C ImA. So assume b ¢ ImL(x). Then the rank of the matrix obtained by
augmenting L(x) by the column b is larger than the rank of L(z) (Rouché-Capelli theorem) and
hence there is a vector r such that r7b # 0 and r* L(z) = 0. Since L(z) is symmetric, L(z)r = 0
and hence r € KerL(z) = KerAT. So 0 = ATr = (#7 A)T. Thus r also proves b ¢ ImA.

Let p and p be node potentials. Then L(x)p = b= L(x)p and hence p — p € KerL(x). Then

b =bTp+ b7 (p—p) =0T+ p"L(x)"(p— p) = b"p + pTL(x)(p— p) = BTp

and
XCT'ATp = XCT'ATp+ XCH AT (p—p) = XC1 AT
Finally, bTp = pT L(z)p. O

14
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Figure 7: An output of a simulation of the two-norm dynamics on the right instance in Figure 5.
The graph in the upper left corner shows the initial graph. Each node is connected to its up to
8 neighbors. The length of the horizontal and vertical edges is approximately 1, the length of
the diagonals is approximately 1.41. All capacities are 0.5 initially and the capacity of an edge is
indicated by its thickness. The figure on the right show the state after 16000 iterations where we
iteratively removed nodes of degree one.

For the arc-node incidence matrix A of a connected graph, the kernel Ker A7 consists of the
all-ones vector in R™. We can make the node potential unique by requiring p, = 0 for some fixed
node v, i.e., by grounding node v.

Lemma 6. Let ¢ be the dimension of KerAT and let K € R™* be a matriz whose columns form
a basis of KerAT. Let V' C [n] with |V'| = { be such that the submatriz of K with rows selected
by V' is nonsingular. Then the solution p to L(x)p = b with p, =0 for all v € V' is unique, i.e.
“grounding all nodes in V' makes the potential unique”.

Proof. Observe first that such a solution exists. Let p be an arbitrary solution to L(z)p = b. Then
there is a vector A € R such that (K\), = p, for all v € V'’ and hence p — K\ is the desired node
potential. Assume now that we have two solutions p and p’ with p, = p! for all v € V’. Then
p—p € KerL(z) = KerAT and (p—p'), =0 for all v € V. Since p—p’ € KerAT there is a A € R’
such that p —p’ = KA. Then (K\), =0 for all v € V’. Since the columns of K are independent,
this implies A = 0 and hence p = p'. O

The next Lemma gives alternative expressions for the energy E,.(q) of the minimum energy
solution.

Lemma 7. E;(q) = (ce/ze)q? = bTp = p” L(x)p, where p is any solution of (16).
Proof. This holds since

E.(q) =q¢"Rqg=p" ART'RR™'A"p =p" AR A"p = p" L(z)p = p"b.
O

Finally, we recapitulate a bound on the components of ¢ established in [SV16b] and slightly
improved form in [BBK*19, Lemma 3.3].

Lemma 8. Let D be the maximum absolute value of a square submatriz of A. Then |q.| < D|b|1
for every e € [m].
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7 Existence of a Solution

We prove Theorem 1. The right-hand side (8) is locally Lipschitz-continuous in z. The function g.
is locally Lipschitz by assumption, the ¢*’s are infinitely often differentiable rational functions in
the x. and hence locally Lipschitz. Furthermore, locally Lipschitz-continuous functions are closed
under additions and multiplications. Thus z(t) is defined and unique for ¢ € [0, ty) for some t.

Since g, is non-negative, we have i, > —z and thus x, > z.(0)e™!. Hence, z(t) > 0 for all
t. By assumption b’ € ImA for all 4, and hence whenever x(t) > 0, we have solutions ¢* with
supp(q') € supp(z).

In Section 9, we will show that £ is a Lyapunov function for the dynamics (8). Thus

'z < L(x) < L(x(0))

and hence x stays in a bounded domain.
It now follows from general results about the solutions of ordinary differential equations [Har02,
Corollary 3.2] that tg = oo.

8 Fixed Points

A point x is a fixed point iff £ = 0. We use F, for the set of fixed points of (8).

Lemma 9 (The fixed points of the generalized Physarum dynamics). = € F, iff for all e either
e = 0 or |Ac]2 = 1. The latter condition is equivalent to . = |Q.|2 or |(AT).P|a = ce. For

x € Fg, C(z) = E().

Proof. We have & = 0 iff we have . = 0 or g.(|Ac]2) = 1 for all e. Since g, is increasing and
ge(1) = 1, the latter condition is tantamount to [A.|2 = 1 which expands to >, ((AT).P")? = ¢2.
Multiplying both sides by (z./c.)? yields 22 = >~ (Qe,i)*.

For x € F4, we have

E@) =303 Qe = 3 T al = 3 e = Cla).

€

9 Lyapunov Function

Let i
L(z) = % (ch + Z(bi)TpZ) .

We will show that £ is a Lyapunov function for the dynamics (8). The function £ was introduced
in [FDCP20]. For k = 1, [FCP18] shows that £ is a Lyapunov function for the one-norm dynamics
and [KKM20] shows that this holds true also for the generalized Physarum dynamics. The
calculations below generalize the calculations in these papers. They are similar to the calculations
in [Bon21, Lemma 2.6].

Lemma 10 (Gradient of £). For alle € E,

0 Ce
G L) = S IAID) (7)

2

Proof. Recall L(z) = AXC~'A”. Let e € [m] be arbitrary. Then z2-L(z) = X A°(AT).. From
L(z)p =0 and a%eb = 0, we obtain

0 I _ OL(x)

0= Oz, (@)p = Ox. P




and thus
dp _l

Or, Ce

L(z) A“(AT)ep.

Hence, we have

o 0 B 1 ATY.p\?
b=t L) = Tt = ()

and more generally,

0 i i AT epi ?
e S0 = e 3 (M) kg

The claim follows.

Theorem 5. The function L : Q +— R is a Lyapunov function for the dynamics (8), i.e., L(x) >0
for allz € Q, and & L(x(t)) <0 for all t. Let

V={zeQ: (VL(z),Z)=0}.
ThenV = Fg.
Proof. L(x) >0 for all z € Q is obvious.
Since 4 L(x(t)) = (VL(x), &), we obtain

Ce

D) = Y0 %0 A - relaelAd) ~ 1) <0

€

where the inequality holds since g.(|Ac|2) — 1 and |Ac]2 — 1 have the same sign, as g, is a
non-negative and increasing function with g.(1) = 1.

We have equality if and only if for all e either x, = 0 or A, = 1. Thus = € V if and only if
x € Fy. O

10 Further Properties of the Lyapunov Minimum

We give two alternative characterizations for the minimum of the Lyapunov function. This
extends [FCP18, Proposition 2] from k = 1 to arbitrary k.

Theorem 6. The following quantities Min@, MaxP, and MinL are equal.

MinQ = mi Qs : AQ=B Y. 18

inQ Qé}%&k{;c |Qel2 : AQ } (18)

MazP = pmax, {Te[BTP] : |(AT)eP|2 < c. foralle}, (19)
c nX

MinL = zglﬁgo L(z). (20)

Moreover, there are optimizers Q*, P* and x* such that
ze = [Qclz  foralle,
L(z*)P* = B,
Q* _ X*O_lATP*.
Lemma 11. Let Q* be a minimizer of (18) and let x* be defined by x} = |Q%|2 for all e.
Then x* € F,. Moreover, there is a potential matriz P € R™ ¥ such that L(z*)P = B and

Q=X*C'ATP, ¥ ce|Qc|2 = Tr[BTP] = L(z*), and |(AT)eP|2 < ce for all e. The objective
values of (18) to (20) satisfy MinL < MinQ < MaxP.
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Proof. We start by slightly reformulating the minimization problem (18). This is necessary since
the function Q. — |Q.|2 is not differentiable for Q. = 0 and hence the KKT-conditions cannot be
applied. We formulate equivalently:

mianeme subject to AQ = B, z2 > |Q.[3, xc >0 for all e,
e

with variables Q € R™** and 2 € R™. Let Q* and z* be an optimal solution. Then clearly
x¥ = |Q| for all e. Using the Lagrange multipliers P € R™** for the equations AQ = B, and
a € RY; and B € RY, for the inequalities, the KKT conditions [BV04, Subsection 5.5] become

Ce — 20ex; — B =0 for all e,
PT(AT), +20.QF =0 foralle,
o) — 1Q2I2) =0 for all e,

Bext =0 for all e.

Here the first two conditions state that at the optimum, the gradient of the objective with respect
to the variables z. and Q). ; must be linear combinations of the gradients of the active constraints
and the last two conditions are complementary slackness (= a Lagrange multiplier can only be
non-zero if the constraint is tight). We also have the feasibility constraints

AQ =B, (25)
xf > 0and 2} > |Q.|2 for all e. (26)

Separating the two terms in (22), squaring and summing over i, and using (22) and (21), we
obtain

[AT)ePl3 =D () Aei)® = 4021Q113 = 402 (x7)® = (ce — Be)* < €2,

?

where the last inequality uses . = 0 if 2} > 0 by (24) and 8. = ¢, if 5 =0 by (21).
If Q% # 0, then z¥ # 0 and hence 8, = 0 and ¢, = 2a.2* or 2a, = ¢./x%. In particular, a, # 0
and hence (22) implies
1

20,

Qe =

N PA,.=2eATP. (27)
Ce
v
This equation also holds if Q% = 0 and hence x* = 0. Multiplying by (A7), from the left and
summing over e yields

B=AQ* = AXC'ATP. (28)

Thus P! is a potential for the i-th problem with respect to 2* and, by (27) (Q*)* is the corresponding
electrical flow. Thus z* € F,; by Lemma 2. Moreover,

7

K3
— . *
= § Pv,zAv,eQe,i

1,v,e
= Z Pv,iAv,eQ:,i
i,v,e, Qe#0
* *
. Z c e,i¥e,l
= o - -
R TE

= clQile.
€
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Here the fourth equality comes from (27) and z? # 0 if Q% # 0; note that

ZAveri = (AT>6P7,' =

c e
Qi = ot
Te ’ ”Qe ”2
We conclude that P is a feabible solution to (19). Thus MaxP > MinQ.

Since x* € F,, L(z*) = cTa* = Tr[PTL(z*)P]. Also, x} = |Q% |2 by definition of z*. Thus

Y celQil = cTa" = L(a")

and hence MinL < Min@. O
Lemma 12. MaxP < MinL.

Proof. The constraint |(AT).P|2 < c. in (19) can be equivalently written as
Ce 1
% (1I-anerlg-1) <o
Then the Lagrange dual with non-negative multipliers z. is an upper bound for MazP, i.e,

- - TeC
< i i\T pt eve AT o
MaaP < inf sup 301" P' = 3 75 (1P - 1)
The inner supremum can be reformulated as
, 1 , o1
sup Z(bl)Tpl ~5 Z(Pl)TL(x)Pl + ich, (29)
P = ,
7 7

since (we/ce) D, (AT)e P2 =Y, (PH)T A (2 /ce)(AT)P'. Only the first two terms in (29) depend
on P. We want to determine the maximizer? P(x). Taking partial derivatives with respect to the
vectors P? leads to the system

AXC™'A-Pi(z)=1b" for all i,
i.e. Pi(x) is a solution to L(x)Pi(x) = b’ for each i. Since

S ()" Pi(a) = Te[B” P(a)] = Tr[P()" L(2)P(x)] = 3 (Pi(x))" L(2) P (a)

i A

substituting into (29) yields

supz HT Pt — Z(PZ)TL( ) P! +% T (Te[BTP(2)] + ¢"'z) = L(x).

l\D\»—t

O
Lemma 13. Let z* € RY, be a minimizer of L(z). Then z* € Fy. Let P be a solution to
L(z*)P = B and let @ = X*C7YATP. Then Y, cc|Qcl2 = L(z*) and hence MinQ < MinL.

Proof. Since L(x(t)) is a Lyapunov function of the generalized Physarum dynamics we have z* € V.
Since V = F,, z* is a ﬁxed point and hence for all e, either z} = 0 or |A.|2 = 1. Since z* is a fixed
point, we have £(z*) = cT'z* = Tr[PT L(2*)P] and z} = |Q.|2 for all e. Thus

Zce”Q6"2—c " = L(z")

and hence Min@Q < MinL.
O
3In the proof of Lemma 5, we have seen that L(z) = ADY/2D'/2AT and hence b} P — (P))TL[z]P’ =
bI' Pt — | D'/2AT P?|3. Thus the maximizer is a finite point.

19



11 Convergence to the Lyapunov Minimizer

We show that the dynamics converges to the minimizer z* of the Lyapunov function under the
assumption that the set of fixed points of the dynamics is a discrete set.

Assumption 1 (Discrete Set of Fixed Points). F, is a finite set of points. For any two points in
Fgy, the values of L are distinct.

Theorem 7. Let x* = argmin,,L(z). Under the additional assumption 1, the generalized
Physarum dynamics x(t) converges to x*.

Proof. Since L£(x(t)) is non-increasing and non-negative, the dynamics z(t) converges to the set
V. By Theorem 5, V = F,. Since F, is assumed to be a finite set and any two fixed points have
distinct values of £, there is a fixed point & = lim;_, o, 2:(¢). Assume for the sakerf a contradiction,
L(Z) > L(x*). Let P(t) be the node potential corresponding to z(t) and let P be the potential
corresponding to &; recall that node potentials are unique. Since P(t) is a continuous function of
z(t), P(t) — P ast — oo. Let F = {e D JAT Py < ce } C E and consider the following chain of
inequalities:

max { Te[BTP] : |AP|s < c. for all e € E} > Ty[BT P

= L(2)
> L(z*)
= max {Tx[B"P]: |A.P|s <c.foralle€ E },

where the first inequality follows by the definition of E, the first equality follows from Lemma 2, the
strict inequality holds by assumption and the last equality follows from Theorem 6. We conclude
that E is a proper subset of E.

Let e € E\E be arbitrary. Then |(AT).P|s > ¢, and hence there are to > 0 and € > 0 such
that for every t > ty we have

[Ae(B)ll2 =

APl

€

Since g is an increasing function with g.(1) = 1, there is an « > 0 such that for all ¢t > ¢
ge ([[Ae(B)ll2) = ge (1 +€) =1+ a.

Then, for the generalized dynamics we have
e (t) = xe(t) - (ge([Ae(®)ll2) = 1) = 2e(t) - (ge(1 4+ €) — 1) = ame(t).
Further, by Gronwall’s Lemma, it follows that
xe(t) Z xe(tO) : eatv

and thus

s > BT at: )
Te tllglo Ze(t) > ze(to) tlg(r)loe +o0

This is a contradiction to the fact that z. is bounded.
Finally, if £(z(t)) converges to min,>¢ £(z) and the minimizer «* of £ is unique, then z(¢)
must converge to x*. O

We conjecture that x(t) always converges to some minimizer of £. If there are several minimizers
of L, the limit depends on the initial configuration and the function g. Consider the following
simple example. We have a network with two nodes connected by two links of the same cost, &k = 1
and the goal is to send one unit between the two nodes. Let 1 and x5 be the capacities of the two
links, respectively. For g(z) = z, any combination (x1,xs) with x; + zo = 1 is a fixed point.
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12 A Connection to Mirror Descent

We show that the mirror descent dynamics on the Lyapunov function £ is equal to a variant of the
non-uniform squared Physarum dynamics.

Lemma 14. The dynamics

d Ce 2
Zi%e(t) = () (J18cl3 = 1)

18 equivalent to the mirror descent dynamics on the Lyapunov function L.

Proof. By Lemma 10, we have for every index e € F that

0
0z,

Lia) = S (1= |A[). (30)

On the other hand, the mirror descent dynamics on the Lyapunov function £ is given by

d 0 (30) Ce 2
Ztelt) = _xe(t)ai%‘c(me(t)) = 5 ze((lAclz — 1) .

As is [Bon21], we can use the connection to mirror descent to estimate the speed of convergence
of the Physarum dynamics to the Lyapunov minimum; [Bon21] builds up on [ABB04, Wil18].

For a differentiable function f in m variables, the Bregman divergence D¢ is a function in 2m
variables defined by the equation

i.e., as the difference of the function value at  and the value at x of the tangent plane to f at y.
Clearly, if f is convex, Dy is non-negative.

Lemma 15. Let h: RT; — R be defined by
h(z) = er Inz, — er.
Then h is convex on RY,, Dy, is non-negative, and

Dp(z,y) =D welnme — Y zelnye — Y ze+ > ye,

Proof. The function h is convex in z, (partial derivative Inz, and second partial derivative 1/x.).
For its Bregman divergence Dy, we compute

Dip(z,y) = h(z)—h(y) — (Vh(y),z —y)

= erlnxe _er - (Zyelnye _Zye) _Z(xe _ye) lnye
e e e e e

= Zmelnme—zgcelnye —Zaje—i—Zye.
e e e e

So Dy, is the relative entropy function. O
Fact 1. [Bon21, Lemma 2.2] L is convez.

Theorem 8. Let z* be the global minimizer of L(x). For the dynamics 2. = (ce/2) - ze(|Ae]3 — 1),
we have

L(z(t)) < L(z*) + %Dh(x*,m(O)).
for allt > 0. In particular,
lim L(z(t)) = L(z*).

t—o0

21



Proof. According to (30) we have

0
0x,

E(gg) = % (1 - ”Aeﬂg) and &, = @, (ge(”Aeng) - 1) .

The time derivative of Dy, (z*, z(t)) is given by

%Dh(x ,Jf) = %;xelnxe_ag:xelnxe_%ze:xe_F%ZSIxG
= (g )+ X g

* Ce
= Z(aje — Xe )E(HAe”g - 1)
= —((z—2"),VL(z(t))).
We now consider the function

H(t) = Dp(z*, 2(t)) + t [L(x(t)) — L(x¥)]

Since 4 L(z) <0, by Lemma 5, and D (z*,z) > 0 for all z, we obtain

%’H(t) = —(VL(z(@),z(t) — ) + L(x(t)) — L(z") + t- %E(m(t))
< —[L@@) = L(2(t) — (VL(2), 2" — z(1))]
= —Dg(z*,z(t))
< 0.

Hence #H(t) < H(0) for all t > 0 and therefore
Dy (2%, 2(t)) + [L(x(t)) = L(z7)] < Dp(2", 2(0)) + 0[L(2(0)) — L(=7)] -

and further (using Dy (a*,z(t)) > 0)

L) < L) + %Dh(x*,x(O)).

13 Conclusions

We proposed a variant of the Physarum dynamics suitable for network design. We exhibited a
Lyapunov function for the dynamics, proved convergence of the dynamics, and gave alternative
characterizations for the minimum of the Lyapunov function. In the experimental part, we showed
that the dynamics captures the positive effect of sharing links and is able to construct nice networks.

Many questions remain open. We do not claim any biological plausibility for our proposal and
we have studied one particular form of the dynamics, namely #. = |g.| — x.. Other dynamics
have been studied for the shortest path problem, e.g., . = |ge|* — . with p > 1 or 4, =
ae‘f‘éel — 2. [MOTNO08, MAN17]. The latter paper also studies the influence of noise on the
dynamics. An extension to network design would be interesting.

The papers mentioned in the preceding paragraph are theory papers that investigate variants
of the basic dynamics (1). A different line of research aims at a deeper understanding of the inner
workings of Physarum polycephalum, for example, how global synchronisation can result from
random peristaltics [AAP*13], how information can be transported and a memory can exist in an
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organism without a nervous system [AAPB17, KA21], and whether tubes of the mold can transfer
electricity [WALCA15]. There seems to be little connection between these lines of research.

We used an Euler discretization of the dynamics for the experiments in Section 5. The resulting
algorithm is quite slow. The Lyapunov function £ is a convex function and hence the tool box
of convex optimization is available for computing its minimum. Does this lead to a practical
algorithm for network design? [WTTN11] also uses an Euler discretization of the dynamics for
their computer experiments. They speed-up the computation by considering only a random subset
of the demands instead of all demands in each iteration. If the random subset is not too small, the
dynamics seem to converge to the same solution. Is this true generally?

References

[AAPT13] K. Alim, G. Amselem, F. Peaudecerf, MP. Brenner, and A. Pringle. Random network
peristalsis in Physarum polycephalum organizes fluid flows across an individual.
Proceedings of the National Academy of Sciences, 110:13306-13311, 2013.

[AAPB17] K. Alim, N. Andrew, A. Pringle, and MP. Brenner. Mechanism of signal propagation in
Physarum polycephalum. Proceedings of the National Academy of Sciences, 114:5136—
5141, 2017.

[ABBO04] F. Alvarez, J. Bolte, and O. Brahic. Hessian Riemannian gradient flows in convex
programming. SIAM J. Control and Optimization, 43(2):477-501, 2004.

[ABD12] Andrew Adamatzky, Bernard De Baets, and Wesley Van Dessel. Slime mould imitation
of Belgian transport networks: redundancy, bio-essential motorways, and dissolution.
International Journal of Unconventional Computing, 2012.

[Ada09] A. Adamatzky. Developing proximity graphs by Physarum polycephalum: does the
plasmodium follow the Toussaint hierarchy? Parallel Process. Lett., page 105-127,
2009.

[Adal0] Andrew Adamatzky. Physarum Machines: Computers from Slime Mold. World

Scientific Publishing, 2010.

[Adalb] Andrew Adamatzky. Thirty eight things to do with live slime mould. CoRR,
abs/1512.08230, 2015.

[Aggl8] Charu C Aggarwal. Neural Networks and Deep Learning. Springer, 2018.

[AMV*11] Andrew Adamatzky, Genaro Judrez Martinez, Sergio V. Chapa Vergara, René
Asomoza-Palacio, and Christopher R. Stephens. Approximating Mexican highways
with slime mould. Nat. Comput., 10(3):1195-1214, 2011.

[BBK'T19] Ruben Becker, Vincenzo Bonifaci, Andreas Karrenbauer, Pavel Kolev, and Kurt
Mehlhorn. Two Results on Slime Mold Computations. Theoretical Computer Science,
773:79-106, 2019.

[BD97] S. L. Baldauf and W. F. Doolittle. Origin and evolution of the slime molds (Mycetozoa).
Proc. Natl. Acad. Sci. USA, pages 12007-12012, 1997.

[BMV12] Vincenzo Bonifaci, Kurt Mehlhorn, and Girish Varma. Physarum can compute
shortest paths. Journal of Theoretical Biology, 309(0):121-133, 2012. A preliminary
version of this paper appeared at SODA 2012 (pages 233-240).

[Bon16] Vincenzo Bonifaci. A revised model of fluid transport optimization in Physarum
polycephalum. Journal of Mathematical Biology, 74:567-581, 2016.

23



[Bon21]

[BP18§]

[BVO04]

[DSO04]
[FCP18]

[FDCP20]

[Har02]

[Hau06]

[HSWK14]

[LJNT11]

[JA10]

[KA21]

[KGJV83

[KKM20]

[LFPB20]

[MAN17]

[May18]

[MOO08]

[MOTNOS]

Vincenzo Bonifaci. A Laplacian approach to £1-norm minimization. Computational
Optimization and Applications, 79:441-469, 2021.

Olivier Bournez and Amaury Pouly. A survey on analog models of computation.
CoRR, abs/1805.05729, 2018.

Stephen Boyd and Lieven Vandenberghe. Convex Optimization. Cambridge University
Press, 2004.

Marco Dorigo and Thomas Stiitzle. Ant Colony Optimization. MIT Press, 2004.

E. Facca, F. Cardin, and M. Putti. Physarum dynamics and optimal transport for
basis pursuit. arXiv:1812.11782 [math.NA], December 2018.

Enrico Facca, Sara Daneri, Franco Cardin, and Mario Putti. Numerical solution of
Monge-Kantorovich equations via a dynamic formulation. J. Sci. Comput., 82(3):68,
2020.

P. Hartman. Ordinary Differential Equations: Second Edition. STAM, 2002.

Normal Haughness. Grandest Illusion: The Seductive Myth of Free-Will. Echo Park
Press, 2006.

C. Horsman, S. Stepney, R.C. Wagner, and V. Kendon. When does a physical system
compute? Proc. R. Soc. A., 470, 2014.

Kentaro Ito, Anders Johansson, Toshiyuki Nakagaki, and Atsushi Tero. Convergence
properties for the Physarum solver. arXiv:1101.5249v1, January 2011.

Jeff Jones and Andrew Adamatzky. Towards Physarum binary adders. BioSystems,
101:51-58, 2010.

M. Kramar and K. Alim. Encoding memory in tube diameter hierarchy of living flow
network. Proceedings of the National Academy of Science, 2021.

S. Kirkpatrick, C. D. Gelatt Jr, and M. P. Vecchi. Optimization by simulated annealing.
Science, 220:671-680, 1983.

Andreas Karrenbauer, Pavel Kolev, and Kurt Mehlhorn. Convergence of the Non-
Uniform Physarum Dynamics. Theor. Comput. Sci., 816:260-269, 2020.

Alessandro Lonardi, Enrico Facca, Mario Putti, and Caterina De Bacco. Optimal
transport for multi-commodity routing on networks. arXiv, 2020. 2010.14377.

B. Meyer, C. Ansorge, and T. Nakagaki. The role of noise in self-organized decision
making by the true slime mold Physarum polycephalum. PLoS ONE, 12(e0172933),
2017.

R. Mayne. When the path is never shortest: A reality check on shortest path
biocomputation. In A. Adamatzky, editor, Shortest Path Solvers. From Software to
Wetware, pages 379-399. Springer, 2018.

T. Miyaji and Isamu Ohnishi. Physarum can solve the shortest path problem on
riemannian surface mathematically rigourously. International Journal of Pure and

Applied Mathematics, 47:353-369, 2008.

T. Miyaji, I. Ohnishi, A. Tero, and T. Nakagaki. Failure to the shortest path decision
of an adaptive transport network with double edges in Plasmodium system. Int. J.
Dynamical Systems and Differential Equations, 1(3):210-219, 2008.

24



[NBJ11]

[NBJ15]

[NTU*07]

[INYT00]

[SAGMOY]

[Ste08]

[SV16a]

[SV16b]

[TKNO7]

[TTS*10]

[WdLCA15]

[Wil1g]

[WTTN11]

[YMD19)

[ZAC*17]

Saket Navlakha and Ziv Bar-Joseph. Algorithms in nature: the convergence of systems
biology and computational thinking. Molecular Systems Biology, 7(546), 2011.

Saket Navlakha and Ziv Bar-Joseph. Distributed information processing in biological
and computational systems. Comm. ACM, 58(1):94-102, 2015.

T. Nakagaki, M. Iima, T. Ueda, Y. Nishiura, T. Saigusa, A. Tero, R. Kobayashi, and
K. Showalter. Minimum-risk path finding by an adaptive amoebal network. Physical
Review Letters (PRL), 99(068104):4, 2007.

T. Nakagaki, H. Yamada, and A. Téth. Maze-solving by an amoeboid organism.
Nature, 407:470, 2000.

Tomohiro Shirakawa, Andrew Adamatzky, Yukio-Pegio Gunji, and Yoshihiro Miyake.
On simultaneous construction of voronoi diagram and delaunay triangulation
by physarum polycephalum. International Journal of Bifurcation and Chaos,
19:3109-3117, 2009.

S. Stepney. The neglected pillar of material computation. Phys. D Nonlinear Phenom.,
237:1157-1164, 2008.

Damian Straszak and Nisheeth K. Vishnoi. IRLS and slime mold: Equivalence and
convergence. CoRR, abs/1601.02712, 2016.

Damian Straszak and Nisheeth K. Vishnoi. On a natural dynamics for linear pro-
gramming. In ITCS, pages 291-291, New York, NY, USA, 2016. ACM.

A. Tero, R. Kobayashi, and T. Nakagaki. A mathematical model for adaptive transport
network in path finding by true slime mold. Journal of Theoretical Biology, pages
553-564, 2007.

A. Tero, S. Takagi, T. Saigusa, K. Ito, D. Bebber, M. Fricker, K. Yumiki, R. Kobayashi,
and T. Nakagaki. Rules for biologically inspired adaptive network design. Science,
327:439-442, 2010.

James GH Whiting, Ben PJ de Lacy Costello, and Andrew Adamatzky. Transfer
function of protoplasmic tubes of Physarum polycephalum. Biosystems, 128:48-51,
2015.

A. Wilson. Lyapunov arguments in optimization. PhD thesis, University of California
at Berkeley, 2018.

Shin Watanabe, Atsushi Tero, Atsuko Takamatsu, and Toshiyuki Nakagaki. Traffic
optimization in railroad networks using an algorithm mimicking an amoeba-like
organism, physarum plasmodium. Biosyst., 105(3):225-232, 2011.

Hanchao Yang, Richard Mayne, and Yong Deng. A bio-inspired network design
method for intelligent transportation. Int. J. Unconv. Comput., 14(3-4):199-215,
2019.

Xiaoge Zhang, Andrew Adamatzky, Felix T. S. Chan, Sankaran Mahadevan, and
Yong Deng. Physarum solver: a bio-inspired method for sustainable supply chain
network design problem. Ann. Oper. Res., 254(1-2):533-552, 2017.

25



