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Abstract. SemaPlorer is an easy to use application that allows end
users to interactively explore and visualize a very large, mixed-quality
and semantically heterogeneous distributed semantic data set in real-
time. Its purpose is to acquaint oneself about a city, touristic area,
or other area of interest. By visualizing the data using a map, media,
and different context views, we clearly go beyond simple storage and re-
trieval of large numbers of triples. The interaction with the large data
set is driven by the user. SemaPlorer leverages different semantic data
sources such as DBpedia, GeoNames, WordNet, and personal FOAF files.
These make a significant portion of the data provided for the billion
triple challenge. It intriguingly connects with a large Flickr data set con-
verted to RDF. SemaPlorer’s storage infrastructure bases on Amazon’s
Elastic Computing Cloud (EC2) and Simple Storage Service. We apply
NetworkedGraphs as additional layer on top of EC2, performing as a
large, federated data infrastructure for semantically heterogeneous data
sources from within and outside of the cloud. Therefore, the application
is scalable with respect to the amount of distributed components work-
ing together as well as the number of triples managed overall. Hence,
SemaPlorer is flexible enough to leverage for exploration almost arbi-
trary additional data sources that might be added in the future.

1 Introduction
Informing oneself about cities, touristic regions, and other areas of interest is
a task often performed on the Internet. Today’s applications supporting users
in this task are centralized and monolithic such as travel sites like Tripadvi-
sor (http://www.tripadvisor.com) and Wikitravel (http://wikitravel.org) and
knowledge platforms like Freebase (http://www.freebase.com). With our novel
infrastructure and application, SemaPlorer, we target a web of networked data
spaces. Such systems, services, and data stores are easily and seamlessly inte-
grated into a federated infrastructure in order to enable generic access to seman-
tic multimedia data. The different data spaces may be located remotely, provided
over SPARQL end points that can be queried and connected over a distributed
infrastructure. (Almost) arbitrary data sources may be added ad hoc at any later
point in time to extend the data infrastructure of SemaPlorer.

A major step forward towards accomplishing this visionary objective is pre-
sented in this paper with the SemaPlorer application and underlying data infras-
tructure. SemaPlorer is an interactive application that gives end users a usable
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tool to explore and visualize a very large, mixed-quality and semantically hetero-
geneous distributed semantic data set in real-time. For SemaPlorer, we pursue
a blended browsing and querying approach [1] to retrieve and visualize infor-
mation. Users can navigate through almost arbitrary data sets using different
facets (cf. [2]) such as location, time, people, and tags. When the user interacts
with the application, multiple queries are sent to and executed by the underlying
storage infrastructure to retrieve the appropriate results. The results are visual-
ized using a map, media, and different context views representing the different
facets.

For SemaPlorer, we have integrated and leveraged different seman-
tic data sources such as DBpedia (http://dbpedia.org), GeoNames
(http://geonames.org), WordNet (http://wordnet.princeton.edu), and per-
sonal FOAF files contained in the Swoogle (http://swoogle.umbc.edu) crawl
of Semantic Web data. These make a significant portion of the data provided
for the billion triple challenge. Further, we have incorporated a partial crawl
of Flickr (http://flickr.com) as a very large non-semantic data set that has
been converted to 700 million RDF triples. Together, they form a very large,
semantically heterogeneous and mixed-quality data set that sums up to more
than 1 billion triples. Linking this data set requires a flexible and scalable stor-
age infrastructure. The SemaPlorer infrastructure in its current configuration
consists of a set of 25 RDF stores1. The stores are hosted on virtual machines
on Amazon’s Elastic Computing Cloud (EC2, http://aws.amazon.com/ec2/).
Amazon’s Simple Storage Service (S3, http://aws.amazon.com/s3/) is used to
store the EC2 virtual machine images and the semantic datasets. The stores can
be transparently accessed as a single, virtual RDF store through a federator.
The federator uses NetworkedGraphs [3], a SPARQL-based distributed view
mechanism for RDF, and distributed evaluation of SPARQL queries [4, 5].
Lightweight inferencing is done using NetworkedGraphs at runtime, e.g., for
integrating semantically heterogeneous data. Thus, adding new data sources
becomes extremely easy by extending the federator’s configuration while being
fully transparent to the SemaPlorer application.

2 SemaPlorer Application

Collecting information about an area of interest such as a city or touristic re-
gion is a task often performed on the Internet. The more complex such queries
get, the harder today’s search engines and platforms can fulfill these information
requests. For example, a person interested in Berlin can easily find information
about the city using standard search such as Google. However, finding places
where there is some street art in the city of Berlin is almost impossible. Chang-
ing this context to another city such as Paris puts an additional challenge to
the application that traditional approaches cannot solve. With the SemaPlorer
application, we support the users in conducting such complex data exploration
tasks. The application uses data federated from different sites using faceted,
blended browsing and querying. We have defined four facets of general interest
1 Given the scalability of today’s RDF stores, a smaller number would certainly suffice.

However, this higher number illustrates the scalability of our approach with regard
to federation.
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in SemaPlorer, namely location, time, people, and tags. Other facets can be eas-
ily configured and added. A facet provides a filtering on a large data set. For
example, SemaPlorer can present the sights of a certain city or area using the
location facet. Blended browsing and querying means that while users interact
with SemaPlorer, different queries are constructed in the background and for-
warded to the underlying storage infrastructure and their results are visualized
on the screen. This approach allows for a user-driven visualization and interac-
tive experience of the semantic data provided on the Web today. In SemaPlorer,
the users initially state a simple text query to the system as depicted in the top
left corner of Fig. 1. The result list contains different places, people, and tags
matching the query. When the user clicks on the city of Berlin, the SemaPlorer
application updates the center part of Fig. 1 showing a map of the city. Con-
currently, a query is executed filling the map view with interesting places and
sights, represented by pins. At the same time, a second query is executed based
on what is currently seen on the map to fill the context view in the right hand
side of Fig. 1.

Fig. 1. Screenshot of the SemaPlorer application showing street art in Berlin

For each facet, a context view is defined in the SemaPlorer application. For
example, the location view provides information from DBpedia such as popu-
lation, country, and others. It lists sights and shows nearby places. The people
view contains celebrities associated with that place, Flickr users who have up-
loaded geo-referenced images from that region, and Internet users living in that
area according to their FOAF files. The time view allows for selecting a specific
time period such as from-to-date and seasons like summer and winter. In the
tag view, the tags from Flickr are shown as cloud. All elements in the context
views such as sights, nearby places, celebrities, tags, and others are interactive.
This means that the users can click on it to continue the blended browsing and
querying. For example, when the map view shows the city of Berlin, one can click
on the tag street art. Instantaneously, the map view is updated and locations of
Flickr photos tagged as street art are shown. By stating another query for Paris,
the user can switch from the current context of street art photos in Berlin and
compare them with Paris.
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3 SemaPlorer Dataset and Interlinking of the Data
To provide blended browsing and querying about areas of interest in SemaPlorer,
different kinds of semantic data are combined. We use a significant portion of the
dataset provided for the challenge, namely DBpedia (120M triples), GeoNames
(70M triples), WordNet (2M triples), and Swoogle (175M triples). In addition,
we use a crawl of Flickr covering several months in 2005-2006 (700M triples),
which has been translated to RDF. As described in Sec. 2, we have defined
different facets for our SemaPlorer application. These facets are provided by
different parts of the data. In the following, we describe the data used for the
different facets and how they are connected.

Location. Elements of this facet refer to geographic coordinates. We employ
GeoNames for cities, countries, and others. Images are displayed based on geo-
tagged pictures on Flickr. For sights, we use a combination of full-text search
on DBpedia article labels and SKOS category labels. In order to identify sights,
we use the SKOS categories that are available in DBpedia. We assume that
skos:broader is transitive and precompute the transitive closure of all resources.
Subsequently, we perform a full text search on the category labels and constrain
the results to resources that are connected to dbpedia:Visitor attractions via
skos:subject and the transitive closure of skos:broader. For displaying nearby
places and sights, we select all siblings of a chosen location element and rank
them based on the geo location distance. For example, when selecting the Arc
de Triomphe in Paris, nearby places computed include Eiffel Tower and Notre
Dame. This has to be done, because nearbyPlace information is missing from
the GeoNames export.

Time. For the time facet, there is no explicit data set defined. We rather
provide the possibility to filter content from a certain time period, e.g., select
pictures of a specific month from Flickr. In addition, we allow filtering of content
from a particular season like winter and summer.

Person. From the datasets introduced above, we have identified three types
of persons. First, we select “celebrities” from DBpedia. Second, we select users
that posted images on Flickr. Finally, we search for Internet users that published
their FOAF files from Swoogle. For any of these types of persons, we use a
different combination of the data. For celebrities, we find images depicting the
selected celebrity based on a full-text search on the Flickr tags. With respect
to a Flickr user, we search for content posted by the user. For Internet users,
we look at their FOAF profile’s geo location (if available) and connect it with
images of that location from Flickr.

Tags. Tags are directly associated with the Flickr content. We provide full-
text search over the tags. When a tag is selected by a user, we show related tags
from Flickr and WordNet.

Complexity of Queries. For filling the facets described above, multi-
ple queries are executed at the same time. For the initial search by keyword
as described in Sec. 2, three simultaneous queries are performed for retriev-
ing locations, persons, and tags. When clicking on one of the retrieved items
in the search results, eight simultaneous queries are executed filling the me-
dia view and map view, calculating nearby places, selecting sights, celebrities,
Flickr users, Internet users, tags, and retrieving the DBpedia abstract. The
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same queries are performed when the context of the current view is changed,
e.g., when the location is changed by clicking on a sight or nearby place or
when a specific person or tag is selected in the corresponding context view.
This approach allows for a very flexible change of the SemaPlorer application,
e.g., adding certain elements to the views or removing them. The SPARQL
queries make use of the full expressiveness of SPARQL, including UNION, OP-
TIONAL and various FILTER expressions. Additionally, Lucene queries are in-
cluded in the SPARQL queries using predicate functions and Sesame LuceneSail
(http://dev.nepomuk.semanticdesktop.org/wiki/LuceneSail). We have extended
the Lucene Sail to allow for range queries and queries for geographic proximity.
The queries have a standard length of 4 to 9 joins. On average, 2 to 3 joins
connect multiple repositories with up to 4 datasets in a single query. As the
GeoNames and Flickr datasets have been distributed over multiple repositories,
a varying number of distributed unions are executed. However, these are less
critical as they can easily be parallelized. Depending on the context the user
selects, the queries can grow, e.g., by selecting images tagged with multiple tags
in a certain time period in a certain geographic area.

Achievements and Experiences. When designing the dataset for our
SemaPlorer application and working on it, we found out that the data sets are
often not complete and sometimes the semantics are not explicit enough. For
example, GeoNames is missing information on sights and nearby places. Never-
theless, we were able to retrieve this information by intriguingly connecting the
heterogeneous data sets as described above. Considering the data set, we further
observe that the data is heterogeneous even within a solitary dataset. For ex-
ample, there is no clear approach for specifying the place of birth of a person in
DBpedia. Sometimes it is dbpedia:cityofbirth and sometimes dbpedia:birthPlace.
In SemaPlorer, we solve such ambiguities by mapping the two properties and
unifing the result sets. While Linked Open Data progresses in linking the meta-
data, it is still an open issue how to exploit it for managing resources such as
Flickr images. As SemaPlorer shows, mapping of Linked Open Data and the
RDF conversion of the Flickr data is feasible and it works well, e.g., with Geo-
Names. However, instead of tagging images with keywords and mapping these
tags with Linked Open Data, it would be more beneficial to directly use Linked
Open Data to annotate the images. For example, an image depicting the Eiffel
Tower could be annotated with the corresponding DBpedia concept.
4 SemaPlorer Architecture
The architecture of SemaPlorer is depicted in Fig. 2. It is divided into two sub-
systems: The first subsystem consists of the K-Space Annotation Tool (KAT,
https://launchpad.net/kat) and it’s SemaPlorer specific extensions, the KAT
Plugins. It is deployed to the client’s computer and provides the user interface
and application logic of the SemaPlorer application described in Sec. 2. The sec-
ond subsystem implements the federated data infrastructure and comprises an
Administration Component for RDF repositories, the NetworkedGraphs-based
Federator, and the different RDF Stores for the semantic data and Literal Stores
for the DBpedia abstracts and Flickr tags. The Administration Component and
the Federator are hosted on our local computing infrastructure. All other com-
ponents, i.e., RDF Stores and Literal Stores providing the billion triple data
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set are hosted on Amazon EC2 nodes. The architecture of SemaPlorer and the
single components are described in more detail in the following.

The first subsystem, provided by KAT
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Fig. 2. Architecture of SemaPlorer

KAT and its plugins is a generic architec-
ture designed to develop applications for
browsing and (semi-automatically) an-
notating multimedia data. It can be ex-
tended by generic functionality such as
an interactive map or access to Flickr im-
ages. The functionality is provided via a
Messaging Bus to more application spe-
cific plugins such as the depicted Sema-
Plorer plugin. KAT provides a Plugin
Manager for managing application spe-
cific extensions. Furthermore, it provides
some GUI Tools and a GUI Layouter.
Finally, KAT possesses a local storage
infrastructure for multimedia annota-
tions based on COMM [6] and Sesame 2
(http://openrdf.org). This storage is de-
signed for annotations made by (semi-
automatic) annotation plugins or man-
ual annotations by the users. It will be-
come an interesting feature for future ex-
tensions of our SemaPlorer application.

The data set described in Sec. 3 is
provided through the second subsystem, the NetworkedGraphs-based federated
data infrastructure leveraging Amazon’s EC2. The Administration Component
of this data infrastructure controls the virtual machines running on EC2. Using
a simple web GUI, EC2 nodes for specific parts of the data or the entire dataset
can be started and stopped. New datasets can be created by adding a description
of the dataset to a configuration file and starting the new node. Whenever nodes
are started or stopped, the Administration Component updates the Federator
configuration accordingly. The Federator is the single SPARQL endpoint offering
SemaPlorer unified access to the whole dataset in a virtual RDF repository.
Queries against the Federator are analyzed to determine, which endpoints can
be used to evaluate parts of the query. Subsequently, the query is split into
subqueries that are evaluated at the actual data sources [4, 5].

The dataset is stored at storage nodes in EC2 using S3. We use three different
configurations for EC2 nodes: The first one stores RDF data without any infer-
ences. It is used, e.g., for DBpedia infobox data. It also serves as basis for the
other two node types. The second one uses LuceneSail and additionally provides
full-text indexes over the RDF literals. It is used, e.g., for tags, DBpedia articles,
and category labels. For the SemaPlorer application, we do not need full RDFS
inferencing. In contrast, transitivity in SKOS hierarchies is needed, which is not
provided by RDFS. Hence, we use inferencing with custom rules in the third
configuration of S3 nodes. As the custom rules inferencer of Sesame does not
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scale to the dataset used, we precompute the transitive closure of skos:broader
for DBpedia categories.

In addition to SPARQL federation, the Federator performs simple schema
mappings to homogenize representations from the various data sources used for
SemaPlorer. This schema mapping is done at run time using NetworkedGraphs.
For example, for persons we have three different representations: FOAF files us-
ing the FOAF vocabulary, DBpedia using a (Living)Person category, and Flickr
users. Similar challenges arise from the modeling of geographic entities and an-
notation of images and for providing access to properties without a clear schema
such as place of birth in DBpedia. In order to allow the SemaPlorer application
to abstract from these differing representations, we map them to a canonical
form. In the case of Persons, the FOAF vocabulary is used. As a result, we can
add any dataset for which a mapping to the FOAF vocabulary is possible.

5 Related Work
The principle idea of faceted, blended browsing and querying is intriguing,
but well-known, e.g., [7, 8]. The winner of the Semantic Web challenge 2006,
/facet [9], has brought this idea into the arena of semantic data. Recently,
the faceted application Freebase Parallax (http://mqlx.com/∼david/parallax)
emerged, a faceted browser for exploring and visualizing the structured data
of Freebase (http://www.freebase.com). The largest disadvantage of /facet and
Freebase Parallax is that they are built on a centralized infrastructure that does
not allow for scalable use of a large set of data coming from many different data
sources. With the SemaPlorer application based on KAT and NetworkedGraphs,
we have achieved this and provide for a faceted, blended browsing and query-
ing over a very large, mixed-quality and semantically heterogeneous distributed
semantic data.

Various systems providing highly scalable management of RDF data have
been provided, e.g. YARS2 [10]. These systems aim at managing a large volume
of RDF data in a single, albeit federated, repository. In contrast, our infrastruc-
ture aims at integrating multiple semantically heterogeneous repositories across
the Semantic Web into a single virtual repository infrastructure. DARQ [11] is
a related approach aiming at querying multiple SPARQL endpoints. In contrast
to our system, it is based on manually maintained statistics about remote end-
points, which we do not assume to be available. Additionally, severe limitations
are imposed on the structure of queries by DARQ. In the context of the Linked
Open Data effort, challenges similar to our setting arise with respect to storage
requirements. However, querying is not addressed. DynaQuest [12] aims at a
web-scale distributed virtual relational database. However, relational databases
do not cope well with semi-structured, semantically heterogeneous data.

6 Conclusions
In this paper, we have presented the SemaPlorer application and data infrastruc-
ture. As shown, the SemaPlorer application is an easy to use tool that allows
end users to interactively explore and visualize a very large, mixed-quality dis-
tributed semantic data set in real-time. The application leverages a significant
portion of the data provided for the billion triple challenge. Further, a large
Flickr data set converted to RDF is incorporated. However, the main focus of
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the SemaPlorer application remains on the use and integration of the different
data sources provided for the challenge. The storage infrastructure underlying
SemaPlorer allows for transparent access to arbitrary, distributed RDF reposito-
ries, in our case stored on EC2. By this, the application is scalable with respect to
the amount of distributed components working together. In addition, arbitrary
additional data can be added at a later point in time. Thus, using Amazon’s
EC2 and NetworkedGraphs brings us closer to the vision of generic access to
distributed semantic multimedia data. Particularly, we have shown that besides
scaling centralized repositories, connecting many smaller repositories is a feasi-
ble and in many ways a more advantageous approach to scale with regard to
organizational needs of autonomous contributors on the Semantic Web.

In the long term, the preferred mode of operation will be the direct use of
SPARQL endpoints run by the providers of the data. Switching to these live
data sources can be easily conducted by changing the Federator’s configuration
and without modifying the SemaPlorer application or any other application that
might use the federated data infrastructure.
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