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Chapter 1

A Case Study of Wavelets and
SVM Application in Coffee
Agriculture: Detecting Cicadas
Based on Their Acoustic and
Image Patterns
João Paulo Lemos Escola, Rodrigo Capobianco Guido,
Alexandre Moraes Cardoso,
Douglas Henrique Bottura Maccagnan,
João Marcelo Ribeiro and José Ricardo Ferreira Cardoso

Abstract

One of the main problems in agriculture is crop pest management, which causes
financial damage to farmers. This management is traditionally performed with
pesticides; however, with a large area of application, it would be more economically
viable and more environmentally recommended to know precisely the regions
where there is concrete infestation. In coffee farms, cicada makes a distinctive
sound when it hatches after years of underground nymph-shaped living. One pos-
sibility of contributing to its management would be the development of a device
capable of capturing the sound of the adult cicada in order to detect its presence and
to quantify crop insects. This device would be spread across the coffee plots to
capture sounds within the widest possible area coverage. With monitoring and
quantification data, the manager would have more input for decision-making and
could adopt the most appropriate management technique based on concrete infor-
mation on population density separated by crop region. Thus, this chapter presents
an algorithm based on wavelets and support vector machines (SVMs), to detect
acoustic patterns in plantations, advising on the presence of cicadas.

Keywords: acoustic patterns, support vector machines, wavelets,
digital signal processing, cicada

1. Introduction

Since human population has been intensively increasing, the need for food and
other products from agricultural fields also grows. To guarantee the production,
monoculture is carried out at extensive areas, which intensifies the appearance of
pests. Generally, pest control in agriculture is performed with the use of chemical
pesticides, often applied even in areas without pest incidence, which raises the cost
of production and may cause environmental impacts that affect human health.
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The development of specific hardware and software for pest detection in agriculture
can provide support for distinct production forms which reduce negative impacts.
In this sense, the capture, recording, and analysis of acoustic signals emitted by
insects can be an alternative to optimize the production of certain crops [1].

The cicada (Hemiptera: Cicadidae) is a good example of an insect capable of
emitting acoustic signals. In Brazil, the coffee plantation can be attacked by several
arthropods and among them, Quesada gigas is considered a key pest in the entire
state of Minas Gerais and in the northeastern region of the state of São Paulo [2].
Considering that there have been reports on the occurrence of cicadas in coffee
plantations from the period between 1900 and 1904, it is important to say that this
fact has interfered in the way of conducting the crop: it has practically forced coffee
growers to adopt practices for productive system improvement, such as larger
spaces between plants, allowing for the mechanization of crop aiming at the use of
pesticides to manage this and other pests and diseases that affect productivity.

Cicadas attack crops in the search for sap, their main food. The impacts on the
plants occur in the nymphal phase of the cicada when it sucks sap from the host
plant root [3]. The Q. gigas species, that are the biggest in size the country, can reach
70 mm in length, including wings, and 20 mm in width in the case of males. The
females can reach 69 mm in total length and 16.5 mm in width, as shown in
Figure 1. The size of the insect is probably the reason why it is associated with the
impact caused in coffee plantation.

Males usually sound from October to December. In the 1970s, since there was no
efficient method for cicadas controlling, many coffee growers had no choice than
to eradicate infested crops. Many of them even abandoned their cultivation. How-
ever, lately the recommended control has been made through systemic chemical
defenses and more recently by the use of a sound trap that attracted Q. gigas to
a closed spraying system [4].

There are few technological devices used in coffee plantations to monitor and
control the cicadas, and maybe, because of this, the most used device is the chemical
one. Considering that the methods currently used for mapping and monitoring the
populations of cicadas consist basically of the nonautomated counting of the individ-
uals through direct observation, this paper aims to present some applications using
digital signal processing and support vector machines (SVMs) as techniques for
detecting andmonitoring cicadas in crops and forests, reducing time and control costs.

2. Initial considerations

Machine learning is a branch of artificial intelligence that seeks to develop
algorithms capable of learning certain behaviors or patterns through examples,

Figure 1.
Quesada gigas. On the left, male emitting acoustic signals. On the right, lateral view of male resting.
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being able to generalize from training. SVMs, for instance, are supervised machine
learning methods with superior results compared to other pattern classification
procedures, considering binary problems [5].

Thus, one possibility for improving agricultural procedures would be the devel-
opment of a device capable of capturing the sound of the adult cicada in order to
detect its presence, thus monitoring and quantifying crop insects. This device
would be spread across the coffee fields to capture sounds within the widest possi-
ble area coverage. That allows for the manager to have more input for decision-
making, adopting the most appropriate management technique based on concrete
information on population density separated by crop region.

Cicadas emit particular frequency components which characterize certain pat-
terns. To detect them, both Fourier and discrete wavelet (DWT) transforms, which
convert a time-domain signal to the frequency domain, can be used. Nevertheless,
in the latter case, it is still possible to obtain the time support of frequencies [6].
Then, an SVM can be used to refine the results, pointing out the existence of the
important patterns from the wavelet-transformed signals. This is just how the
proposed approach was implemented. Related works, such as [1, 7–15], perform
automated data collection for monitoring and corroborate the present work.

3. Application one (AP1): cicada density estimation by audio processing

This solution consists of a system that, from an input wav audio file, discrimi-
nates between three possibilities, noise, low density, and high density, assisting in
monitoring the cicada infestation in the coffee crop. Based on features from the
human auditory system, which easily differentiates between these acoustic pat-
terns, the system proves to be efficient. Working similarly to the cochlea in the
human ear [16] and based on the DWT packet, an efficient time-frequency map-
ping [6] is provided.

Based on our assumptions and intending to assess it, we carried out the following
preprocessing procedure to convert each acoustic input signal of variable length
into a 25-sample long feature vector:

• AP1 PRE-PROCESSING PHASE:

◦ BEGINNING.

◦ STEP 1: the raw data from the input signal i, recorded as a wav file
sampled at 44,100 samples/s, 16-bit [16], is extracted and stored as the
vector si �½ �, for 0⩽ i⩽X � 1ð Þ. Each original wav file lasts about 3 s, i.e.,
44100 � 3 ¼ 132300 samples, with variations among them. Since a
wavelet-based transformation is used in the next step, we cut the the
vectors si �½ � taking advantage of their central part in such a way that their
length became 262,144 samples, which is a power of two;

◦ STEP 2: si �½ � of size 262,144 is converted into its corresponding feature
vector, i.e., f i �½ � of size X ¼ 25, where 0⩽ i⩽X � 1ð Þ. Particularly, f i j½ �,
i.e., the jth component of f i �½ � where 0 ⩽ j⩽ 24ð Þ, corresponds to the
normalized energy of the jth Bark scale band of the wavelet-packet
transformed input signal si �½ � at the maximum decomposition level, as in
Eq. 1, considering the natural frequency ordering [6], according to
Table 1. Comments on the wavelet family used are presented ahead.
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◦ END.

log input_sizeð Þ
log 2ð Þ ¼ max _level (1)

We apply here the technique described in [17], which is based on paraconsistent
logic, to analyze the behavior and suitability from the obtained data, i.e., the feature

Barka Band range (Hz Hz) Initial WPT sample Final WPT sample Energy rangeb

0 0–100 0 ⌊ 100
0:0841⌋ ¼ 1189 0–99.9949

1 100–200 1190 ⌊ 200
0:0841⌋ ¼ 2378 100.0790–199.9898

2 200–300 2379 ⌊ 300
0:0841⌋ ¼ 3567 200.0739–299.9847

3 300–400 3568 ⌊ 400
0:0841⌋ ¼ 4756 300.0688–399.9796

4 400–510 4757 ⌊ 510
0:0841⌋ ¼ 6064 400.0637–509.9824

5 510–630 6065 ⌊ 630
0:0841⌋ ¼ 7491 510.0605–629.9931

6 630–770 7492 ⌊ 770
0:0841⌋ ¼ 9155 630.0772–769.9355

7 770–920 9156 ⌊ 920
0:0841⌋ ¼ 10939 770.0196–919.9699

8 920–1080 10,940 ⌊ 1080
0:0841⌋ ¼ 12841 920.054–1079.9281

9 1080–1270 12,842 ⌊ 1270
0:0841⌋ ¼ 15101 1080.0122–1269.9941

10 1270–1480 15,102 ⌊ 1480
0:0841⌋ ¼ 17598 1270.0782–1479.9918

11 1480–1720 17,599 ⌊ 1720
0:0841⌋ ¼ 20451 1480.0759–1719.9291

12 1720–2000 20,452 ⌊ 2000
0:0841⌋ ¼ 23781 1720.0132–1999.9821

13 2000–2320 23,782 ⌊ 2320
0:0841⌋ ¼ 27586 2000.0662–2319.9826

14 2320–2700 27,587 ⌊ 2700
0:0841⌋ ¼ 32104 2320.0667–2699.9464

15 2700–3150 32,105 ⌊ 3150
0:0841⌋ ¼ 37455 2700.0305–3149.9655

16 3150–3700 37,456 ⌊ 3700
0:0841⌋ ¼ 43995 3150.0496–3699.9795

17 3700–4400 43,996 ⌊ 4400
0:0841⌋ ¼ 52318 3700.0636–4399.9438

18 4400–5300 52,319 ⌊ 5300
0:0841⌋ ¼ 63020 4400.0279–5299.9820

19 5300–6400 63,021 ⌊ 6400
0:0841⌋ ¼ 76099 5300.0661–6399.9259

20 6400–7700 76,100 ⌊ 7700
0:0841⌋ ¼ 91557 6400.0100–7699.9437

21 7700–9500 91,558 ⌊ 9500
0:0841⌋ ¼ 112960 7700.0278–9499.9360

22 9500–12,000 112,961 ⌊ 12000
0:0841⌋ ¼ 142687 9500.0201–11999.9767

23 12,000–15,500 142,688 ⌊ 15500
0:0841⌋ ¼ 184304 12000.0608–15499.9664

24 15,500–22,050 184,305 ⌊ 22050
0:0841⌋ ¼ 262143 15500.0505–22050.0000

aBark band.
bRange in fi[Bark band] Hz.
At that level, which is the maximum, and considering the original signal sampling rate of 44,100 samples/s, each
sample of the transformed signal has a resolution of 44, 100

218þ1 ¼ 0:0841 Hz. The energy of each one of the 25 sets is
calculated separately and, then, normalized based on its division by the total energy. Thus, f i j½ � is the jth normalized
energy, (0⩽ j⩽ 24), for a certain input signal si �½ �. The symbol ⌊�⌋ in the fourth column of the table represents a
rounding floor operation. It is required because a sample is obviously always an integer number. Due to that rounding,
the frequency range we obtained from the WPT tree is only an approximation to the Bark scale; however, it does not
make any difference in practice.

Table 1.
The 25 sets of samples, from the 18-th level WPT of size 262,144, is used to mimic the bark scale.
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vector. Thus, the data vectors were represented in the paraconsistent plane as point
P, according to Figure 2. Ideally, the closer the P is from corner G1,G2ð Þ ¼ 0, 1ð Þ,
the better our feature vectors separate between the classes, disregarding any spe-
cific classifier. The next step was to choose the best wavelet family, that is, the
family that puts P closer to that corner.

Figure 2.
The paraconsistent plane where the axes G1 and G2 represent the degrees of certainty and contradiction,
respectively. P ¼ G1,G2ð Þ ¼ α � β, α þ β � 1ð Þ, drawn in blue just to exemplify, is an important element for
our analysis: The closer it is to the corner (1,0), the weaker the classifier associated with the features vector can
be. The values of α and β are derived from intra-class and inter-class analyses, respectively, as detailed in [17].

Figure 3.
The experimental setup for the proposed application one.

Figure 4.
The SVM structure used in application one approach. The weights determined during the supervised part of the
training are fw0, w1, ..., wX�1g. The output element linearly combines the outputs of the hidden layer with the
weights.
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◦ END.
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Proceeding, we estimate that an SVM could be a proper classifier to interpret the
feature vectors we selected during the preprocessing step, because of its excellence
in terms of binary classifications [5]. Accordingly, Figure 3 shows the complete
setup for the proposed approach. It is divided into two phases, i.e., training and
testing, with four steps each. As discussed ahead, a total of X and Y vectors were
isolated to carry out each phase, respectively, where X þ Y corresponds to the
number of acoustic files in the database.

The SVM has been implemented, as described in [5], in such a way that it
receives the input vectors defined in the preprocessing step. In Figure 3, we illus-
trate the proposed setup, which is divided into two phases, training and testing,
with four steps each. As we will discuss later, a total of X and Y vectors have been
isolated to perform each phase, respectively, where X þ Y corresponds to the
number of acoustic files in the database.

The detailed procedures are as follows:

• AP1 TRAINING PHASE:

◦ BEGINNING

◦ All the X vectors f i �½ � were used to train an SVM with 25 input passive
elements, X hidden active non-linear elements and one output active
linear element, as in Figure 4. X elements were used in the hidden layer to
allow for a simple and effective training scheme, as explained in [5]. The
kth element in the hidden layer uses a function of the form

e�Euclidian_Distance k�th_training_vector,input_vector_under_analysisð Þ,

◦ implying that the kth element outputs 1 for the kth training vector and a
value in the range (0–1) for the others, where 0⩽ k⩽X � 1ð Þ. This
corresponds to a non-supervised procedure. There is no weight between the
input and the hidden layers, however, there are X between the hidden and
the output layer. To find them, a linear system of X equations in X
unknowns is established and solved, implying in a supervised task. In that
system, the closest resultant value from the SVM set corresponds the answer.

◦ END.

Once the training procedures are over, the system is ready for testing, as follows.

• AP1 TESTING PHASE:

◦ BEGINNING.

◦ Each one of the Y testing vectors of size 25 are passed through the trained
SVM and the corresponding output is verified: SVM with result closest to
zero will be elected;

◦ END.

4. Application two (AP2): cicada density estimation by image
processing

Visually, cicadas are quite noticeable in the farming environment, so
a management hypothesis would be the inclusion of a camera to permit visual
detection of pests, adjusting the data capture interval for sending to a web server.

8
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The tests were performed by using images captured in the coffee crop and
divided into three classes that represent the pest insidious density: high, medium,
and none. The submitted images have been converted to grayscale and have a size
of 320 � 240 pixels, as in Figure 5.

Similar to AP1, an SVM is used to classify the preprocessed input energies;
however, in this case we use the N normalized energies of each wavelet sub-band,
instead of 25 Bark bands, according to the decomposition level defined in each test
instance. In Figure 6, we present a flowchart that illustrates the process of captur-
ing and processing the images.

In Figure 7, we have the SVM illustration with n ¼ 4level entries, corresponding
to the number of energies of the selected level.

Figure 5.
Examples of images used: high, low, and zero density, respectively.

Figure 6.
The experimental setup for the proposed application two.

Figure 7.
The SVM structure used in application two. Similar to AP1, the weights determined during the supervised part
of the training are fw0, w1, … , wX�1g. The output element linearly combines the outputs of the hidden layer
with the weights.
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5. Tests and results

The implementation of the algorithms proposed here were performed using Java
programming language.

Wavelet Train files/class Test files Percentage

DAUB6 2 99 94.95/100

DAUB8 3 96 96.88/100

DAUB4 4 93 96.77/100

DAUB4 5 90 96.67/100

Table 2.
Test results from AP1.

Figure 8.
Cross-validation algorithm.

Wavelet Level Train files/class Test files Percentage

COIF6 1 2 99 68.69/100

COIF6 1 3 96 81.25/100

DAUB68 1 4 93 81.72/100

DAUB32 1 5 90 83.33/100

DAUB12 2 2 99 86.87/100

DAUB52 2 3 96 87.50/100

DAUB16 2 4 93 87.10/100

DAUB38 2 5 90 87.78/100

DAUB18 3 2 99 86.87/100

DAUB68 3 3 96 89.58/100

DAUB24 3 4 93 90.32/100

DAUB16 3 5 90 90.00/100

COIF24 4 2 99 90.91/100

DAUB24 4 3 96 92.71/100

COIF6 4 4 93 92.47/100

DAUB22 4 5 90 92.22/100

Table 3.
Test results from AP2.
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5.1 AP1

Thirty-five files from each class were collected and used. The tests were
performed with those files not used for training, where two to five training files
were experimented. For each set of training files, the DWT maximum level and
mean decomposition level were tested with each of the 46 wavelet filters presented
in Table 2. The best result, i.e., 96.88% accuracy, was obtained with Haar filter,
showing excellent results and confirming our hypothesis of viability of using this
system in coffee crop.

The cross-validation procedure was performed to present the best result in
Table 2. The algorithm developed for cross-validation is illustrated in Figure 8.

5.2 AP2

To develop AP2, an application that uses digital image processing to estimate
cicada density in a coffee crop was adopted, where 35 high-density class files, 35
low-density class files, and 35 files considered by an expert as zero density were
used. In Tables 3 and 4, we present the results of the tests performed in the
laboratory, which demonstrate the viability of future implantation in that system.

6. Conclusions

Both systems are being implemented in hardware for real-time coffee crop
deployment using ESP8266 devices and their derivatives, integrating with cloud
server for storing and organizing data to aid farmer decision-making. In future
work, we must present practical results of their implementations.

Both AP1 and AP2 are systems that can be used as an additional form of coffee
crop pest control and management. However, one possibility to be studied by the
present research group is the combined use of the modalities in a single system in
order to obtain even more improved results.

An important feature that was used for the laboratory experiments was the Java
[18] Serialization class, which allowed for the wavelet transform in both AP1 and
AP2 to be performed only once, storing its result on disk, making it possible to
recover its value in repetitive cross-validation testing, substantially reducing
equipment processing time.

High density Low density Null density Total

High density 30 3 0 33

Low density 1 31 1 33

Null density 0 0 33 33

Total 31 34 34 99

Table 4.
Best confusion matrix from AP2.
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Chapter 2

Artificial Intelligence Models to 
Predict the Influence of Linear and 
Cyclic Polyethers on the Electric 
Percolation of Microemulsions
Manuel Alonso-Ferrer, Gonzalo Astray Dopazo  
and Juan Carlos Mejuto

Abstract

This book chapter presents three predictive models, based on artificial neural 
networks, to determine the percolation temperature of different AOT microemul-
sions in the presence of different additives (crown ethers, glymes, and polyethylene 
glycols), which were developed in our laboratory by different authors. An artificial 
neural network model has been developed for each additive. The models developed, 
multilayer perceptron, were implemented with different input variables (chosen 
among the variables that define the packing or its chemical properties) and different 
intermediate layers. The best model for crown ethers has a topology of 10-8-1, for 
glymes the selected topology is 5-5-1, and for polyethylene glycol, the best topology 
was 5-8-8-5-1. The selected models are capable of predicting the electrical percolation 
temperature with good adjustments in terms of the root mean square error (RMSE), 
presenting values below 1°C for glymes and polyethylene glycols. According to these 
results, it can be concluded that the models presented good predictive capacity for 
percolation temperature. Nevertheless, the adjustments obtained for the crown ethers 
model indicate that it would be convenient to study new input variables, increase the 
number of cases, and even use other training algorithms and methods.

Keywords: microemulsion, electrical percolation, artificial neural, crown ethers, 
glymes, polyethylene glycols

1. Introduction

Microemulsions can be considered as the mixture of three, even four, basic com-
ponents; two of these components have different polarity, while the third component, 
surfactant, gives the system thermodynamic stability (the presence of another sur-
factant, cosurfactant, facilitates the self-organization of the system is often needed) 
[1]. The authors affirm that as a result of this mixture, a microheterogeneous dynamic 
structure is obtained, with a continuous phase, constituted by the main solvent, in 
which microdroplets of a different phase are integrated (composed of the other solvent 
limited by surfactant molecules). By presenting two different hydrophobicity environ-
ments, microemulsions can be used as solvents for substances of different polarity [1].
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Attending to Moldes et al. [1], the microemulsions show a low conductivity 
(10−9–10−7 Ω−1‧cm−1) [2, 3] and this remains stable while the temperature is below 
a specific value [1]. However, when the temperature reaches a certain value, the 
conductivity increases violently [1, 4, 5]. The point in which this event occurs is 
called percolation threshold [1]. This behavior is determined by the rigidity of the 
surfactant film that is determined by the way in which the surfactant molecules fit 
one with another and the presence of other substances, for example, additives [1, 6, 
7]. It has been reported that the presence of additives in AOT microemulsions, for 
example, glymes and polyethylene glycols, facilitates the percolation and as a result 
reduces the percolation threshold [1, 2, 8], due to that additive are incorporated in 
the surfactant film and reduces their rigidity and the stabilizing forces [1].

This book chapter focuses on different artificial neural network (ANN) models 
developed in our laboratory to determine the percolation temperature of AOT/iC8/
H2O microemulsions under the influence of three different additives, crown ethers 
[9] and linear polyethers (glymes and polyethylene glycols) [1].

ANNs are a modeling tool to capture complex relationships between input and 
output data [10]. ANNs are formed by interconnected artificial neuronal units [11] 
that simulate the biological neuron function, that is, use the input data in conjunc-
tion with a synaptic weight to generate an output response [12]. ANN models can 
provide good results in different fields such as: (i) in geology, to predict lithology in 
the subsurface [13]; (ii) in computing to schedule energy tasks in cloud data centers 
[14]; and (iii) in agricultural sciences to estimate Proctor parameters in soils [15] or 
in food technology to control the aging time in red wine [16], inter alia.

Nevertheless, the procedure to obtain a good prediction model is basically by 
trial and error, by varying the hidden layers’ number and the input variables, the 
training cycles, among others [17]. According to this, ANN models require a lot of 
time analysis and computing power.

2. Material and methods

The crown ethers, glymes, and polyethylene glycols microemulsions databases 
used by Moldes et al. [1, 9] were in part compiled from the bibliography [2, 8, 
18, 19]. The microemulsions have been prepared by weight [2, 8, 9, 18, 19] using 
reactants provided by Sigma-Aldrich [1, 2, 8, 9, 18, 19] and Fluka [1, 2, 8, 18, 19], 
and the percolation temperature has been determined by conductivity (with a 
Crison GPL conductivimeter) [2, 8, 18, 19].

All these microemulsions’ composition remained constant with [AOT] = 
0.5 mol·dm−3 (according to the total microemulsion volume) and W = [H2O]/
[AOT] = 22.2 [1, 2, 8, 9, 18, 19].

The crown ethers database (97 cases) was divided into two groups. The first 
group, training group (78 cases), was used to develop each prediction model, and 
a second group, validation group (19 cases), was used to choose the best model 
developed [9]. The glymes database (43 cases) was divided into the training group 
(32 cases) and the validation group (11 cases) [1]. Finally, for the polyethylene 
glycols database (82 cases), 68 cases were for the training group and 14 cases for the 
validation group [1].

2.1 Artificial neural networks

All models used a multilayer perceptron-type architecture composed of three 
different types of layers. The first layer is called input layer in which the data are 
received; the next layer/layers, called intermediate layer(s) (intended to process 
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the information and transmit it to the following layers); and finally the output layer 
where all treated data are received and the predicted value is generated.

The general learning process of a neural network (shown below) is described 
in detail in the original papers [1, 9]. Data are presented to the neural network as a 
vector where xn represents the input value in a neuron i Eq. (1).

  x =  ( x  1  ,  x  2  , … ,  x  n  )   (1)

Then, the data are distributed to the first intermediate layer where, in each arti-
ficial neuron, two mathematical operations were carried out. These two processes 
are performed by the propagation function (Eq. (2)) and the activation function  
Eq. (3), where wik is the weight between the previous neuron i and the neuron k 
and biask is the bias value for the neuron k. These two functions are responsible for 
receiving, unifying, processing, and sending information in the intermediate and 
output layers. All these processes can be observed in Figure 1.

   S  k   =  ∑ 
i=1

  
n
     w  ik    x  i   +  bias  k    (2)

   y  k   =   1 _ 
1 +  e   − S  k   

    (3)

During the training, the predicted value (obtained in the output neuron) is 
compared to the real value and the error is calculated.

This error is used in the next step to modify some parameters within the neural 
network and to try to improve the predicted value in the next neural cycle. This 
process is repeated according to the parameters established by the operator of the 
neural network and the training ends. Once the training is finished, the reserva-
tion data for validation are used to choose the best model developed according to 
the statistics used.

Figure 1. 
Scheme of the operation for an artificial neuron.



Application of Expert Systems - Theoretical and Practical Aspects

16

Attending to Moldes et al. [1], the microemulsions show a low conductivity 
(10−9–10−7 Ω−1‧cm−1) [2, 3] and this remains stable while the temperature is below 
a specific value [1]. However, when the temperature reaches a certain value, the 
conductivity increases violently [1, 4, 5]. The point in which this event occurs is 
called percolation threshold [1]. This behavior is determined by the rigidity of the 
surfactant film that is determined by the way in which the surfactant molecules fit 
one with another and the presence of other substances, for example, additives [1, 6, 
7]. It has been reported that the presence of additives in AOT microemulsions, for 
example, glymes and polyethylene glycols, facilitates the percolation and as a result 
reduces the percolation threshold [1, 2, 8], due to that additive are incorporated in 
the surfactant film and reduces their rigidity and the stabilizing forces [1].

This book chapter focuses on different artificial neural network (ANN) models 
developed in our laboratory to determine the percolation temperature of AOT/iC8/
H2O microemulsions under the influence of three different additives, crown ethers 
[9] and linear polyethers (glymes and polyethylene glycols) [1].

ANNs are a modeling tool to capture complex relationships between input and 
output data [10]. ANNs are formed by interconnected artificial neuronal units [11] 
that simulate the biological neuron function, that is, use the input data in conjunc-
tion with a synaptic weight to generate an output response [12]. ANN models can 
provide good results in different fields such as: (i) in geology, to predict lithology in 
the subsurface [13]; (ii) in computing to schedule energy tasks in cloud data centers 
[14]; and (iii) in agricultural sciences to estimate Proctor parameters in soils [15] or 
in food technology to control the aging time in red wine [16], inter alia.

Nevertheless, the procedure to obtain a good prediction model is basically by 
trial and error, by varying the hidden layers’ number and the input variables, the 
training cycles, among others [17]. According to this, ANN models require a lot of 
time analysis and computing power.

2. Material and methods

The crown ethers, glymes, and polyethylene glycols microemulsions databases 
used by Moldes et al. [1, 9] were in part compiled from the bibliography [2, 8, 
18, 19]. The microemulsions have been prepared by weight [2, 8, 9, 18, 19] using 
reactants provided by Sigma-Aldrich [1, 2, 8, 9, 18, 19] and Fluka [1, 2, 8, 18, 19], 
and the percolation temperature has been determined by conductivity (with a 
Crison GPL conductivimeter) [2, 8, 18, 19].

All these microemulsions’ composition remained constant with [AOT] = 
0.5 mol·dm−3 (according to the total microemulsion volume) and W = [H2O]/
[AOT] = 22.2 [1, 2, 8, 9, 18, 19].

The crown ethers database (97 cases) was divided into two groups. The first 
group, training group (78 cases), was used to develop each prediction model, and 
a second group, validation group (19 cases), was used to choose the best model 
developed [9]. The glymes database (43 cases) was divided into the training group 
(32 cases) and the validation group (11 cases) [1]. Finally, for the polyethylene 
glycols database (82 cases), 68 cases were for the training group and 14 cases for the 
validation group [1].

2.1 Artificial neural networks

All models used a multilayer perceptron-type architecture composed of three 
different types of layers. The first layer is called input layer in which the data are 
received; the next layer/layers, called intermediate layer(s) (intended to process 

17

Artificial Intelligence Models to Predict the Influence of Linear and Cyclic Polyethers…
DOI: http://dx.doi.org/10.5772/intechopen.92646

the information and transmit it to the following layers); and finally the output layer 
where all treated data are received and the predicted value is generated.

The general learning process of a neural network (shown below) is described 
in detail in the original papers [1, 9]. Data are presented to the neural network as a 
vector where xn represents the input value in a neuron i Eq. (1).

  x =  ( x  1  ,  x  2  , … ,  x  n  )   (1)

Then, the data are distributed to the first intermediate layer where, in each arti-
ficial neuron, two mathematical operations were carried out. These two processes 
are performed by the propagation function (Eq. (2)) and the activation function  
Eq. (3), where wik is the weight between the previous neuron i and the neuron k 
and biask is the bias value for the neuron k. These two functions are responsible for 
receiving, unifying, processing, and sending information in the intermediate and 
output layers. All these processes can be observed in Figure 1.

   S  k   =  ∑ 
i=1

  
n
     w  ik    x  i   +  bias  k    (2)

   y  k   =   1 _ 
1 +  e   − S  k   

    (3)

During the training, the predicted value (obtained in the output neuron) is 
compared to the real value and the error is calculated.

This error is used in the next step to modify some parameters within the neural 
network and to try to improve the predicted value in the next neural cycle. This 
process is repeated according to the parameters established by the operator of the 
neural network and the training ends. Once the training is finished, the reserva-
tion data for validation are used to choose the best model developed according to 
the statistics used.

Figure 1. 
Scheme of the operation for an artificial neuron.



Application of Expert Systems - Theoretical and Practical Aspects

18

Achieving a satisfactory model is a trial and error process in which the operator 
of the neural network must develop different models, for example, using different 
architectures (varying the number of neurons in the input layer and the intermedi-
ate layers). To establish a reasonable number of models, different approaches can 
be used to limit it. In the three models discussed here, the test range (δ) that deter-
mines the intermediate neurons number (Eq. (4)) has been used, where α corre-
sponds to the number of training cases and β to the number of input variables [1, 9].

    α _ 2β   < δ <   2α _ β    (4)

2.2 Statistical parameters and software use

Different statistical parameters can be used to check the model’s adjustments. In 
our department, two of the most important are usually used: (i) the determination 
coefficient (R2) (used to determine the correlation between the experimental and 
the predicted values) and (ii) the root mean square error (RMSE) (Eq. (5)),

  RMSE =  √ 

______________

    
 ∑ i=1  

n
      (  T  p    pred   −   T  p    exp  )    2 

  ______________ n      (5)

where   T  p    is the percolation temperature; the superscripts pred and exp corre-
spond to the predicted value and the experimental value, respectively; and n is the 
number of cases [1, 9]. These parameters are used to choose the best model based 
on the values of the validation group.

All ANN models were developed with commercial software from Neural Planner 
Software [1, 9].

3. Results and discussion

According to Moldes et al. [1], temperature leads to electric percolation in micro-
emulsions due to the transfer of charge and mass between collided microdroplets. 
This transfer is effective when microdroplets collide with enough energy (effective 
collisions) and a structural reorganization of the surfactant layers of the microdrop-
lets occurs producing a pore through which the exchange of mass and load occurs [1].

An increase in temperature increases the possibility of effective collisions between 
microdroplets, so that facilitates the phenomenon. Certainly, a modification on the sur-
factant film interactions can cause a reduction, or an increase, in the effective collisions. 
This effect can be caused by the presence of additives in the microemulsion [1, 9].

3.1 Percolation temperature in crown ethers

Moldes et al. [9] report that crown ethers capture ions and transfer them to the 
surfactant film where decrease the repulsions between the surfactant’s head groups 
in the surfactant film. This results in a stabilization of the structure and, conse-
quently, the effective collisions between microdroplets decrease. For this reason, 
the percolation threshold increases because more energy is required to produce 
effective collisions between microdroplets, with this effect being predominant at 
low additive concentration [9].

In addition to this, Moldes et al. state that crown ethers can interact with the 
surfactant film causing destabilization, making the film less rigid, which facili-
tates effective collisions and favors the electric percolation [9]. This effect is given 
at high concentrations of additive [9, 18, 19].
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3.2 Percolation temperature in glymes and polyethylene glycols

According to Dasilva-Carbalhal et al., glymes are considered as simply acyclic 
analogues from the group indicated above, the crown ethers, and can exhibit less 
cation affinity than their cyclic corresponding [2]. The glymes would be linked to 
the polar surfactant head group in AOT film, taking the place of water molecules 
in the hydration sphere [1, 2]. Due to the polar groups of the molecules would be 
located in the microdroplet aqueous core, the surfactant film reduces its rigidity, 
facilitating, and therefore, increasing the number of effective collisions and the 
percolation threshold will be achieved at lower temperatures [1].

Polyethylene glycols have a similar effect due to the molecule acting as a bridge 
between microdroplets and thus facilitating the percolation process [1, 2, 8, 20].

3.3 Artificial neural networks for crown ethers

To develop this neural model, Moldes et al. [9] selected different input variables 
to predict the percolation temperature, which was chosen for being related to the 
molecule’s structure and its nature. The input variables were: (i) additive concentra-
tion -[Additive]-, (ii) log P, (iii) molecular mass -Mm−, (iv) maximum number of 
bonds between rings -BM−, (v) minimum number of bonds between rings -Bm−, 
(vi) number of atoms that conforms a ring in a crown ether -Aring−, (vii) number of 
heteroatoms -AH−, (viii) number of oxygen atoms -nº O-, (ix) number of nitrogen 
atoms -nº N-, (x) number of benzene rings in the molecule -nº benz- [9].

The additive concentration supplies information about the influence of different 
quantities of additive [9]. Log P (partition coefficient between water and 1-octanol) 
provides information about the polarity (hydrophobicity) of a substance; finally, 
the other variables could provide information about molecular structure [9].

All these variables were also chosen, based on the knowledge obtained in 
previous works [21–23], and with the purpose to find which are the most important 
variables to determine the percolation temperature and develop a general model to 
be able to determine it with any type of additive [9].

As stated above, the trial and error method was used to determine the best 
artificial neural network. The best model developed by Moldes et al. [9], according 
to validation group, was the model with ten neurons in the first layer (input), eight 
neurons in the intermediate layer (hidden) and one neuron in the output layer (i.e., 
presents an architecture of 10-8-1) (Figure 2).

The selected ANN model presents, for the validation group, a determination 
coefficient around 0.724 [9]. Although this value is not very high, the root mean square 
error must be taken into account because it gives an idea of the deviation from the 
experimental value of the validation cases. In this sense, it can be seen that the RMSE 
is slightly greater than 1.1°C [9]. This value can be considered valid due to it being close 
to the limit of 1°C, which is, in our opinion, the barrier to the use of an ANN model. In 
Figure 3, the predicted values versus the experimental values of percolation tempera-
ture for validation group are shown (blue triangle). It can be seen, taking as reference 
the line with slope 1, that several points are far from the ideal prediction. It is these 
points that cause the RMSE in the validation group to exceed the threshold value of 1°C.

The ANN 10-8-1 presents, for the training group, a determination coefficient 
around 0.933 and RMSE of 1.625°C [9]. In Figure 4, the predicted values versus 
the experimental values of percolation temperature for training group are shown 
(blue triangle). It can be seen that different points are far from the ideal prediction, 
especially in the range 30–35°C.

The most important input variables to predict the percolation temperature of 
crown ethers are the additive concentration, the number of benzenes, and log P [9].
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ture for validation group are shown (blue triangle). It can be seen, taking as reference 
the line with slope 1, that several points are far from the ideal prediction. It is these 
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According to the values obtained for the training group and the validation 
group, it can be said that the model developed could be used for the prediction of 
the percolation temperature. However, taking into account the RMSE values and 
the dispersion presented by some of the training and validation cases, it could be 
concluded that the model developed by Moldes et al. [9] should be improved to get 
the RMSE value to fall below 1, in both groups.

3.4 Artificial neural networks for glymes

Moldes et al. [1] selected for this ANN model different input variables based 
on the knowledge obtained in the previous works [9, 21–23]. In this case, the 
variables used by Moldes et al. [1] were: (i) additive concentration -[Additive]- 
and (ii) log P were used for being one of the most important variables in the 
previous model [9]. The variables (iii) molecular mass -Mm− and (iv) the num-
ber of oxygen in the molecule -nº O- were used because they had also been taken 
into account in the crown ethers model. Finally, (v) number of carbon atoms -nº 
C- (which had already been used in a previous model [23], and had shown good 
results) was taken into account.

Figure 2. 
Neural network (10-8-1) selected by Moldes et al. [9] to predict the percolation temperature for crown ethers.
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Authors reported that the best model, taking into account the results of the 
validation group, is the model constituted by five, five and one neurons in the 
input, hidden and output layer, respectively ( architecture 5-5-1, Figure 5) [1].

Figure 3. 
Experimental and predicted values of percolation temperature for validation cases of crown ethers, glymes, and 
polyethylene glycols. The figure is a modification and combination of the data provided by Moldes et al. [1, 9]. 
Dashed line corresponds to the line with slope 1.

Figure 4. 
Experimental and predicted values of percolation temperature for training cases of crown ethers, glymes, and 
polyethylene glycols. The figure is a modification and combination of the data provided by Moldes et al. [1, 9]. 
Dashed line corresponds to the line with slope 1.
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The selected model presents for validation group a determination coefficient 
with a value of close to 0.988 [1]. This high value corresponds to an RMSE value 
around 0.750°C [1] and it is considered a very good adjustment because it is below 
the reference error set at 1°C. For the training group, the selected neural network 
also has good adjustments, both in terms of R2 (0.999) and the associated RMSE 
value (below 0.200°C) [1].

These good adjustments, both in determination coefficient and in the root mean 
square error, can be seen in Figures 3 and 4, where the predicted and experimental 
values for the validation and training groups are compared. It can be seen that for 
both the training and the validation, the points fit almost perfectly to the line with 
slope 1, except, perhaps, a point in the validation group (bottom left of graph 3) 
where a point that deviates slightly can be seen.

3.5 Artificial neural networks for polyethylene glycols

The last model proposed by Moldes et al. [1] is a neural network model with 
5-8-8-5-1 architecture, that is, five input variables in the first layer; three hidden 
layers with 8, 8, and 5 neurons; and an output layer with one neuron, the percola-
tion temperature (Figure 6).

The variables used were the same as those used in the model developed to 
predict the percolation temperature in glymes, that is: (i) additive concentration 
-[Additive]-, (ii) log P, (iii) molecular mass -Mm−, (iv) the number of oxygen in the 
molecule -nº O- and (v) the number of carbon atoms -nº C- [1].

This model provides a good determination coefficient (0.990) with an RMSE below 
1°C for validation group [1]. This good fit for the validation group can also be observed 
for the training group (Figures 3 and 4). In these figures, it can be seen how data fit 
perfectly (R2 of 0.999 [1]) to the slope line 1, with all points falling over the line. For 
the validation group, two points are observed outside but with a very small distance.

Figure 5. 
Neural network (5-5-1) selected by Moldes et al. [1] to predict the percolation temperature for glymes.
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Once again, the RMSEs are below 1°C, which can be considered satisfactory, 
so that, the network could be used to determine the percolating temperature of 
polyethylene glycols.

Analyzing the results obtained by the authors, it can be verified that the most 
important input variable for the determination of the percolation temperature is the 
concentration of additive followed by log P. Attending to Moldes et al. [1], similar 
behavior is observed for both models regarding the importance of the variables. In 
these two models, the importance of the additive concentration clearly exceeds the 
importance of log P. All input variables remain in a range of similar importance for 
glymes and polyethylene glycols.

This behavior seems to indicate that the additive concentration and log P should 
be input variables to be taken into account whenever a percolation temperature 
prediction model is designed.

As stated earlier, the most important input variables for the crown ether model 
are additive concentration, benzene number, and log P; so, the idea of developing 
a single model to predict the percolation temperature of these types of substances 
should include necessarily these three variables.

Given the results obtained by the authors, it can be seen that the models devel-
oped to predict the temperature of percolation in glymes and polyethylene glycols 
present very good results; however, the predictability for the model developed for 
crown ethers offers more humble results.

4. Conclusions

The works collected in this book chapter are about prediction tools for percola-
tion temperature under the presence of crown ethers, glymes, and polyethylene 
glycols as additives.

Figure 6. 
Neural network (5-8-8-5-1) selected by Moldes et al. [1] to predict the percolation temperature for polyethylene 
glycols.
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The predictive models were developed based on artificial neural networks and 
according to the data provided by Moldes al. [1, 9]: (i) the best model to predict the 
percolation temperature in crown ethers is a model with an architecture of 10-8-1 
that presents for validation dataset an RMSE around 1.1°C, (ii) for glymes the 
architecture selected is 5-5-1, and (iii) for polyethyleneglycol the best architecture 
was 5-8-8-5-1. The last two models present a root mean square error under 1°C, 
which demonstrates its good performance and improves the model developed for 
crown ethers.

Taking into account the importance of the variables used for each of the models 
developed by the authors, it can be concluded that the inclusion of the additive 
concentration and log P should be required for any general model that may arise in 
the future.

To finish, it would be interesting to try the development of a joint model using 
the variables with the greatest importance of the models developed in our labora-
tory; it also would be very convenient to improve the new model with the inclusion 
of new experimental cases, new input variables, other training algorithms, and 
even including different machine learning models such as random forest, support 
vector machines, among others.
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Abstract

Nowadays, the proliferation of heterogeneous data sources provided by different 
research and innovation projects and initiatives is proliferating more and more and 
presents huge opportunities. These developments create an increase in the number 
of different data sources, which could be involved in the process of decision-
making for a specific purpose, but this huge heterogeneity makes this task dif-
ficult. Traditionally, the expert systems try to integrate all information into a main 
database, but, sometimes, this information is not easily available, or its integration 
with other databases is very problematic. In this case, it is essential to establish 
procedures that make a metadata distributed integration for them. This process 
provides a “mapping” of available information, but it is only at logic level. Thus, on 
a physical level, the data is still distributed into several resources. In this sense, this 
chapter proposes a distributed rule engine extension (DREE) based on edge com-
puting that makes an integration of metadata provided by different heterogeneous 
data sources, applying then a mathematical decomposition over the antecedent of 
rules. The use of the proposed rule engine increases the efficiency and the capability 
of rule-based expert systems, providing the possibility of applying these rules over 
distributed and heterogeneous data sources, increasing the size of data sets that 
could be involved in the decision-making process.
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1. Introduction

The expert systems (ESs) are one of the most traditional artificial intelligence 
techniques [1], providing the possibility of implementing systems which allow us 
to solve problems in a limited domain. However, the variety and possibilities of ESs 
have improved in the last years with the combination of them with other technolo-
gies such as fuzzy logic [2], Bayesian network [3], etc. Moreover, several languages 
and tools have been developed to provide faster developments (e.g., CLIPS, LISP, 
PROLOG, etc.) and deployments. Other systems are improved in collaboration 
with other technologies in order to expand the domain of problems and increase 
the knowledge base. As example, [4] improves the capabilities of an ES adding text 
mining, neural networks, and statistical techniques.
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On the one hand, the scope of ES application is very extensive, including health 
[5], education [6], physics [7], chemical [8], mechanics [9], etc. Thus, the appli-
cation of ES is not only restricted to solve the problem, they usually include an 
explaining engine, which could be used for educational purposes, operating at the 
same time.

The ESs have a limited domain, and the size of used data sets is smaller than in 
other artificial intelligence techniques. However, the improvement of availability 
of information, new concepts related to sensor networks, and the capability to 
generate and consume information in different sectors provide a different scenario, 
in which the ESs traditionally had a lot of information disseminated into different 
information resources. Although each information resources could have its own 
structure, the stored information could be very similar. In this scenario, it is essen-
tial to make the analysis of the distributed data sets and apply the different rules 
and inference engines in these distributed data sets possible.

In response to this problem, an additional layer is proposed in the current 
chapter which could be added to the ES engines, mainly based on rules and fuzzy 
logic. This new layer or middleware allows the ES to make a metadata integration 
of heterogeneous data sets, without making a real integration and replication of 
the information, allowing by mean edge, and computing the application of rules in 
the disseminated data sets by means of a logical decomposition of rules based on 
metadata integration results. This novel layer or middleware, named distributed 
rule engine extension (DREE) has an application protocol interface (API) to allow 
the communication between the ES engine and the different data sources. The 
DREE enables the ES engines to be applied in heterogeneous data sets disseminated 
in a network, by means of installation of edge computing daemon (ECD) in each 
distributed node.

Edge computing has some similarities with fog computing, cloud computing, 
etc. [10] provides a review of different similar technologies, providing a very com-
plete survey. In the case of the proposed system, edge computing is usually related 
to the Internet of Things (IoT) devices. In case of the proposed solution, the edge 
nodes are the computers or devices, which has the information stored, by means of 
any type of database management system.

In the following sections, the general architecture is detailed. Firstly, the process of 
metadata integration from heterogeneous data sets is described. Secondly, the process 
of logical decomposition and how the edge computing contributes in the process of 
distributed application of antecedent rule are described. Finally, the experimental 
application of the proposed layer or middleware is shown, with the conclusion of 
results and future research lines.

2. Architecture overview

The application process of the DREE is performed in three stages. In the first 
one, the metadata integration is performed. In the second, the rules from knowl-
edge base are logically decomposed, according to the metadata model. In the third 
one, the rules are carried out in the disseminated data sets by means of edge com-
puting in the distributed nodes. In this sense, to carry out these tasks, the architec-
ture proposed for the DREE is shown in Figure 1.

Each node has an edge computing daemon which performs queries in the 
database node to gather all information from local data sets, sending only metadata 
to the DREE. This information is integrated and translated in a unified metadata 
structure to an engine directly available for DREE.
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The metadata integration model database provides a map about the distribu-
tion of data between the different nodes. This information is used by logical 
decomposition engine (LDE) to identify the dependences between variables and 
the complexity of rules in the knowledge base. In some cases in which there exists a 
very complex logic expression with a high level of dissemination between nodes, the 
information would be stored in this database in order to make the rule application, 
but this option needs to be configured manually.

3. Heterogeneous data set integration (HDSI)

The fundamentals of heterogeneous data set integration were described in [11]. In 
this reference, a heterogeneous data source integration system (HDSIS) is described 
and applied to smart grid and health. Following this idea, a HDSIS evolution is imple-
mented providing also a logic integration of all information at metadata level. The 
architecture of the proposed HDSI is shown in Figure 2. Specifically, the metadata 
from different sources is the only information that is integrated and stored.

The HDSI includes a metadata mining engine (MME), which connects with 
EDCs by means of characterization engine, in order to extract information from 
local databases in each node, getting new and integrating existing useful metadata. 
The dynamic extract, transform, and load (ETL) engine performs the process to 
integrate the metadata, previously inferred by the MME, according to the specifica-
tions gathered by metadata mining engine and the rules stored in the knowledge 
base. All these modules define the query engine and the rule-based expert system. 
The query engine is focused on performing the different tasks required to the que-
ries in the distributed resources. The rule-based expert system (RBES) is included 
in the HDSI and implements the rules that perform an integration of all metadata 
from all disseminated resources. Therefore, it is an RBES oriented to information 
integration. Some references show the application of HDSIS in different problems: 
nontechnical losses detection [12], electric vehicle and consumption modeling in 
smart grids [13], etc.

Figure 1. 
DREE architecture and flow overview.
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The ECD includes some modules to perform the necessary queries over the 
database. Thus, the architecture of ECD is described in the next section.

4. Logical decomposition engine

The logical decomposition engine included two parts. The main part is in the 
LDE and is shown in Figure 3. The second part is located in the ECDs, its structure 
being shown in Figure 4.

The LDE has a first component, named logic parser. This component makes it 
possible to parse logic expression, which could be based on fuzzy logic or type-2 fuzzy 
logic, too. The logic parser works with different mathematical representation standard 
languages: MathML (mathematical markup language v3.0 [14]) and the OpenMath 
standard [15]. The logic parser serves as a RESTful web service interface, which 
supports extensible markup language (XML) format messages based on MathML and 
JavaScript Object Notation (JSON) format messages based on OpenMath.

The LDE has registered some logic expressions, which are typical equations and 
other previously performed expressions. LDE database stores all information about 
the decomposition of logic expression. In this sense, if the expression is not yet in 
the database, the decomposition engine checks the dependency between variables 
and the number of steps necessary to calculate the result. To reduce the number of 
steps, the decomposition engine applies a particle swarm optimization (PSO) [16] 
algorithm. The objective of using a genetic algorithm is to find out an equivalent 
logic expression with a small number of steps, reducing the dependency between 
variables and operations.

Thus, if the number of steps is still high or the dependence between variables 
could involve different data sets in disseminated nodes, the subscheduler plans 
the message exchange in order to establish the message sequence. This message 
sequence could be provided by the result of partial or complete logic expression. 
Thus, it is possible that some logic expressions take a long time to get the result, 
because of the high number of messages exchanged. In this case, the user could 
manually configure the HDSI to integrate the anonymized information in a server 
in order to reduce the time and consumption of edge computing nodes. This 
configuration and specification about decomposition are stored in expression 
database. When the LDE detects an expression of this type, the scheduler manages 
the decomposition according to the manual configuration.

In the ECD, the messages from the LDE are interpreted and transferred to 
local SQL engine and logic inference engine. The local database engine extracts 
the required information from local database and, this information is gathered by 

Figure 2. 
Heterogeneous data set integration module overview.
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the logic inference engine which performs the expressions and returns the results. 
Simultaneously, the extracted information and results are checked by the anony-
mization checker, which is responsible for tests if the information contains data, 
which would be anonymized.

The local database engine is formed by two mechanisms. One engine is based on 
simple standard statement query language (SQL). There are several database man-
agement systems that include improvements in the SQL language. The proposed 
engine only applies queries on standard format, using minimized SQL queries with 
simple statements to ensure the compatibility. The other engine is based on NoSQL 
language, and it was designed to operate with unstructured databases.

Additionally, the local database engine notifies any modification in the data 
set to the LDE, in order to update the metadata model. In this case, the LDE 

Figure 4. 
Functional architecture of the edge computing daemon.

Figure 3. 
The main part of LDE.
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recalculates the decomposition of different expressions that involves the data from 
the updated or modified data set.

The logic inference engine supports logic, fuzzy logic, and type-2 fuzzy logic 
expressions. This engine does not perform any decompositions but only performs 
the expressions provided by LDE.

4.1 Particle swarm optimization

The prioritization algorithm works as a swarm intelligence algorithm. The 
application of the algorithm is performed after a preprocessing of information.

The prioritization algorithm is based on the parametric optimization until a 
solution is obtained. This optimization is executed depending on the capabilities 
of a system. The canonical PSO model consists of a swarm of particles, which are 
initialized with a population of random candidate solutions. The candidate solu-
tions are generated by the application of different properties oriented to reduce the 
dependence and operations involved in the logic expression to lead to the expression, 
which minimizes the number of messages and distributed expression. They iteratively 
move through the d-dimension problem space to search for the new solutions, where 
fitness f can be calculated as the certain quality measure. Each particle has a position 
that is represented by the position-vector xid (i is the index of the particle, and d is 
the dimension) and a velocity represented by the velocity-vector vid. Each particle 
remembers its best position in the vector xi#, and its j-th dimensional value is x#ij. The 
best position-vector among the swarm is stored in the vector x*, and its j-th dimen-
sional value is x*j. At the iteration time t, the update of the velocity from the previous 
velocity to the new velocity is determined by Eq. (1). The new position is determined 
by the sum of the previous position, and the new velocity is determined by Eq. (2):

   v  id   (t + 1)  = w ∙  v  id   (t)  +  c  1   ∙  ψ  1   ∙  ( p  id   (t)  −  x  i   (t) )  +  c  2   ∙  ψ  2   ∙  ( p  g   (t)  −  x  id   (t) )   (1)

   x  id   (t + 1)  =  x  id   (t)  +  v  id   (t + 1)   (2)

where c1 and c2 are constant weight factors, pi is the best position achieved by 
particle i, pg is the best position obtained by the neighbors of particle i, ψ1 and ψ2 are 
random factors in the [0,1] interval, and ω is the inertia weight. Some references 
denote c1 and c2 as the self-recognition component and the coefficient of the social 
component, respectively.

Different constraints can be applied to ensure the convergence of the algorithm. 
In this case, the operations are oriented to optimize the fitness, and the fitness is 
calculated based on the number of distributed operations and number of exchanged 
messages.

PSO algorithm:

1. Initialize particles

2. Repeat

a. Calculate the fitness values for each particle.

b. Is the current fitness value better than pi?

i. Yes. Assign the current fitness as the new pi.

ii. No. Keep the previous pi.
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c.Assign the best particle’s pi value to pg.

d.Calculate the velocity for each particle.

e.Use each particle’s velocity value to update its data values.

3. Until stopping criteria are satisfied

5. Testing DREE

The proposed system DREE was tested with different RBESs. These tests were 
performed inserting the DREE between RBES and data sets, redefining the infer-
ence engines to replace the calls to rule execution by the DREE interface. [17] 
provides the description of different ESs oriented to health, telecommunication, 
power supply, etc. The proposed architecture is shown in Figure 5. The information 
used in the different ESs was manually disseminated among five different nodes. 
The DREE was able to work with different ESs at the same time. The application 
of all rules from all ESs at the same time may involve information from different 
domain knowledge, because the DREE only applies the rules that the corresponding 
inference system provides. Thus, the state and the decision supported is performed 
inside of the ES. The DREE only returns the result of consequent from the fired 
rule. Additionally, the usage of ECD makes independent from the local data set 
management systems. Therefore, in these cases, the ESs improved their operational 
capabilities, providing the possibility to operate in real time. Additionally, the ESs 
may simultaneously run their own rule-based knowledge base, increasing the reli-
ability of the different systems.

The usage of the PSO algorithm instead using the most simplified logic expres-
sion shows an increase of efficiency of the distributed operations, reducing the 
operations and message exchanging in 20% related to initial fuzzy and type-2 fuzzy 
logic expressions and in 5% related to initial logic expressions. This fact is due to 
how the data is disseminated by the different nodes; different distributions of data 
between nodes provide different optimizations. Thus, if the number of nodes or 

Figure 5. 
Proposed architecture for application of DREE to the ESs in [17].
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The logic inference engine supports logic, fuzzy logic, and type-2 fuzzy logic 
expressions. This engine does not perform any decompositions but only performs 
the expressions provided by LDE.
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The prioritization algorithm works as a swarm intelligence algorithm. The 
application of the algorithm is performed after a preprocessing of information.

The prioritization algorithm is based on the parametric optimization until a 
solution is obtained. This optimization is executed depending on the capabilities 
of a system. The canonical PSO model consists of a swarm of particles, which are 
initialized with a population of random candidate solutions. The candidate solu-
tions are generated by the application of different properties oriented to reduce the 
dependence and operations involved in the logic expression to lead to the expression, 
which minimizes the number of messages and distributed expression. They iteratively 
move through the d-dimension problem space to search for the new solutions, where 
fitness f can be calculated as the certain quality measure. Each particle has a position 
that is represented by the position-vector xid (i is the index of the particle, and d is 
the dimension) and a velocity represented by the velocity-vector vid. Each particle 
remembers its best position in the vector xi#, and its j-th dimensional value is x#ij. The 
best position-vector among the swarm is stored in the vector x*, and its j-th dimen-
sional value is x*j. At the iteration time t, the update of the velocity from the previous 
velocity to the new velocity is determined by Eq. (1). The new position is determined 
by the sum of the previous position, and the new velocity is determined by Eq. (2):

   v  id   (t + 1)  = w ∙  v  id   (t)  +  c  1   ∙  ψ  1   ∙  ( p  id   (t)  −  x  i   (t) )  +  c  2   ∙  ψ  2   ∙  ( p  g   (t)  −  x  id   (t) )   (1)

   x  id   (t + 1)  =  x  id   (t)  +  v  id   (t + 1)   (2)

where c1 and c2 are constant weight factors, pi is the best position achieved by 
particle i, pg is the best position obtained by the neighbors of particle i, ψ1 and ψ2 are 
random factors in the [0,1] interval, and ω is the inertia weight. Some references 
denote c1 and c2 as the self-recognition component and the coefficient of the social 
component, respectively.

Different constraints can be applied to ensure the convergence of the algorithm. 
In this case, the operations are oriented to optimize the fitness, and the fitness is 
calculated based on the number of distributed operations and number of exchanged 
messages.

PSO algorithm:

1. Initialize particles

2. Repeat

a. Calculate the fitness values for each particle.

b. Is the current fitness value better than pi?

i. Yes. Assign the current fitness as the new pi.

ii. No. Keep the previous pi.
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c.Assign the best particle’s pi value to pg.

d.Calculate the velocity for each particle.

e.Use each particle’s velocity value to update its data values.

3. Until stopping criteria are satisfied

5. Testing DREE

The proposed system DREE was tested with different RBESs. These tests were 
performed inserting the DREE between RBES and data sets, redefining the infer-
ence engines to replace the calls to rule execution by the DREE interface. [17] 
provides the description of different ESs oriented to health, telecommunication, 
power supply, etc. The proposed architecture is shown in Figure 5. The information 
used in the different ESs was manually disseminated among five different nodes. 
The DREE was able to work with different ESs at the same time. The application 
of all rules from all ESs at the same time may involve information from different 
domain knowledge, because the DREE only applies the rules that the corresponding 
inference system provides. Thus, the state and the decision supported is performed 
inside of the ES. The DREE only returns the result of consequent from the fired 
rule. Additionally, the usage of ECD makes independent from the local data set 
management systems. Therefore, in these cases, the ESs improved their operational 
capabilities, providing the possibility to operate in real time. Additionally, the ESs 
may simultaneously run their own rule-based knowledge base, increasing the reli-
ability of the different systems.

The usage of the PSO algorithm instead using the most simplified logic expres-
sion shows an increase of efficiency of the distributed operations, reducing the 
operations and message exchanging in 20% related to initial fuzzy and type-2 fuzzy 
logic expressions and in 5% related to initial logic expressions. This fact is due to 
how the data is disseminated by the different nodes; different distributions of data 
between nodes provide different optimizations. Thus, if the number of nodes or 

Figure 5. 
Proposed architecture for application of DREE to the ESs in [17].
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data sets from the nodes is updated or modified, it is necessary to recalculate the 
decomposition of logic expression.

In other cases, like [4, 18], the integration of the proposed DREE decreased the 
hardware requirements related to the storing systems.

Although the system increases the message exchange, the system avoids integrat-
ing all information in a centered data base, without using big data infrastructure, 
taking advantage from edge computing infrastructure and distributed nodes. 
Additionally, the system can quickly react to any updating or modification in any 
data set from the nodes involves in the DREE.

6. Conclusions

The proposed DREE provides the opportunity to integrate a great quantity 
of information in the inference engine, without the requirement of a big data 
infrastructure and the extract, transform, and load to physically integrate all the 
data sets. DREE makes a metadata-level integration. At this level the integration is 
quicker and smaller, and it does not need a great quantity of hard disk or memory 
space. Although the message exchanging increases the volume of the exchanged 
information, the load of edge computing nodes is optimized in the LDE, before the 
application of rules.

The deployment of DREE is simplified by adding a RESTful web service 
interface to access and replace the traditional services consumed by the inference 
engine. Additionally, the deployment on the edge nodes is summarized to install a 
daemon, named ECD, which simplifies the access to information in the local nodes, 
notifying any modification or updating in the different data sets, by updating 
the metadata model in the LDE. Thus, DREE reacts to any change in the data sets 
located on edge nodes.

Finally, the proposed DREE is independent from the ES, providing the pos-
sibility to run simultaneously several ESs. Thus, the processing load balancing is 
automatically provided by the information dissemination around the nodes.

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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engine. Additionally, the deployment on the edge nodes is summarized to install a 
daemon, named ECD, which simplifies the access to information in the local nodes, 
notifying any modification or updating in the different data sets, by updating 
the metadata model in the LDE. Thus, DREE reacts to any change in the data sets 
located on edge nodes.

Finally, the proposed DREE is independent from the ES, providing the pos-
sibility to run simultaneously several ESs. Thus, the processing load balancing is 
automatically provided by the information dissemination around the nodes.
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Chapter 4

A Conceptual Framework for 
Modeling Smart Parking
Brahim Lejdel

Abstract

Vehicles are highly used in the city. If the drivers of vehicles have an appointment 
in the city, they are looking for parking. Thus, they need to know where to find one 
in real time. In this paper, we present a smart model that is based on a combination 
of multi-agent system and genetic algorithm (MAS-GA). The smart model can help 
the drivers find the optimal parking when the drivers make a request for parking 
according to their position on the road and the waiting and parking time. This smart 
model is based on four parameters: the availability of parking, cost of parking, the 
distance between the actual position of the vehicle and the destination parking, and 
traffic congestion. We can also add the time to arrive a destination parking. Thus, 
the proposed smart model helps to maximize the utilization of space resources of a 
city as parking and reduce the waiting and parking time.

Keywords: vehicle agent, parking agent, MAS-GA approach, smart model, smart city

1. Introduction

Parking in the city can be an attractive subject because 30% of traffic congestion 
is caused by drivers circling to find an available parking for their vehicles [1]. Thus, 
the vehicle needs to have a decision system that allows it to find the optimal parking 
in a short time. Economic income is also affected by this decision system that can 
manage and control the availability of parking in real time; in the same time, they 
often lose revenue due to inadequate meter enforcement and no parking, standing, 
and loading zone violations [2]. We will treat two main questions in this paper. The 
first is “what is the optimal method to manage, reduce, and control the parking in 
the city?” The second is “what is the optimal strategy which permits finding the 
optimal parking?”

In this paper, we propose to use a multi-agent system which allows distribut-
ing the different tasks between the agents when each agent can perform genetic 
algorithms to find the optimal parking in real time, thus adapting rapidly to traffic 
congestion the availability of place in the parking. Thus, all agents can cooperate 
and negotiate to find the best solution which can plan for allocation of vehicle in 
parking. Then, we develop a GIS system which allows knowing the position of 
the vehicle and all data associated with it as vehicle id, waiting time, and distance 
between proposed parking and vehicle.

After a deep study of the subject, we have found three factors that can affect the 
allocation of vehicles into the optimal parking, as the waiting and parking time, 
parking costs, distance between the vehicle and proposed parking.
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This paper is organized as the following. Firstly, we will present a state-of-the-
art review for allocation of vehicle into parking. Then, we describe our proposed 
approach which is based on two approaches, the multi-agent system and genetic 
algorithm (MAS-GA). Finally, we add some experimental results and conclusion.

2. Related works

Many works have been studied to propose an intelligent parking. In this section, 
we will introduce the most important works that treat this issue.

Stéphane et al. [3] propose in this paper a new system that integrates the IoT 
and a predictive model based on ensemble methods to optimize the prediction of 
the availability of parking spaces in smart parking. The tests that we carried out on 
the Birmingham parking data set allowed reaching a mean absolute error (MAE) of 
0.06% on average with the algorithm of bagging regression (BR). These results have 
improved the best existing performance by over 6.6% while dramatically reducing 
system complexity.

Diya and Binsu [4] propose a new prototype for the smart vehicle parking sys-
tem. A genetic algorithm approach has been taken to address the issue of scheduling 
the vehicle to the parking bay.

Li et al. [5] propose to use modern intelligent agents having the capability 
of planning, mobility, execution monitoring, and coordination, which take into 
account the negotiable space on parking prices, make a strategic decision by adopt-
ing the intelligent agent system, and then select the optimal parking for the driver. 
These characteristics can be utilized to build an integrated parking assistant system. 
The autonomous coordination activities challenge traditional approaches and call 
for new paradigms and supporting middleware. This agent approach is based on 
the coordination network. This coordination network is truly bringing benefit to 
drivers and parking operators.

Oyentaryo and Pasquier [6] proposed an approach that is to design a self-train-
ing system that makes use of human expertise to automatically derive a working 
vehicle control system. A new neuro-fuzzy architecture known as the GenSoYager 
fuzzy neural network has been realized and integrated with a vehicle driving simu-
lator for training and testing purposes. This approach is based on detecting system, 
motion planning, and supplying information to detect the best parking.

Tang et al. [7] describe a wireless sensor network (WSN)-based intelligent car 
parking system. In the system, low-cost wireless sensors are deployed in a car park 
field, with each parking lot equipped with one sensor node, which detects and 
monitors the occupation of the parking lot. The status of the parking field detected 
by sensor nodes is reported periodically to a database via the deployed wireless 
sensor network and its gateway. The database can be accessed by the upper-layer 
management system to perform various management functions, such as finding 
vacant parking lots, auto-toll, security management, and statistics report.

The information about the location and availability of a parking space near the 
destination is provided to the drivers by the current GPS-based vehicle navigation 
system, which is discussed by Pullola et al. [8]. They propose a scientific solution 
to parking allocation problem by utilizing the history and current status of the 
occupancy/availability. They model the availability of a parking lot and propose an 
intelligent algorithm that allows drivers to choose a parking lot with the maximum 
probability of getting it.

Rongxing et al. [9] propose a new smart parking technique based on vehicular 
communication for large parking lots. This technique permits minimizing the 
drivers’ hassle and inconvenience. The proposed technique is characterized by 
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employing parking lot RSUs to survey and manage the whole parking lot and is 
enabled by communication between vehicles and the RSUs. Once vehicles that are 
equipped with wireless communication devices, which are also known as onboard 
units, enter the parking lot, the RSUs communicate with them and provide the 
drivers with real-time parking navigation service and secure intelligent antitheft 
protection and friendly parking information dissemination.

In Banerjee [10], a new system based on image processing is proposed for the 
provision of parking information and guidance. The proposed system includes 
counting the number of parked vehicles and identifying the stalls available. The sys-
tem uses images for detection of the vehicles. A camera for capturing the reference 
image is present at the entrance. For this purpose edge detection has been carried 
out using Prewitt edge detection operator and according to percentage of matching 
guidance and information, which is provided to the incoming driver.

Banerjee and Al-Qaheri [11] propose an intelligent and optimized scheme to 
solve parking space problem for a small city using a reactive search technique 
(named as Tabu search) assisted by rough set. Rough set is being used for the 
extraction of uncertain rules that exist in the databases of parking situations. 
The inclusion of rough set theory depicts the accuracy and roughness, which are 
used to characterize the uncertainty of the parking lot. Approximation accuracy 
is employed to depict accuracy of a rough classification according to different 
dynamic parking scenarios.

Geng and Cassandras [1] propose a smart parking system for an urban environ-
ment. The system assigns and reserves an optimal parking space for a driver based 
on the user’s requirements that combine proximity to destination and parking cost 
while also ensuring that the overall parking capacity is efficiently utilized. This 
approach solves a mixed integer linear program (MILP) problem at each decision 
point in a time-driven sequence. The solution of each MILP is considered as an 
optimal allocation based on current state information and subject to random events 
such as new user requests or parking spaces becoming available.

The emerging of intelligent sensors results in the emergence and development 
of intelligent parking. Parking survey is one of the most important things for the 
parking managers and corresponding planners or researchers [12]. In this work, 
Chen et al. [12] discuss the problem of making a parking survey in intelligent 
parking systems where parking spaces, entrance, and exit are detected to acquire 
the occupation of the parking. They present three possible sensor layouts and cor-
responding algorithms to obtain the characteristic index needed in a parking survey. 
These intelligent parking systems can also do parking survey in different times and 
areas with the same detection data.

3. The proposed approach

In this paper, we will propose our approach to model a smart parking. This 
approach is based on a multi-agent system and genetic algorithms.

3.1 Multi-agent systems

An agent is a software system that is situated in some environment and that is 
capable of autonomous action in order to meet its design objectives [13]. In this 
work, we use the multi-agent system because it provides numerous advantages in 
the domain of allocation of vehicle into parking and drivers’ comfort level. The pro-
prieties of multi-agent systems offer autonomy to find the optimal parking, in real 
time. Thus, it provides a suitable framework for these systems. Also, they provide 
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This paper is organized as the following. Firstly, we will present a state-of-the-
art review for allocation of vehicle into parking. Then, we describe our proposed 
approach which is based on two approaches, the multi-agent system and genetic 
algorithm (MAS-GA). Finally, we add some experimental results and conclusion.
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0.06% on average with the algorithm of bagging regression (BR). These results have 
improved the best existing performance by over 6.6% while dramatically reducing 
system complexity.

Diya and Binsu [4] propose a new prototype for the smart vehicle parking sys-
tem. A genetic algorithm approach has been taken to address the issue of scheduling 
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Rongxing et al. [9] propose a new smart parking technique based on vehicular 
communication for large parking lots. This technique permits minimizing the 
drivers’ hassle and inconvenience. The proposed technique is characterized by 
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such as new user requests or parking spaces becoming available.

The emerging of intelligent sensors results in the emergence and development 
of intelligent parking. Parking survey is one of the most important things for the 
parking managers and corresponding planners or researchers [12]. In this work, 
Chen et al. [12] discuss the problem of making a parking survey in intelligent 
parking systems where parking spaces, entrance, and exit are detected to acquire 
the occupation of the parking. They present three possible sensor layouts and cor-
responding algorithms to obtain the characteristic index needed in a parking survey. 
These intelligent parking systems can also do parking survey in different times and 
areas with the same detection data.

3. The proposed approach

In this paper, we will propose our approach to model a smart parking. This 
approach is based on a multi-agent system and genetic algorithms.

3.1 Multi-agent systems

An agent is a software system that is situated in some environment and that is 
capable of autonomous action in order to meet its design objectives [13]. In this 
work, we use the multi-agent system because it provides numerous advantages in 
the domain of allocation of vehicle into parking and drivers’ comfort level. The pro-
prieties of multi-agent systems offer autonomy to find the optimal parking, in real 
time. Thus, it provides a suitable framework for these systems. Also, they provide 
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a number of important characteristics as the cooperation, negotiation, adapta-
tion, and the mobility. That is, on the one hand, this autonomous agent perceives 
its environment, and on the other hand, the agent modifies its environment by its 
actions. Hence, an agent can dynamically find the adaptable parking in real time 
and according to the actual situation of the environment.

3.2 Genetic algorithms

Genetic algorithms are developed by Holland [14] to imitate the phenomena 
adaptation of living beings. They are an optimization technique based on the 
concepts of natural selection and genetics. It searches an optimal solution among a 
large number of candidate solutions within a reasonable time (the process of evolu-
tion takes place in parallel). Each of these solutions contains a set of parameters that 
completely describe the solution. This set of parameters can then be considered as 
the genome of the individual, with each parameter comprising of one or more chro-
mosomes. They allow a population of solutions to converge step by step toward the 
optimal solution. To do this, they will use a selection mechanism of the population 
of individuals (potential solutions). The selected individuals will be crossed with 
each other (crossover), and some will be mutating by avoiding, whenever possible, 
local optima. The genetic algorithms are used primarily to treat both problems [15].

1. The search space is large, or the problem has a lot of parameters to be opti-
mized simultaneously.

2. The problem cannot be easily described by a precise mathematical model.

We will combine multi-agent systems with genetic algorithms, for permitting 
the agent to choose the optimal actions. Therefore, our proposal is smart model 
which is based on the three following points:

1. Parking agent is a software agent which can manage, control the local optimi-
zation process, and exchange relevant information with neighboring agents.

2. Genetic patrimony which transformed between agents is used as inputs to the 
genetic algorithm. This genetic patrimony represents values of waiting and 
parking time and the distance between the vehicle and the proposed parking 
that are collected by sensor system.

3. Genetic algorithms are used to find the optimal solution for the current con-
figuration; this is composed of two objective functions: one calculates the gain, 
and the other calculate the drivers’ comfort level.

3.2.1 System architecture

The objective of our proposed system is to find the available parking accord-
ing to the traffic road conditions. The proposed system determines the optimal 
parking for the vehicles circulated in the road network which need to use a park-
ing. Thus, our system considers two mainly parameters: the number of vehicles 
and parking and environment data and waiting and parking time. The result of a 
system can be suggested to the driver or can be applied automatically as a part of 
a control system. In Figure 1, we present the architecture of our system. In this 
system, we have principally three agents: vehicle agent, parking agent, and agent 
profile. The parking agent can find the optimal parking placement according to 
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the profile of drivers’ vehicle, such as distance between vehicle and proposed 
parking and waiting and parking time.

4. Parking agent

As we mentioned previously, each parking agent is able to manage, control, and 
regulate its parking environment to optimize the parking allocation and increase 
the efficiency and productivity of systems, thus increasing the profit. Therefore, 
the main objective of a parking agent is to solve the conflicts which can occur 
during the allocation of vehicles into the optimal parking. The drivers’ comfort 
satisfaction is related to both the conditions of the environment and drivers’ prefer-
ences over the system. In order to evaluate the drivers’ comfort level, environmental 
parameters can be used as indices to form the function of drivers’ comfort by using 
the actual value of the environmental parameters and drivers’ preferences of these 
parameters. Therefore, the parking agent has been designed with three components 
for controlling and regulating its parking environment. These components are an 
optimizer, simulator, and comfort model.

4.1 An optimizer

It runs a genetic algorithm. Since heuristic algorithms have no guarantee to find 
the globally optimal solution within the limited iterations, in this research, GA 
runs 100 times in each time step to increase the possibility of achieving the global 
optimization, saving battery, and meeting passengers’ preferences. In this principle, 
more runs of the optimization algorithm will lead to higher probability of achieving 
better results, but it will inevitably take more computation time. After many trials, 
it was found that 100 is a reasonable number of runs for balancing the solution 
quality and computation time cost.

4.2 Simulator

Each parking agent has a simulator that is used together to discover the drivers’ 
comfort level and find the optimal parking in the prevailing conditions. The results 
of simulator could be optimized to achieve a satisfactory balance between discovery 
time and system performance. The optimizer repeatedly runs the vehicle flow 

Figure 1. 
Architecture of our system.
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and parking and environment data and waiting and parking time. The result of a 
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the profile of drivers’ vehicle, such as distance between vehicle and proposed 
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4. Parking agent

As we mentioned previously, each parking agent is able to manage, control, and 
regulate its parking environment to optimize the parking allocation and increase 
the efficiency and productivity of systems, thus increasing the profit. Therefore, 
the main objective of a parking agent is to solve the conflicts which can occur 
during the allocation of vehicles into the optimal parking. The drivers’ comfort 
satisfaction is related to both the conditions of the environment and drivers’ prefer-
ences over the system. In order to evaluate the drivers’ comfort level, environmental 
parameters can be used as indices to form the function of drivers’ comfort by using 
the actual value of the environmental parameters and drivers’ preferences of these 
parameters. Therefore, the parking agent has been designed with three components 
for controlling and regulating its parking environment. These components are an 
optimizer, simulator, and comfort model.

4.1 An optimizer

It runs a genetic algorithm. Since heuristic algorithms have no guarantee to find 
the globally optimal solution within the limited iterations, in this research, GA 
runs 100 times in each time step to increase the possibility of achieving the global 
optimization, saving battery, and meeting passengers’ preferences. In this principle, 
more runs of the optimization algorithm will lead to higher probability of achieving 
better results, but it will inevitably take more computation time. After many trials, 
it was found that 100 is a reasonable number of runs for balancing the solution 
quality and computation time cost.

4.2 Simulator

Each parking agent has a simulator that is used together to discover the drivers’ 
comfort level and find the optimal parking in the prevailing conditions. The results 
of simulator could be optimized to achieve a satisfactory balance between discovery 
time and system performance. The optimizer repeatedly runs the vehicle flow 
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simulations for every time and calculates the satisfaction of drivers’ comfort level. 
The best drivers’ comfort level is then used to generate the subsequent generation of 
general drivers’ comfort level, and over a number of generations, the best candi-
dates’ comfort level is identified.

4.3 Comfort model

The drivers’ comfort model permits to control the drivers’ preferences via 
computer techniques to find the optimal parking which satisfies drivers’ comfort 
and increases the efficiency and productivity of the system. In order to meet the 
compromise between system efficiency and drivers’ comfort level, a parking agent 
needs to evaluate the number of vehicles in the parking and a drivers’ comfort level 
that demand parking in response to maximizing the gain. However, drivers’ comfort 
level and the cost of parking usually affect each other in an opposite way. Therefore, 
the main goal of a parking agent is to solve the conflicts between maximizing the 
gain and increasing drivers’ comfort level. The drivers’ comfort level is related to 
both the traffic road conditions and drivers’ preferences over the environment. In 
order to evaluate the drivers’ comfort in the vehicle, environmental parameters can 
be used as indices to form the function of drivers’ comfort by using the actual value 
of the corresponding environmental parameters and drivers’ preferences of these 
parameters. Generally, the distance between the vehicle and proposed parking and 
the waiting and parking time are used as parameters to evaluate the drivers’ comfort 
level. Also, the cost and the gains of parking can be used as parameters to evaluate 
the revenues of the system.

5. Optimization process of parking allocation

As we say previously, the parking agent has an optimizer and simulator that are 
used together to discover the optimal parking that can satisfy the comfort level of 
drivers. The use of genetic algorithm has a major advantage over systems that rely 
on predefined values, as each parking agent enables a genetic algorithm to discover 
the optimal parking that may not resemble any predefined values, but may be 
optimal values for the current conditions of the road condition, as congestion. The 
optimizers should achieve a satisfactory balance between the revenue of solutions 
and drivers’ comfort level. Thus, each parking agent executes a genetic algorithm to 
find the optimal parking that can be attributed to each system to perform optimal 
waiting time, increasing the drivers’ comfort level.

5.1 Chromosomes’ structure

To apply the genetic algorithm, we should define the genes. The gene can be 
characterized by its identifier and a set of values of parameters that can be applied 
to define the optimal parking that satisfies the drivers’ comfort level. We use mul-
tiple forms in coding the genes. Firstly, we use the strings in encoding the identi-
fiers of vehicle, and then we use real number for encoding the values of waiting 
and parking time and the distance between the vehicle and the proposed parking. 
Figure 2 presents the structure of the gene.

To identify the best chromosome from the population, the optimizer runs 
a genetic algorithm with its different classic steps, as selection, crossover, and 
mutation. The parking agent has a simulator, which permits it to identify the 
best available solution from the population; the optimizer repeatedly runs the 
waiting time simulator for each vehicle in a given generation. After a number 

43

A Conceptual Framework for Modeling Smart Parking
DOI: http://dx.doi.org/10.5772/intechopen.92559

of generations, the best candidate values of parameters are identified. Figure 3 
shows an example chromosome of the parking agent.

5.2 Initialization, crossover, and mutation

Firstly, the initialization operator determines how each chromosome is initial-
ized to participate in the population of genetic algorithm. Here, the chromosome is 
filled with the genetic material from which all new solutions will evolve [16]. This 
strategy means that the newly generated offspring may or may not remain within 
the new population, depending upon how they measure up against the existing 
members of the population [16].

Then, the crossover operator defines the procedure for generating a child from 
two parent chromosomes. The crossover operator produces new individuals as 
offspring, which share some features taken from each parent. The probability of 
crossover determines how often crossover will occur in each generation. In this 
approach, we will use the single-point crossover strategy which was adopted for all 
experiments. In this paper, the results for all experiments presented were generated 
using a crossover percentage of 50%, which is to say that at each generation, 50% 
of the new population were generated by splicing two parts of each chromosome’s 
parents together to make another chromosome [16]. Figure 4 presents the crossover 
operator.

Finally, the mutation operator will be applied. It defines the procedure for 
mutating the chromosome. Mutation, when applied to a child, randomly alters a 
gene with a small probability. In this work, the results presented here were gen-
erated using a 1% mutation probability, which was determined experimentally, 

Figure 2. 
Gene’s structure.

Figure 3. 
An example of chromosome solution.
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To identify the best chromosome from the population, the optimizer runs 
a genetic algorithm with its different classic steps, as selection, crossover, and 
mutation. The parking agent has a simulator, which permits it to identify the 
best available solution from the population; the optimizer repeatedly runs the 
waiting time simulator for each vehicle in a given generation. After a number 
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of generations, the best candidate values of parameters are identified. Figure 3 
shows an example chromosome of the parking agent.
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Firstly, the initialization operator determines how each chromosome is initial-
ized to participate in the population of genetic algorithm. Here, the chromosome is 
filled with the genetic material from which all new solutions will evolve [16]. This 
strategy means that the newly generated offspring may or may not remain within 
the new population, depending upon how they measure up against the existing 
members of the population [16].

Then, the crossover operator defines the procedure for generating a child from 
two parent chromosomes. The crossover operator produces new individuals as 
offspring, which share some features taken from each parent. The probability of 
crossover determines how often crossover will occur in each generation. In this 
approach, we will use the single-point crossover strategy which was adopted for all 
experiments. In this paper, the results for all experiments presented were generated 
using a crossover percentage of 50%, which is to say that at each generation, 50% 
of the new population were generated by splicing two parts of each chromosome’s 
parents together to make another chromosome [16]. Figure 4 presents the crossover 
operator.

Finally, the mutation operator will be applied. It defines the procedure for 
mutating the chromosome. Mutation, when applied to a child, randomly alters a 
gene with a small probability. In this work, the results presented here were gen-
erated using a 1% mutation probability, which was determined experimentally, 
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utilizing a single case of vector drivers’ comfort level [16]. Figure 5 presents the 
operator of mutation.

5.3 Evaluation of solutions

The purpose of evaluation system is to provide a measure for any given solution 
that represents its relative quality. In our resolution method for parking allocation 
problem for vehicles, the objective function used here works by calculating and 
summing the penalties associated with the waiting time, the parking time, and the 
distance between vehicle and proposed parking. Thus, we will use the objective 
functions to evaluate solutions of the parking allocation problem and examine the 
weighted relationship between the actual measured values of the waiting time, the 
parking time, and distance between vehicle and proposed parking. The objective 
functions used to evaluate solutions require a number of definitions that model the 
problem underlying structure, specifically.

•  V =  { V  1  ,  V  2  ,  V  3  , ..… …  V  n  }   is the set of all vehicles in the road.

•  P =  { P  1  ,  P  2  ,  P  3  , ..… …  P  n  }   is the set of all parking in city.

• N1 and N2 are the numbers of all parking in the city and all vehicles, 
respectively,

• WTm, PTm, and Distm are the measured values of the waiting time, the parking 
time, and the closest distance, respectively.

Figure 4. 
The crossover operator.

Figure 5. 
The operator of mutation.
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• WTc, PTc, and Distc are the comfort values of the waiting time, the parking 
time, and the closest distance, respectively.

• [Distmin, Distmax] represents the distance comfort range. This range can be 
defined by drivers.

• [Tmin, Tmax] represents the waiting time range.

Two important parameters are in our MAS-GA: the optimal assigned values of 
waiting and parking time and the closest assigned values to the distance between 
vehicle and proposed parking.

In this context, we have mainly two important functions f(C) and f(G) which 
permit evaluating the performance and efficiency of the proposed approach. These 
two functions are calculated by the parking agent.

The objective of this optimization mechanism is to minimize the value of f(C) 
and maximize the gain f(G) for evaluating the performance and the efficiency of 
our system. Firstly, we have:

  f (C)  =  C  1   ∗    WT  c  ⁄ WT   m   +  C  2   ∗   PT  c  ⁄ PT  m    +  C  3   ∗   Dist  c  ⁄ Dist  m     (1)

C1, C2, and C3 are the user-defined weighting factors, which indicate the 
importance of the three comfort factors and resolve the possible equipment con-
flicts. These factors take values in the range of [0, 1]. The drivers can set their own 
preferred values in different situations according to its travel. Since the travel period 
has a profound influence on energy savings, it should be taken into account in the 
control strategy design. Generally speaking, the parking agent activates the opti-
mizer to tune the set point in order to obtain the acceptable drivers’ comfort and to 
maximize the revenues [16]. Otherwise, the parking agent turns off all the resource 
lights and keeps the blind position to save energy if there are no vehicles in the 
parking. The objective function is defined in Eq. (1), and the optimization goal is 
to maximize these objective functions. Since the ratio between the measured value 
and comfort value is determined by drivers’ play via graphic interface, it has an 
important role in achieving the control goal. Thus, it permits increasing the drivers’ 
comfort level and optimize the parking places.

The second objective function permits controlling the gain of parking. The 
objective of this function consists of maximizing the total gain of parking. Thus, we 
can define this objective function as the following:

  f (G)  = N ∗ Cost  (2)

The cost represents the unit cost of parking.

6. Vehicle agent

When the vehicle needs to use parking, vehicle agents change their behavior 
and try to find a parking. This behavior of vehicle agent is triggered by a lower 
threshold E1. The vehicle finds a parking; four parameters have to take into account: 
the actual position of the vehicle, the destination, the distance between the vehicle 
and the parking, and availability of place in the parking and the maximum waiting 
time. The proposed smart model should find the closest distance and minimize the 
waiting time.
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Figure 4. 
The crossover operator.

Figure 5. 
The operator of mutation.
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• WTc, PTc, and Distc are the comfort values of the waiting time, the parking 
time, and the closest distance, respectively.

• [Distmin, Distmax] represents the distance comfort range. This range can be 
defined by drivers.

• [Tmin, Tmax] represents the waiting time range.
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waiting and parking time and the closest assigned values to the distance between 
vehicle and proposed parking.

In this context, we have mainly two important functions f(C) and f(G) which 
permit evaluating the performance and efficiency of the proposed approach. These 
two functions are calculated by the parking agent.

The objective of this optimization mechanism is to minimize the value of f(C) 
and maximize the gain f(G) for evaluating the performance and the efficiency of 
our system. Firstly, we have:

  f (C)  =  C  1   ∗    WT  c  ⁄ WT   m   +  C  2   ∗   PT  c  ⁄ PT  m    +  C  3   ∗   Dist  c  ⁄ Dist  m     (1)

C1, C2, and C3 are the user-defined weighting factors, which indicate the 
importance of the three comfort factors and resolve the possible equipment con-
flicts. These factors take values in the range of [0, 1]. The drivers can set their own 
preferred values in different situations according to its travel. Since the travel period 
has a profound influence on energy savings, it should be taken into account in the 
control strategy design. Generally speaking, the parking agent activates the opti-
mizer to tune the set point in order to obtain the acceptable drivers’ comfort and to 
maximize the revenues [16]. Otherwise, the parking agent turns off all the resource 
lights and keeps the blind position to save energy if there are no vehicles in the 
parking. The objective function is defined in Eq. (1), and the optimization goal is 
to maximize these objective functions. Since the ratio between the measured value 
and comfort value is determined by drivers’ play via graphic interface, it has an 
important role in achieving the control goal. Thus, it permits increasing the drivers’ 
comfort level and optimize the parking places.

The second objective function permits controlling the gain of parking. The 
objective of this function consists of maximizing the total gain of parking. Thus, we 
can define this objective function as the following:

  f (G)  = N ∗ Cost  (2)

The cost represents the unit cost of parking.

6. Vehicle agent

When the vehicle needs to use parking, vehicle agents change their behavior 
and try to find a parking. This behavior of vehicle agent is triggered by a lower 
threshold E1. The vehicle finds a parking; four parameters have to take into account: 
the actual position of the vehicle, the destination, the distance between the vehicle 
and the parking, and availability of place in the parking and the maximum waiting 
time. The proposed smart model should find the closest distance and minimize the 
waiting time.
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Firstly, each vehicle that needs to find a parking sends a request of parking to all 
the parking agents. Then, each parking treats this request and sends a response to 
the vehicle agent. Finally, the vehicle drivers are assumed to park its vehicle in the 
optimal parking. Figure 6 presents an intelligent parking in the city.

7. Negotiation and cooperation

To model an optimal allocation of vehicle into parking, using the multi-agent 
system and genetic algorithm, we have to propose an efficient mechanism of 
negotiation, cooperation, and coordination between different agents. A single 
agent is unable to achieve some complex tasks, as the allocation parking problems 
because its capability is individually limited or although can complete, but its 
performance and efficiency are far lower than the performance and the efficiency 
with the cooperation and the coordination of many agents [17]. In order to solve 
charging station location conflict, the vehicle agents negotiate, each trying to find 
an available charging station. Therefore, when conflicts occur between two or 
many parking agents, it is important to limit their effects. In such case, negotiation 
techniques enable the involved parking agents to resolve their different conflicts by 
reaching compromises between the three parameters as the distance between the 
actual position of the vehicle, the waiting and parking time, and the availability of 
parking. This negotiation allows the parking agents to solve various conflicts at once 
and prevents new conflicts to appear. The parking agents negotiate with each other 
in order to decide whether the optimal plan can be applied to satisfy the need of 
drivers’ vehicles in parking and in the same time reduce the waiting time of parking. 
Thus, in our proposed approach, the parking agents negotiate with each other in 
order to determine the best possible arrangement. This negotiation enables them to 
solve various conflicts simultaneously and avoid new conflicts from appearing. In 
Figure 7, we present an example of negotiation between two vehicle agents: vehicle 
agent 1 and vehicle agent 2. Thus, these two agents negotiate by proposing a plan of 
actions which can arrange the two agents. In each cycle, one parking agent makes 
a plan proposal to the other vehicle agents, which they can accept or reject. If they 
accept, negotiation ends; otherwise, the other parking agent makes a proposal at the 
next cycle.

Also, the cooperation is defined as the collaboration between vehicle agents or 
station agents to find the optimal action to solve conflicts in the research station 

Figure 6. 
Intelligent parking in the cities.
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problem. In this paper, we use cooperation in order to solve conflicts which occur 
between the different vehicles. Each parking agent cooperates with the other 
parking agents in order to find the optimal solution which permits reducing the 
waiting time and finds the closed parking. Each vehicle agent sends to the parking 
agent some data as the position, the remaining energy, and maximum waiting 

Figure 7. 
Negotiation between two agents.

Figure 8. 
Cooperation between agents.
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and parking time that permit to the parking agent analysis this data and performs 
its genetic algorithm. Next, each parking agent checks its list of requests to treat 
them and try to find the final optimal sequence of values of waiting time and the 
parking time that permit it to solve the conflict and avoid other conflicts to occur. 
The vehicle agents can accept or refuse the response of other agents according to 
their current situations. Thus, the parking agent sends the demand of the solution 
founded by its neighbors, and it waits to receive the responses of them, analyzes 
these responses, and determines whether the solution is possible or not. If a 
solution is feasible, it sends a confirmation to those of its neighbors that accepted 
this solution. Figure 8 presents a simple configuration of cooperation between 
three agents.

8. Experiments and results

In this section, we present two case studies that illustrate how to design the 
different agents of our system and show collaboration between them. We use Jade 
to implement the different agents, vehicle agent, profile agent, and parking agent. 
Also, we use Java to implement the different steps of genetic algorithm as crossover 
operator, mutation operator, and the evaluation function.

The vehicle agent uses the sensor to learn the traffic data, waiting time, and 
parking time, which can be used as input in the genetic algorithms. The drivers can 
introduce their preferences in the profile agent via a graphic interface. The park-
ing agent runs a genetic algorithm that can find the optimal values of waiting and 
parking time, which permit an optimal allocation of vehicle and increase drivers’ 
comfort level.

During each simulation process, the optimizer of the parking agent can run 
a genetic algorithm. The optimizer computes the corresponding fitness value of 
each proposed parking according to the remaining energy of vehicle, the distance 
between vehicle and proposed parking, and waiting and parking time. In this 
experiment, the total number of parking place that can be served is set to 100.

When the vehicle agent sends a request to all station agents which are its 
neighbors, each parking agent can execute its genetic agent to define the optimal 
response, according to the parameters of vehicle agent as the distance, parking time 
demanded, and the maximum waiting time. This data is sent by the vehicle agent. It 
had the possible parking configurations distributed in the city. In this work, we use 
the Euclidean distance to measure the distance between the actual position of the 
vehicle and the demanded parking. Also, the parking agents can be cooperated and 
negotiated to define the final solution.

In Figure 9, we present the waiting time of vehicles when we use the approach 
without MAS-GA. We observe that the waiting time increases, according to the 
number of vehicles which demand parking.

When we use the approach of optimization with MAS-GA, each parking agent 
can interact with the other parking agents, and also it can perform its genetic 
algorithm to discover the optimal solution. We observe that the waiting time of 
vehicle decreases over the generation number. Figure 10 shows the experimental 
results.

What is clear from Figure 10 is that by using multi-agent system and genetic 
algorithm, the waiting time of vehicles is decreased in a few generations and in 
significantly less time than the approach without MAS-GA. For the MAS-GA 
approach, after 600 generations, the maximum expected waiting time achieved 
by Experiment 02 is less than 87 seconds, whereas the maximum expected wait-
ing time achieved by Experiment 01 was rapidly augmented. Thus, the MAS-GA 
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approach used in Experiment 02 converges to their optimal solution significantly 
faster than the other solutions presented in Experiment 01.

9. Conclusion

In this paper, we present a hybrid approach to control and manage an intelligent 
parking. Thus, we should find the available and adaptable parking according to the 

Figure 9. 
The waiting time of vehicle without MAS-GA.

Figure 10. 
The waiting time of vehicle with MAS-GA.
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distance between the position of the vehicle and the proposed parking, the remain-
ing energy of the vehicle, and waiting and the parking time. The experimental 
results show that our proposed approach can rapidly find the optimal parking 
compared with the other approaches. Also, when we use the MAS-GA approach, the 
revenues will be maximized.
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Abstract

Currently, there is a trend in reduction of the number of industrial plant opera-
tors. The challenges are mainly during emergency situations: how to support opera-
tor time management without increasing operational risks? SDA focuses on this area 
and aims to increase operator situational awareness (ability to perceive, understand 
and predict the future behavior of a process) through new technological paradigms, 
such as Expert System and Ecological Human Machine Interface (HMI) in order to 
provide operational support, maintenance and optimization of refining, exploration 
and system of production of oil and gas plants. In SDA, the most critical alerts are 
shown by priority, along with decision trees, trend charts and variable comparison 
charts. SDA aims to assist control room operators in solving a critical problem in the 
oil industry, that is the loss of safety function, associated with alarms, during alarm 
flood. The SDA results of the SDA are presented through its implementation in 
Sulfur Recovery Units—URE, in the state of Rio de Janeiro, in Brazil.

Keywords: operator support, alarm floods, alarm processing, fault diagnosis, expert 
system, sulfur recovery units

1. Introduction

Industrial plants in general consist of a large number of integrated and inter-
linked process units. The information about the plant status is given by automated 
systems, which extract information of sensors spread over different parts of the 
process units and assist control room operators in making decisions and performing 
tasks to keep the plant operating in safe conditions and in an efficient way.

Control room operators are alert by automated systems through alarms. Nowadays, 
with digital technology, an alarm can be created within seconds and at almost zero 
cost. As a result, the number and frequency of alarms has increased significantly over 
the years. Alarms are typically set to a single operational state-triggered. Change of 
operating state, such as plant shutdown or plant startup may result in many alarms 
occurring at the same time. The amount of information presented is greater than as 
the human operator can actually perceive, so many of them are lost. This condition is 
called the alarm flood [1]. During alarm flood, operators can be overwhelmed by the 
large amount of alarms and not be able to keep the plant in safe operation condition 
posing a risk not only production process but also to the environment and human lives.
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posing a risk not only production process but also to the environment and human lives.
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Alarm flood are one of the main causes of industrial plant accidents and cost 
millions of dollars each year, for example: Three Mile Island nuclear power plant 
accident in 1979, Esso Australia’s gas plant explosion at Longford, in Vitoria, in 1998 
[2], P-36 oil rig in the Campos Basin in Rio de Janeiro State, Brazil in 2001, that 
resulting in 11 deaths and total loss of the rig with an estimated financial loss of 
USD 400 million [3] and the Texas City Oil refinery explosion in 2005 [4] are clear 
examples of accidents problems that had contribution by alarm flood.

The system presented in this study is able to provide a real time support for 
control room operators in critical plant situations. Besides, it can assist the control 
room operators in time management and decision making process.

In order to present the methodologies developed and applied in SDA, this chap-
ter will be divided into 3 items described below. Item 2 presents a brief description 
of the evolution of alarm systems in industrial plants. Item 3 presents SDA high-
lighting the methodologies implemented: expert system and ecological interface 
machine. And finally in item 4 is presented the conclusion of the chapter.

2. Alarm systems

Until the 1950s, an industrial plant control room was nothing more than a wall 
full of individual process indicators (panel), lights, switches, and moving pen 
charts. When something in the process was wrong one or more lights (alarms) came 
on in the panel along with beeps and indicate to operators which part of the process 
the problem was in. In this system introducing a new alarm was very expensive, 
where they had to be designed and implemented one by one in an often electro-
mechanical system. With the evolution of computing many of these items became 
scarce and no longer met the needs of the operators.

In 1975 the first distributed digital control systems were created aiming to assist 
the industrial processes. These systems were responsible for record process vari-
able data, calculate plant efficiency, assist in process monitoring and management 
and inform the operators about the plant state through alarms. In these systems 
the addition of a new alarm was done at no cost and within seconds. This led to a 
significant increase in the number of total alarms per operator, which can be veri-
fied according to Figure 1.

So increasing the amount of alarms configured did not bring more security to 
the process and not even facilitated operators’ identification and decision-making. 
Because all events are treat as alarms and in situations of major plant disturbance 
are generated a huge amount of alarms, causing the so-called alarm flood. ANSI/ISA 
18.2 [1] defines alarm flood as the occurrence of 10 or more annunciated alarms in 
any 10-minute period per operator. Since the alarms in these systems are presented 

Figure 1. 
Number of alarm per operator [5].
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in sequence of events (SOE), it is impossible for the operator to understand them 
in a timely manner, causing often, due to a stressful situation, alarms very impor-
tant for understanding the situation go unnoticed by the operators. In light of this 
problem, the major international engineering bodies came together to outline a set 
of methods, definitions and best practices for the design of an alarm system.

Studies on the most advanced alarm systems in operation [6–8] claim that a pri-
oritization based on safety and plant urgency are the most frequently factors cited 
in advanced alarm systems literature and points out that the meaning of an alarm 
for control room operators depends on four factors: urgency, safety consequences, 
productivity consequences and relevance to the current task. It also cites the impor-
tance of the use categorizes by alarms through a time-based color coding available to 
operators and a dynamic severity rating. In other words, is important that the alarms 
are colored and segregated by urgency and ordered into categories by their severity.

The NRC alarm study [8] shows the effects on the performance of methods by 
which alarm processing results are disseminated to operational staff. The specific 
techniques analyzed in this study were suppression and dynamic prioritization. 
With suppression, minor alarms are not presented to operators but can be accessed 
upon request. In dynamic prioritization, the least important alarms are presented to 
operators, but differently from the most important ones. Because designers can-
not anticipate every possible plant disturbance, some alarms may gain relevance 
in decision-making in a specific context. Thus, one of the advantages of dynamic 
prioritization cited in the study is that this approach does not omit any alarms to 
operators, unlike suppression.

According to the 191 standard British-based organization Engineering 
Equipment and Materials Users’ Association (EEMUA) [9], alarm systems are an 
important means for automatic plant monitoring, drawing operator attention to 
significant process changes that require evaluation and action. They consist of field 
equipment, signal transmission, processing and visualization screen, being impor-
tant tools to support the operator assisting in:

• Keep the plant process within a safe operating range. In this way, the opera-
tor is advised of potentially hazardous situations before the Emergency 
Shutdown System (ESS) is forced to intervene. This improves the plant 
assessment and helps to decrease demand from ESS, increasing the plant 
production and safety;

• Recognize and act to avoid situations that may lead danger to the plant. The 
role of ESS is intervening in a hazardous situation, however there may be cases 
where the plant deviates from its normal design operating conditions to a state 
in which the ESS is unable to act efficiently, such as during plant startup, which 
has a change of state.

• Identify deviations from operating conditions that could lead to financial 
losses;

• Understand the complex process conditions. Alarms can be an important 
diagnostic tool and are one of several sources of information that an operator 
can use during a critical process.

An alarm system is a crucial element in process plant operation, when well 
planned provide an additional layer of protection and can help operator prevent an 
abnormal situation from spreading, also offers benefits to the plant that include: 
increased safety, increased production, quality improvement and cost reduction.
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tant for understanding the situation go unnoticed by the operators. In light of this 
problem, the major international engineering bodies came together to outline a set 
of methods, definitions and best practices for the design of an alarm system.

Studies on the most advanced alarm systems in operation [6–8] claim that a pri-
oritization based on safety and plant urgency are the most frequently factors cited 
in advanced alarm systems literature and points out that the meaning of an alarm 
for control room operators depends on four factors: urgency, safety consequences, 
productivity consequences and relevance to the current task. It also cites the impor-
tance of the use categorizes by alarms through a time-based color coding available to 
operators and a dynamic severity rating. In other words, is important that the alarms 
are colored and segregated by urgency and ordered into categories by their severity.

The NRC alarm study [8] shows the effects on the performance of methods by 
which alarm processing results are disseminated to operational staff. The specific 
techniques analyzed in this study were suppression and dynamic prioritization. 
With suppression, minor alarms are not presented to operators but can be accessed 
upon request. In dynamic prioritization, the least important alarms are presented to 
operators, but differently from the most important ones. Because designers can-
not anticipate every possible plant disturbance, some alarms may gain relevance 
in decision-making in a specific context. Thus, one of the advantages of dynamic 
prioritization cited in the study is that this approach does not omit any alarms to 
operators, unlike suppression.

According to the 191 standard British-based organization Engineering 
Equipment and Materials Users’ Association (EEMUA) [9], alarm systems are an 
important means for automatic plant monitoring, drawing operator attention to 
significant process changes that require evaluation and action. They consist of field 
equipment, signal transmission, processing and visualization screen, being impor-
tant tools to support the operator assisting in:

• Keep the plant process within a safe operating range. In this way, the opera-
tor is advised of potentially hazardous situations before the Emergency 
Shutdown System (ESS) is forced to intervene. This improves the plant 
assessment and helps to decrease demand from ESS, increasing the plant 
production and safety;

• Recognize and act to avoid situations that may lead danger to the plant. The 
role of ESS is intervening in a hazardous situation, however there may be cases 
where the plant deviates from its normal design operating conditions to a state 
in which the ESS is unable to act efficiently, such as during plant startup, which 
has a change of state.

• Identify deviations from operating conditions that could lead to financial 
losses;

• Understand the complex process conditions. Alarms can be an important 
diagnostic tool and are one of several sources of information that an operator 
can use during a critical process.

An alarm system is a crucial element in process plant operation, when well 
planned provide an additional layer of protection and can help operator prevent an 
abnormal situation from spreading, also offers benefits to the plant that include: 
increased safety, increased production, quality improvement and cost reduction.
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3. Alert diagnosis system—SDA

SDA is a real-time operation support system that provides to control room 
operators an optimized flow of information from critical plant process variable 
changes, in order to assist decision-making in a short time, that can avoid opera-
tional situations like unexpected shutdown, loss of efficiency and even accidents. 
Thus, SDA is designed to support control room operators in the time management 
and take the right actions in order to keep the plant in a safe state.

The information provided on the SDA Human Machine Interface (HMI) is dif-
ferent from traditional alarm systems. In SDA alarms is called diagnostic alerts. The 
diagnostic alert can be formed by alarms already existing in the plant supervisory 
or not. They can be of the simple type (formed by a single alarm) or compound 
(formed by a set of alarms, which follow the order of logical operators, such as: 
and, or, between, less than, rate, etc.). Thus, the alert diagnostic not only identify 
changes in the process but identify problems (failures in the process), they by them-
selves already indicate the diagnosis of the situation. Besides, they are presented in 
a non-SOE approach, sorted by priority, where the highest priority alert will always 
occupy the top of the alarm list.

SDA is designed to monitor and process information about different process 
variables acquired and calculated by it, as well as process variables coming from dif-
ferent structures, such as: external databases, text files and excel spreadsheets. SDA 
consists of a data acquisition system, a knowledge based or rule bank (KB-SDA), 
a real-time diagnostic system, and a HMI. The real-time diagnostic system is an 
expert system, object oriented based on Artificial Intelligence Monitoring System 
(AIMS) technique [10]. Figure 2 presented the SDA data flow.

For example, in SDA considering approximately 1000 (binary/analog) variables 
the time of one cycle is of 1 second. In other words, all data acquisitions (binary/
analog) and the variables calculated from these are presented in a time less than 
1 second. If a particular state or diagnostic alert is only dependent on the current 
values collected, it will be updated immediately, with a time interval of 1 second. 
If this state (or diagnostic alert) depends on a rate or time variation, it will be 

Figure 2. 
SDA data flow.
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accompanied by a 1 second step, until it reaches the required threshold. In other 
words, the operator response time is 1 second.

In this way, the SDA works at a level above the plant supervisory, where in 
alarm avalanche situations will show the highest priority alerts and the behavior of 
process variables associated with them giving the operator a clear plant situational 
awareness, quickly and offering benefits to the plant that include: increase security, 
increase in production, improve the quality, and cost savings.

3.1 Expert systems

Expert Systems or Knowledge Based Systems [11] were developed in the 1960s 
by the Stanford Heuristics Programming Project as a new intelligent method to 
find solutions for complex problems as a disease diagnosis. Edward Feigenbaum, 
widely known as the father of expert systems, defined it as “an intelligent computer 
program that uses knowledge and inference procedures to solve problems that are 
difficult enough to require significant human expertise for their solutions.” In other 
words, an Expert System (ES) is a computational system that emulates the decision 
ability of a human expert in any topic.

A basic concept of ES is composed by a knowledge base – KB, where the intel-
ligence of the system is stored, and an inference machine that process current facts 
based on the knowledge to generate new ones and conclusions (Figure 3).

The most relevant advantage in using ES is the independency between the 
KB and the inference machine. The KB can be changed or adapted to a new 
knowledge without the need of remodeling the inference engine. This capabil-
ity makes this type of system a significant tool to handle diagnosis problems of 
many different types of power plants. ES are classified based on the paradigm 
in which information is represented in its knowledge base. The information can 
be represented on the Knowledge base in many forms: Logical Trees, Rules and 
Class [11].

The inference engine is responsible for join facts of a problem with the knowl-
edge represented in the knowledge base, and establish new facts and conclusions. 
The information chaining process in the inference engine can be done in two ways: 
forward chaining and backward chaining. A forward chaining system begins with 
the facts initially known and uses the rules to draw new conclusions or take certain 
actions. All rules are checked to see if the initial facts satisfy some of them. Each 
satisfied rule is then fired, generating new facts that will be used to trigger other 
rules and so on until the problem is solved.

• Matching—where the antecedents satisfied by the facts are verified;

• Conflict Resolution—when more than one antecedent is satisfied, you must 
decide which of the rules will be fired first. This decision is called conflict 
resolution.

• Execution—in this step there is the execution of the rule, which can result in 
new facts as well as new rules.

In backward chaining, the inference process begins with choosing a solution and 
performs a search similar to depth searching [12, 13]. At first the known fact set is 
empty and as rules are fired this set becomes the set of facts that take the solution 
(object states). Thus, rules are triggered to generate values for object states or to 
generate intermediate facts that will later be used as a set of object state values.
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accompanied by a 1 second step, until it reaches the required threshold. In other 
words, the operator response time is 1 second.

In this way, the SDA works at a level above the plant supervisory, where in 
alarm avalanche situations will show the highest priority alerts and the behavior of 
process variables associated with them giving the operator a clear plant situational 
awareness, quickly and offering benefits to the plant that include: increase security, 
increase in production, improve the quality, and cost savings.

3.1 Expert systems

Expert Systems or Knowledge Based Systems [11] were developed in the 1960s 
by the Stanford Heuristics Programming Project as a new intelligent method to 
find solutions for complex problems as a disease diagnosis. Edward Feigenbaum, 
widely known as the father of expert systems, defined it as “an intelligent computer 
program that uses knowledge and inference procedures to solve problems that are 
difficult enough to require significant human expertise for their solutions.” In other 
words, an Expert System (ES) is a computational system that emulates the decision 
ability of a human expert in any topic.

A basic concept of ES is composed by a knowledge base – KB, where the intel-
ligence of the system is stored, and an inference machine that process current facts 
based on the knowledge to generate new ones and conclusions (Figure 3).

The most relevant advantage in using ES is the independency between the 
KB and the inference machine. The KB can be changed or adapted to a new 
knowledge without the need of remodeling the inference engine. This capabil-
ity makes this type of system a significant tool to handle diagnosis problems of 
many different types of power plants. ES are classified based on the paradigm 
in which information is represented in its knowledge base. The information can 
be represented on the Knowledge base in many forms: Logical Trees, Rules and 
Class [11].

The inference engine is responsible for join facts of a problem with the knowl-
edge represented in the knowledge base, and establish new facts and conclusions. 
The information chaining process in the inference engine can be done in two ways: 
forward chaining and backward chaining. A forward chaining system begins with 
the facts initially known and uses the rules to draw new conclusions or take certain 
actions. All rules are checked to see if the initial facts satisfy some of them. Each 
satisfied rule is then fired, generating new facts that will be used to trigger other 
rules and so on until the problem is solved.

• Matching—where the antecedents satisfied by the facts are verified;

• Conflict Resolution—when more than one antecedent is satisfied, you must 
decide which of the rules will be fired first. This decision is called conflict 
resolution.

• Execution—in this step there is the execution of the rule, which can result in 
new facts as well as new rules.

In backward chaining, the inference process begins with choosing a solution and 
performs a search similar to depth searching [12, 13]. At first the known fact set is 
empty and as rules are fired this set becomes the set of facts that take the solution 
(object states). Thus, rules are triggered to generate values for object states or to 
generate intermediate facts that will later be used as a set of object state values.
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3.1.1 SDA expert systems—AIMS

AIMS technology is a framework for developing real-time monitoring systems 
[14], which uses object-oriented (OO) concepts and expert systems. The AIMS 
kernel is the object-oriented knowledge-based (KB) expert system that acquires 
and calculates variables as well as their interdependencies, and maps them within 
a network of hierarchical objects, where rules are implicit in object operators and 
network topology.

The state of monitored variables updates a fact base, which is used by a real-
time inference machine that activates and triggers knowledge base rules. A mail 
server is responsible for updating the operators on the HMI and manipulating the 
information.

The KB system has two main characteristics: (a) acquisition and maintenance 
of offline knowledge, which is built and modified through the KB Module and, (b) 
real-time monitoring representing the rules that define the real-time application in 
the which a network of hierarchical objects represents the rules that define the real 
time application, which is created according to KB rules and used by the inference 
engine.

The knowledge domain which comprises all monitored and calculated variables 
used by SDA, as well as their interdependencies, is mapped within a hierarchical 
structure of descended from parents’ networks where each node contains a variable 
represented by an object which determines its attributes and operations. For each 
object is associated with a hierarchical level, which is used by the inference engine 
while firing the KB Rules. The lowest level is represented by the acquisition vari-
ables. Figure 4 shows an example of a network of three level hierarchical objects.

In Figure 4, V22 means V22 is generated by V12. This hierarchical network rep-
resents all the rules contained in the KB rules that can be transformed into IF-Then 
structures, such as:

• IF (V11 updated or V12 updated)

• THEN (update V22 applying the operator considering its dependencies).

The KB module knowledge structure is based on five main class, shown in the 
hierarchical structure of Figure 5, where variables are abstract class from which 
the class are derived: analog (for representation of analog variables), binary (for 
representation of binary variables) and rate (for time variation representation).

The Message class represents the facts created from the inference of triggered 
rules. Every time the variable changes it generates a new fact (creating a new 
Message object). At the beginning of the monitoring process, the acquired variables 
are Message objects.

Figure 3. 
A concept of expert systems.
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In the KB module the acquisition and maintenance of knowledge is done. In the 
KB module interface, the table shown in Figure 6 allows the user to create object 
variables, edit their properties and operator rules as well as provide their dependen-
cies on other variables (relatives and heritage).

Is not allowed to the users defines more than one link between two variables 
duplicate rules as well as inconsistent rules (different operations linked to the same 
antecedent with the same consequent). The rule problem without the condition side 
is eliminated due to the fact that the rule is made by linking two existing variables.

The track of time and the timing for rule activation is automatically done by 
the framework which does not allow descending nodes to have a refresh rate higher 
than their relatives’ refresh rate. If more than one rule is activated by the inference 
machine, the conflict resolution strategy can be applied. The AIMS conflict resolu-
tion strategy takes as its first criterion the hierarchical level (in the object network) 
of the variables affected by the rule. Rules related to lower level variables have high 
priorities and will be trigged first. The inference process ends when there are no 
more rules to be activated.

Thus, in summary, the AIMS is able to receive data from binary and analog 
variables from an acquisition system, processing the data, performing calculations 
through logical and arithmetic operators and create new alarms (alarms not pro-
vided directly by the acquisition system).

The new alarms are called alert diagnostics and can be viewed as process alarms 
that require operator action, symptom alarms that indicate the failure of any unit 
component, or even prediction alarms that have the function of alerting the user 
that a failure could occur in the future if the current situation remains. Thus, the 

Figure 4. 
Hierarchical network representation at AIMS.

Figure 5. 
Representation of hierarchical class in KB rules.
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alert diagnostics generated by the SDA themselves represent a diagnosis of the cur-
rent situation of the plant unit.

3.2 SDA HMI

SDA HMI concentrates the most important (critical) information in one place, 
preventing the “loss” of important alerts during emergency situations that cause 
alarm flood in traditional automation systems. Thus, it provides operators support 
in identifying the most critical problems, helping to prioritize actions and suppress-
ing low criticality information. In normal operation, SDA also provides real time 
plant efficiency indicators, enabling actions to optimize (increase production) and 
increase reliability of operations, increasing operational continuity.

All information stored in KB SDA and processed in AIMS is presented to the 
users through the HMI. The frequency at which the information from HMI is 
refreshed is every 1 second. SDA HMI was developed based on the state of the 
art known as Ecological HMI [5, 6], where plant process variables (binary or 
analog) are represented by graphical objects which provide the behavior of these 
variables quickly and clearly, giving the operator a real time situational awareness 
of the plant. The graphic objects used in the SDA HMI will be: Plane Graph (x, y), 
Deviation Diagram, Sparkline, Radar Graphs, and Digital Diagram.

SDA HMI is divided into five different areas: (I) Date/hour, Binary Logical 
Annunciators Panel (ALB); (II) Ecological HMI; (III) Diagnostic alert list by prior-
ity; (V) Other options like: Ecological HMI of all diagnostic alerts, more diagnostic 
alert list, diagnostic sequence alert list, and additional information such as: instru-
ment code, source, initial cause, action to be taken. Figure 7 shows the five areas 
in the SDA HMI with the ecological HMI option in area V. Figure 8 shows the five 
areas in the SDA HMI with diagnostic alert list option in area V.

Diagnostic alerts are presented in HMI in three distinct areas:

a. in an area similar to the binary alarm annunciators (ALB), where diagnostic 
alerts are grouped by subsystems and by units (area I). Figure 9 shows  
this information.

Figure 6. 
SDA-KB module operators representation.
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b. in a diagnostic alerts list sorted by priority: critical, medium, high, and low, 
displayed in red, orange, yellow, and blue, respectively (area III). In area III, 
only the seven more critical alert diagnoses are presented. (Figure 10). The 
diagnostic alerts list consists of:

• priority icon: icon that indicating the diagnostic alert priority;

• tag: diagnostic alert name;

• description: diagnostic alert description;

• on/off indication: indication whether the diagnostic alert is on or off;

Figure 7. 
SDA HMI with the ecological HMI option in area V.

Figure 8. 
SDA HMI with diagnostic alert list option in area V.
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Figure 11. 
SDA HMI—diagnostic alert list—more alerts (area V).

• remaining response time: In SDA each diagnostic alert is registered in the 
KB SDA with an associated response time. That is a time interval considered 
appropriate for the operator to take the necessary actions to correct the 
problem identified by the alert;

• activation data/time: date and time that the diagnostic alert was activated;

Important to point out that the most important diagnostic alert will always 
occupy the top of the list due the dynamic prioritization method.

c. and in another priority list in area V. The list aims to show more diagnostic 
alerts by priority, 8th onwards, not shown in area III. The list consists of: 
priority icon, tag, description, on/off indication, remaining response time and 
activation data/time. Figure 11 shows this information.

3.3 SDA implementation

SDA was designed to be implemented in any onshore and offshore production 
system. Currently, SDA is implemented in two Sulfur Recovery Units in the state of 
Rio de Janeiro, Brazil with the following results:

1. Presents the quality and importance/priority of the seven strands that com-
pose the load of the Units, all as technical documentation available online and 
in real time at SDA. In case that the operator does not realize in short time that 
the streams quality is not good, and does not quickly deviate this streams, it 
will generate deposition and lead to the unit shutdown, causing financial losses 
and increased emissions for the environment. This information is always avail-
able from the ecological HMI, and the operator is able to check the deviation 
quickly by looking at the SDA HMI;

Figure 9. 
SDA HMI—diagnostic alert—ALB (area I).

Figure 10. 
SDA HMI—diagnostic alert list by priority (area III).
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2. Presents all diagnostic alerts regarding the prioritization of H2S, SO2 and NH3 
detectors from the all Units area. These warnings are critical and prevent the 
operator from going into an area with the presence of gas that could endanger 
their health and physical integrity;

3. Presents the diagnostic alert prioritization of the critical unit process stored 
into the KB SDA which has been built on the operational experience of opera-
tors and design engineers and HAZOP information’s and others. This knowl-
edge was previously elaborated, considering various scenarios, in order to 
assist the operators in decision-making in abnormal situations;

4. Presents, in real-time, information about sulfur removal efficiencies from 
Units and their subsystems. This information enables operators to act to mini-
mize the tendency of units to lose efficiency;

5. Monitors critical controls on manual, active alarms and bypass, etc.;

6. Perform process and unit equipment diagnostics: vessels, distillation towers, 
heat exchangers, ovens, compressors, etc.;

7. Follows the desired limits or operation regions (pressure, temperature and 
composition) of the processes and equipment, ensuring that they are respected 
not only during normal operation but also during plant starts and plant stops;

8. It considers the different unit operating modes (starts, stops, steady state, dis-
turbances, etc.) to generate diagnostics alerts specific to each situation;

Early tests with SDA show that concentrating all critical information’s about the 
process on a single HMI helps the operator in time management. Preventing him 
from consulting different tools and screens to be situational awareness and take 
decision. In addition, the flexibility to create diagnostic alerts enables monitoring of 
situations not provided by the traditional alarm management system.

Tests applied in order to evaluate the operator situational awareness (ability to 
perceive, understand and predict the future behavior of a process) showed that in 
normal operation using traditional automation systems the operator situational 
awareness was around 50% and dropped during emergency situations for values 
below 20%. With SDA, during emergency, the operator situational awareness was 
around 55%, that was higher than those obtained in normal operation in traditional 
automation systems. This demonstrates the importance of an Intelligent Real-Time 
Decision Support System for oil industry control room operators aim to anticipate 
failures and specially to avoid risk situations [15].

SDA is also being evaluated for use on offshore production platforms to increase 
the safety and reliability of these processes. This system can be implemented in any 
industrial process to providing an intelligent system, coupled with an ergonomic 
HMI that allows operators to reduce your cognitive load in search of the root cause 
of a certain problem.

4. Conclusion

SDA was developed to support operators in time management in case of emer-
gency situations providing optimized plant process information in order to increase 
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operator situational awareness, so that they make appropriate decisions and 
actions aiming to increase the safety, integrity and reliability of plant processes and 
equipment.

SDA HMI aims to increase operator situational awareness by explaining why 
diagnostic alerts through decision trees, trend graphs, etc. and also by presenting 
recommendations for mitigating actions. The aim is to help operators identify 
process fails quickly and prevent the abnormal situation from spreading, increasing 
risks to people, equipment and the environment.

The methodologies developed and implemented makes SDA a potential support 
system from easy applicability in different onshore and offshore from oil indus-
try, mainly impacting the sector in reduction of the number of disturbances and 
shutdowns, production and increased plant safety. Besides that, SDA impacts in 
relation the solution of alarm flood, anticipate failures, avoid hazardous situations, 
avoid misdiagnosis, prevent breakdown and /or equipment unavailability, prevent 
leaks, avoid emissions (e.g., torch) and debris. This increases the safety, reliability 
and production of complex oil industry processes. A good indication of this impact 
was the installation of SDA in Sulfur Recovery Units in Brazil.

Concluding we can say that SDA is a new safety barrier providing diagnostics 
alerts that can prevent an abnormal situation from evolve into accidents and may 
decrease the chance of human mistake, especially in identifying the root cause, 
which if misdiagnosed, may lead them to take wrong actions that increase the 
consequences of incidents, accidents or plant shutdowns.
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Chapter 6

Intelligent System for the 
Estimation of Gases Dissolved 
in Insulating Mineral Oil from 
Physicochemical Tests
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Danilo Hernane Spatti, Renato Pagotto Bossolan  
and Bruno Augusto Trevisam

Abstract

The objective of this work was to make the modeling through artificial neural 
networks of the gas concentrations dissolved in insulating mineral oil from the 
results of physicochemical tests. In this case, a mapping between the data of 
physicochemical tests and gas chromatography was obtained by means of artificial 
neural networks. The proposed approach proved to be efficient to identify the 
amount of gases, taking the following attributes as input: color degree, density, 
dielectric rigidity, interfacial tension, power factor of the insulating oil, neutraliza-
tion index, and water level. In addition, artificial neural networks provide not only 
a new methodology to support decisions but also satisfactory results comparatively 
to actual analyses when referring to the estimation of gases.

Keywords: intelligent systems, artificial neural networks, power transformer

1. Introduction

The power transformer is an extremely important and expensive equipment 
consisting, in short, of two or three windings, the core, and the insulation system. 
The windings are arranged such that the magnetic leakage flux is dispersed as little 
as possible. The core is the medium by which the magnetic flux finds a path of low 
reluctance and preferably flows through it. Among these elements, core, windings, 
and the transformer tank, there is also the insulation system. The insulation system 
consists essentially of insulating paper and insulating mineral oil.

During its operation, various wear and aging processes may occur in the trans-
former insulation system. Examples can be hot spots, overheats, and overvoltages, 
among other phenomena that change the transformer insulation system [1]. Thus, 
the reduction in the lifetime of transformers is directly linked to the deterioration of 
the dielectric materials used in their manufacture. In this sense, there is an impor-
tant motivating aspect for the development of supervision and preventive mainte-
nance programs in order to provide an increase in the useful life of the equipment 
and, consequently, a better management of them under the command of the electric 
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Abstract

The objective of this work was to make the modeling through artificial neural 
networks of the gas concentrations dissolved in insulating mineral oil from the 
results of physicochemical tests. In this case, a mapping between the data of 
physicochemical tests and gas chromatography was obtained by means of artificial 
neural networks. The proposed approach proved to be efficient to identify the 
amount of gases, taking the following attributes as input: color degree, density, 
dielectric rigidity, interfacial tension, power factor of the insulating oil, neutraliza-
tion index, and water level. In addition, artificial neural networks provide not only 
a new methodology to support decisions but also satisfactory results comparatively 
to actual analyses when referring to the estimation of gases.

Keywords: intelligent systems, artificial neural networks, power transformer

1. Introduction

The power transformer is an extremely important and expensive equipment 
consisting, in short, of two or three windings, the core, and the insulation system. 
The windings are arranged such that the magnetic leakage flux is dispersed as little 
as possible. The core is the medium by which the magnetic flux finds a path of low 
reluctance and preferably flows through it. Among these elements, core, windings, 
and the transformer tank, there is also the insulation system. The insulation system 
consists essentially of insulating paper and insulating mineral oil.

During its operation, various wear and aging processes may occur in the trans-
former insulation system. Examples can be hot spots, overheats, and overvoltages, 
among other phenomena that change the transformer insulation system [1]. Thus, 
the reduction in the lifetime of transformers is directly linked to the deterioration of 
the dielectric materials used in their manufacture. In this sense, there is an impor-
tant motivating aspect for the development of supervision and preventive mainte-
nance programs in order to provide an increase in the useful life of the equipment 
and, consequently, a better management of them under the command of the electric 
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utilities. In fact, the electricity market is becoming increasingly competitive, and the 
high costs involved in maintenance require the development of processes in order to 
lower its costs, increase asset performance, as well as extend its useful life [2].

Among the methodologies used to identify failures in power transformers 
immersed in insulating mineral oil, we highlight those based on the monitoring of 
their electrical parameters, acoustic monitoring, and the evaluation of dissolved 
gas concentrations in oil. On the other hand, the condition associated with the 
insulating paper present in the power transmission transformer coils is one of the 
main responsible for the lifetime of this equipment. Winding insulation paper 
can deteriorate abruptly, resulting in unpredictable failure of these transformers, 
particularly if in contact with oxygen, humidity, and metal contaminants. All these 
possible scenarios can be avoided if the degradation process is discovered in time [3].

For identifying failures from the dissolved gases in the oil, several chromato-
graphic tests are then performed, which result in their respective concentrations. 
The examination of such dissolved gases is based on the premise that failures from 
partial discharges, high energy discharges, corona effect, overheating, etc. react 
with the insulating mineral oil causing alterations in their physicochemical proper-
ties, which are responsible for the release of gases that eventually react with the 
oil and, consequently, are dissolved within it. Therefore, the dissolved gas analysis 
(DGA) in insulating mineral oil is one of the main methods used to diagnose the 
insulation situation of the power transmission transformer windings. In addition, 
proper interpretation of DGA results is one of the most significant procedures for 
detecting fault types, as well as for identifying the process of degradation of its 
insulation [4, 5].

In addition to the chromatographic tests, with which it is possible to obtain the 
volumetric values of the main dissolved gases in the oil, there are also physicochem-
ical tests that allow to identify several physical and chemical characteristics present 
in the insulating mineral oil. An important feature associated with physicochemical 
tests is that they can all be performed at the location where the transformers are 
installed, and part of them can be performed with the equipment in service, i.e., 
without interruption in the supply of electricity. Moreover, when power transmis-
sion transformers are in service, they may be subject to a number of environmental 
factors, such as heat and humidity, which must lead to an increasing aging process 
over time. Consequently, the electrical properties of the insulating mineral oil 
(resistivity, dielectric losses, relative permittivity, and breakdown strength), as well 
as the chemical (acidity and humidity) and mechanical properties (tensile strength 
and viscosity), are also modified, which directly impact its useful life [6, 7].

Therefore, it is emphasized here the motivation of a system for estimation of 
gases dissolved in oil from the results of physicochemical tests. Thus, the objective 
would then be to adapt existing methodologies based on the concentration of dis-
solved gases to, based on physicochemical tests, predict possible incipient failures in 
power transformers.

Since the estimation of these results is a complex problem, which does not have 
a mathematical formula capable of relating both tests, an interesting alternative is 
the use of computational intelligence techniques. Among these techniques, we can 
highlight the artificial neural networks, which do not require detailed knowledge 
about the relationship between the input space and the output space, as they are 
expert in dealing with nonlinear mappings [8].

It should be emphasized that the great novelty of this work is the precise esti-
mation of the concentration of gases that are dissolved in insulating mineral oil, 
through neural networks, from the results of physicochemical tests. For the estima-
tion of gases, we then use data from physicochemical tests performed on insulating 
oil taken from transformers in operation. The developed technique allowed the 
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estimation of these gases without the need to perform the chromatographic test. 
Consequently, the amount of power outages will be considerably reduced, and the 
associated costs in determining the gas concentration in the mineral oil will follow 
the same downward trend.

For this purpose, the organization of this article was divided in five sections. 
In Section 2, several aspects related to the main experimental tests performed on 
the insulating mineral oil are described. In Section 3, the intelligent system based 
on artificial neural networks for mapping the relationship between both physi-
cochemical and chromatographic tests is presented. The main results produced 
by intelligent system in order to validate developed methodology are reported in 
Section 4. In Section 5, we present the conclusions about the applicability of the 
proposed technique.

2. Aspects related to the experimental tests in insulating mineral oil

Depending on the type of petroleum used for fractional distillation, the insulat-
ing mineral oil may have paraffinic base (paraffinic oil) or naphthenic base (naph-
thenic oil). Its classification is based on the results of the percentage of paraffinic 
(PC), naphthenic (NC), and aromatic (AC) carbons. This classification can be 
obtained by using infrared spectroscopy techniques by determining the amount of 
paraffin carbons. Oils with PC lower than 50% are considered naphthenic, while 
those with PC equal to or greater than 56% are classified as paraffinic; between 50 
and 56% are intermediate oils.

When different mineral oils are mixed, the properties of the resulting mixture 
will be an average of the properties of each of the components, since the mixed oils 
are of good quality. If one of these components is of poor quality, the resulting oil 
will be of poor quality.

Determining the physicochemical properties of insulating mineral oil is of 
fundamental importance to ensure the operating conditions of transformers and 
to maintain or extend the lifetime of these equipments [9, 10]. In order to prevent 
premature degradation, which can be translated into financial loss, it is therefore 
necessary to monitor the physicochemical properties of the insulating mineral 
oil. Through the analysis of physicochemical characteristics, it is then possible to 
 evaluate the quality of both the oil and the transformer itself. These analyses are 
of great importance for the maintenance of electrical equipments, as they allow 
planned interventions to correct any defects and, in some cases, early failure 
diagnoses [11, 12].

To test the insulating mineral oil, it is necessary that the transformer is work-
ing, because in operation the oil goes through an aging process. This aging is due 
to the demand for temperature increase, to the action of oxygen, and to contact 
with materials present in its construction, resulting in deterioration of oil proper-
ties. This deterioration generates by-products that promote its acceleration, that 
is, it generates a chain reaction where the insulating mineral oil loses its insulating 
properties and, as a result, the cellulose degrades generating sludge. The process 
that governs the oxidation of hydrocarbons is the peroxidation mechanism (perox-
ide formation), where there is the formation of intermediate products, which may 
be alcohols, aldehydes, and ketones depending on the species that originated them.

In Table 1, it showed the main experimental tests and their respective standards, 
which are usually recommended to trace the transformer isolation conditions. 
Therefore, the various tests performed on the insulating mineral oil in use allow 
to diagnose some problems, such as hot spots, overheating, and leaks, as well as 
informing about the insulating and thermal quality of the respective oil.
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On the other hand, chromatographic tests, also known as dissolved gas analysis 
(DGA), are diagnostic tools for the detection and evaluation of incipient failures in 
insulating mineral oil. When a transformer failure occurs, the insulation system will 
provide chemical degradation, which will generate the production of various gases 
that will be present in the oil. These concentrations of gases are related to a type of 
transformer failure.

The main gases analyzed by DGA are listed in Table 2. In normal operation, the 
presence of these gases in the transformer is also normal, i.e., it does not indicate the 
existence of failures. The only exception is carbon dioxide (CO2), whose presence 
indicates a failure inside the equipment.

A transformer failure can result in the variation of the standard concentration 
of these gases in the oil. The increase in the gas concentration in the transformer 
indicates the occurrence of a failure that results in the insulation oil saturation. 
With this saturation, gas is released from the oil by modifying the characteristics of 

Dissolved gas Chemical formula

Acetylene C2H2

Carbon dioxide CO2

Carbon monoxide CO

Ethane C2H6

Ethylene C2H4

Hydrogen H2

Methane CH4

Nitrogen N2

Oxygen O2

Table 2. 
Gases evaluated by DGA technique.

Tests Technical standards

Aniline point ABNT–NBR–11343 [13]

Chromatography analysis ABNT–NBR–7070 [14, 15]

Cinematic viscosity ABNT–NBR–10441 [16]

Color ASTM–D1500 [17]

Density ABNT–NBR–7148 [18]

Dielectric rigidity IEC–156 [19] and ABNT–NBR–6869 [20]

Factor of losses at 90°C IEC–247 [21]

Index of total acidity ASTM–D974 [22]

Interfacial tension ABNT–NBR–6234 [23]

Oxidation stability ABNT–NBR–10504 [24]

Point of splendor and combustion ABNT–NBR–11341 [25]

Polymerization level related to insulating paper ABNT–NBR–8148 [26]

Tenor of water ABNT–NBR–5755 [27]

Table 1. 
Experimental tests and technical standards applied in insulating mineral oil.
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the transformer. The amount of gas released depends on the oil temperature and the 
type of gas. Such gas production can be classified into three groups, namely, polar-
ization, corona effect, and electric arc. This classification is based on the severity 
with which power is released during the failure. The largest and smallest amount of 
energy released is associated with the electric arc and corona, respectively [28].

In relation to the polarization, the gases released in the oil at low temperature are 
methane and ethylene, while at high temperature are methane, ethylene, ethane, 
and hydrogen. In cellulose, the gases generated at both high and low temperatures 
are carbon monoxide and dioxide. Regarding the corona effect, the gas produced 
in the oil is hydrogen, and the gases released by cellulose are hydrogen, monoxide, 
and carbon dioxide. For the electric arc, the gases released in this case are hydrogen, 
methane, ethane, ethylene, and acetylene.

Related to temperature, laboratory research shows that CO, CO2, and water originate 
when cellulose is overheated to a temperature of 140°C. Pyrolysis, which is destruction 
at temperatures above 250°C, produces more CO gas than CO2. In this case, there is also 
the formation of water, coal, and tar. At temperatures above 500°C, methane (CH4), 
ethane (C2H6), ethylene (C2H4), CO2, and water originate when O2 is present.

For the extraction of gases from the insulating mineral oil to be correct, it is then 
necessary that there are no bubbles in the collection vessel. The sample should be 
slightly warmed or injected into a degassing apparatus. The sample is subjected to 
vacuum, and the gases are collected in a graduated burette, which is taken to the 
chromatograph. The chromatograph is basically an apparatus used for chemical 
analysis of substances, capable of separating the various components of the sample.

Thus, from values obtained in physicochemical tests performed on the insulat-
ing mineral oil, we have then developed an intelligent system capable of estimating 
the gas values present in the insulating oil of the transformer.

3.  Artificial neural network for estimating gases dissolved in insulating 
mineral oil

Computational models based on artificial neural networks are inspired by the 
knowledge we have about the nervous system of humans, which has the ability to 
learn from experience. They are composed of artificial neurons, which are also 
interconnected by artificial synapses.

Artificial neural networks can be applied to various engineering- and science-
related problems. One of the areas with the greatest potential for their applicability 
is the universal approximation of functions, whose purpose is to represent func-
tional relationships between inputs and outputs of typically nonlinear systems.

They can be applied to solve problems coming from various areas of knowledge, 
such as engineering, medicine, chemistry, and physics, where the possible solutions 
to the problems presented are difficult to obtain by conventional techniques.

One of the most commonly used architectures in artificial neural networks is 
that known as multilayer perceptron (MLP) [8], which will be also used in this 
application to map the relationship between results from physicochemical tests and 
those produced by chromatographic tests.

In addition, MLP networks are also characterized by the high possibilities 
of application in various types of problems related to the most different areas of 
knowledge, which is also considered as one of the most widely used in terms of 
applicability.

Figure 1 illustrates an MLP topology consisting of three neural layers, which has 
n signals in the input layer, with n1 neurons (first layer), n2 neurons (second layer), 
and m neurons in its output layer..
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Each of the neurons of this topology illustrated in Figure 1 can be represented 
according to the terminology adopted in Figure 2.

In purely mathematical terms, the internal processing carried out by each MLP 
neural network neuron can be expressed as follows:

  y = g ( ∑ 
i=1

  
n
     w  i   ⋅  x  i   + b)   (1)

where xi are the neuron inputs, wi represents the synaptic weight (artificial 
synapse) belonging to ith input value, θ refers to the activation threshold, u indicates 
activation potential, y represents the output response produced by the artificial 
neuron, and g(.) expresses the activation function that must be both differentiable 
and continuous throughout its domain, which are usually represented by the logistic 
activation function or by the hyperbolic tangent.

The training process of the neural network consists of applications of ordered 
steps that are necessary to tune the synaptic weights (wi) and thresholds (θ) associ-
ated to its neurons, with the ultimate goal of generalizing solutions to be produced 
by its outputs, whose responses are representative of the physical system to which 
they are mapping. The learning method used here for training MLP network was 

Figure 2. 
Schematic diagram of artificial neuron used in MLP neural network.

Figure 1. 
Illustration of an artificial neural network with multilayer perceptron architecture.
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that based on the Levenberg-Marquardt algorithm, whose detailed steps are pre-
sented in [29, 30].

The training of this network was performed in a supervised manner, which con-
sists in having available, considering each sample of the input signals, the respective 
desired outputs, i.e., each training example is represented by input signals and their 
respective corresponding outputs. In this case, from a database supplied by electric 
utilities, the network inputs were the parameters related to the physicochemical 
tests (Table 1) performed on several isolating mineral oil samples, while the desired 
outputs are the respective values of those gases obtained by chromatographic tests 
(Table 2) using the DGA technique.

Therefore, the MLP network used for this purpose was composed of 10 neurons 
(first layer) and 20 neurons (second layer), and the activation function adopted for 
all artificial neurons was the hyperbolic tangent.

4. Experimental results and validation

According to the previously presented sections, several isolating mineral oil 
samples were also presented to the MLP network in order to select the best architec-
ture for the problem mapping, whose results are reported in the next figures.

Figure 3 shows the estimated levels of gases dissolved in oil. Physicochemical 
experimental tests data were inserted in the MLP network inputs in order to pro-
duce, subsequently, the estimation of all gases dissolved in the insulating mineral 
oil. Network responses were compared to the values obtained from the chromato-
graphic analyses. It is noteworthy that the MLP network responses are in accordance 
with the gas concentration.

Based upon Figure 4, it is possible to check the MLP network capacity of making 
adaptation and generalization about the analyzed data, whose results were com-
pared to actual values of H2 obtained from experimental tests.

Estimation of oxygen (O2) obtained from 20 samples, which were not included 
in the training data, is shown in Figure 5. Considering this figure, it is possible to 
verify that the MLP network responses are very near to those obtained from the 
chromatographic tests.

Figure 3. 
Estimation of gas levels in the insulating mineral oil.
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where xi are the neuron inputs, wi represents the synaptic weight (artificial 
synapse) belonging to ith input value, θ refers to the activation threshold, u indicates 
activation potential, y represents the output response produced by the artificial 
neuron, and g(.) expresses the activation function that must be both differentiable 
and continuous throughout its domain, which are usually represented by the logistic 
activation function or by the hyperbolic tangent.

The training process of the neural network consists of applications of ordered 
steps that are necessary to tune the synaptic weights (wi) and thresholds (θ) associ-
ated to its neurons, with the ultimate goal of generalizing solutions to be produced 
by its outputs, whose responses are representative of the physical system to which 
they are mapping. The learning method used here for training MLP network was 

Figure 2. 
Schematic diagram of artificial neuron used in MLP neural network.

Figure 1. 
Illustration of an artificial neural network with multilayer perceptron architecture.
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that based on the Levenberg-Marquardt algorithm, whose detailed steps are pre-
sented in [29, 30].

The training of this network was performed in a supervised manner, which con-
sists in having available, considering each sample of the input signals, the respective 
desired outputs, i.e., each training example is represented by input signals and their 
respective corresponding outputs. In this case, from a database supplied by electric 
utilities, the network inputs were the parameters related to the physicochemical 
tests (Table 1) performed on several isolating mineral oil samples, while the desired 
outputs are the respective values of those gases obtained by chromatographic tests 
(Table 2) using the DGA technique.

Therefore, the MLP network used for this purpose was composed of 10 neurons 
(first layer) and 20 neurons (second layer), and the activation function adopted for 
all artificial neurons was the hyperbolic tangent.

4. Experimental results and validation

According to the previously presented sections, several isolating mineral oil 
samples were also presented to the MLP network in order to select the best architec-
ture for the problem mapping, whose results are reported in the next figures.

Figure 3 shows the estimated levels of gases dissolved in oil. Physicochemical 
experimental tests data were inserted in the MLP network inputs in order to pro-
duce, subsequently, the estimation of all gases dissolved in the insulating mineral 
oil. Network responses were compared to the values obtained from the chromato-
graphic analyses. It is noteworthy that the MLP network responses are in accordance 
with the gas concentration.

Based upon Figure 4, it is possible to check the MLP network capacity of making 
adaptation and generalization about the analyzed data, whose results were com-
pared to actual values of H2 obtained from experimental tests.

Estimation of oxygen (O2) obtained from 20 samples, which were not included 
in the training data, is shown in Figure 5. Considering this figure, it is possible to 
verify that the MLP network responses are very near to those obtained from the 
chromatographic tests.

Figure 3. 
Estimation of gas levels in the insulating mineral oil.
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Regarding oxygen (O2), it is noticed that the MLP network generalization about 
physicochemical analysis is very reasonable. Therefore, it is appropriate to estimate 
such parameters.

Estimation of carbon monoxide (CO) obtained from 20 samples, which were 
not included in the training data, is shown in Figure 6. Considering this figure, it is 
possible to confirm that network computed results are very near to those obtained 
from the chromatographic analysis.

In addition, it is noted that generalization of CO gas values carried out by the 
neural network based upon physicochemical analysis is positive. Therefore, it is also 
appropriate to estimate such gas values.

Estimation of carbon dioxide (CO2) obtained from 20 samples, which were not 
included in the training data, is shown in Figure 7. Considering this figure, it is 

Figure 4. 
Estimated levels of H2 and comparative analysis.

Figure 5. 
Estimated levels of O2 and comparative analysis.
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possible to check that network computed results are also very near to those obtained 
from the chromatographic analysis.

To summarize, it is verified that the generalization of CO2 gas values based upon 
physicochemical analysis is positive. Therefore, it is also appropriate to estimate 
such parameters.

The following figures illustrate the results provided by the MLP neural network 
relating the estimated gases in relation to the physicochemical parameters.

Figure 8 illustrates the relationship between CO2 gas levels with their colors, and 
these attributes are tabulated from 0.5 (for new oil) to 3.0 (for deteriorated oil). We 
have here checked that the relationship between CO2 levels decreases as the color 

Figure 6. 
Estimated levels of CO and comparative analysis.

Figure 7. 
Estimated levels of CO2 and comparative analysis.
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level increases. This behavior is related to the heating of the insulating mineral oil, 
which consequently also increases its oxidation level.

On the other hand, as illustrated in Figure 9, it is reported that CO2 gas levels 
increase linearly as the oil density value also increases. This behavior is related to 
abrupt changes in temperature over time.

Figure 10 shows that the relationship between CO2 gas levels and the neutraliza-
tion index of the insulating mineral oil decreases nonlinearly. This behavior may be 
related to oil acidity levels, since the increase of CO2 has direct implications on its 
neutralization levels.

Figure 11, in contrast to Figure 9, has illustrated that the relationship of CO 
gas levels as a function of insulating mineral oil density decreases linearly, as the 
behavior of both gases is independent of each other.

Already in Figure 12, we can see that the relationship between CO gas levels 
with their interfacial tension values remains almost constant until tension limit of 
25 dyn/cm, and from this critical point, the CO gas levels drop sharply, as the less 
water present in the oil also implies higher interfacial tension.

Figure 9. 
Relationship between CO2 gas levels as a function of the oil density.

Figure 8. 
Relationship between CO2 gas levels as a function of the oil color.
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Figure 13 now shows that CO gas levels as a function of water quantity are also 
inversely proportional. This behavioral profile is probably associated with tempera-
ture, as its decrease also implies a reduction in water evaporation and, consequently, 
increases its concentration in the insulating mineral oil.

Finally, as shown in Figure 14, it is reported that the relationship of O2 gas levels 
as a function of oil density has a decreasing profile. Such behavior may be due to 
changes in acidity levels of insulating oil as density increases.

From the results presented in this section, we demonstrate the possibility of 
mapping, by means of artificial neural networks, concentration values of gases 
dissolved in insulating mineral oil from the results of physicochemical tests. To esti-
mate the gases, data from physicochemical tests performed on insulating mineral oil 
taken from operating transformers were used.

The developed technique allowed the gas estimations in insulating mineral 
oil and without need to perform the chromatographic tests. Thus, the amount 

Figure 10. 
Relationship between CO2 gas levels as a function of the oil neutralization index.

Figure 11. 
Relationship between CO gas levels as a function of the oil density.
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of power supply interruptions can be considerably reduced, and the associated 
costs in determining the concentration of gases in the mineral oil follow this same 
 downward trend.

5. Conclusion

An approach based on artificial neural networks was presented in this article, 
and its target was to estimate gas levels dissolved in insulating oil. Based upon data 
obtained from physicochemical analyses, decisions for transformer maintenance 
may be supported by the network; it can even indicate whether chromatographic 
analyses are necessary.

The artificial neural network approach proved to be efficient for estimat-
ing the gas levels dissolved in insulating oil. Based upon input data provided by 

Figure 13. 
Relationship between CO gas levels as a function of the water concentration in the insulating mineral oil.

Figure 12. 
Relationship between CO gas levels as a function of the oil interfacial tension.
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physicochemical analyses, estimation of any gas obtained from chromatographic 
analyses becomes possible (without physicochemical analysis). Furthermore, 
artificial neural network approach was developed in order to set up the relationship 
between attributes which did not have any apparent relationship.

Finally, the developed neural approach is innovative, and it is also the first one 
that performs the estimation of dissolved gases in insulating mineral oil from the 
results of physicochemical tests. Therefore, in order to authenticate the developed 
methodology, the results provided by the artificial neural network were compared 
with those actual values obtained by chromatographic tests.
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Figure 14. 
Relationship between O2 gas levels as a function of the oil density.
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Chapter 7

Efficient Asset Management 
Practices for Power Systems Using 
Expert Systems
Danilo Spatti, Luisa H.B. Liboni, Marcel Araújo, 
Renato Bossolan and Bruno Vitti

Abstract

Electric power companies have high financial costs due to poor asset management 
practices. Therefore, it is crucial to use decision-making processes to decrease the global 
costs of an active asset and to extend its lifetime to a maximum. Asset management pro-
grams, which are frequently used to tackle optimization problems, aim to guide the use 
of the physical assets of a business, mainly by optimizing their lifetime. Efficient asset 
management practices establish operation and maintenance for each equipment, from 
the time the equipment is acquired until the appropriate time for its replacement. So, 
based on these assumptions, we propose a method to assist asset management decision-
making in the electric power companies, which is embodied by computer software.

Keywords: expert systems, asset management, power systems

1. Introduction

The big challenge involving asset management in electric systems is to seek a 
solution that enables the electric sector to reconcile interests with the environmen-
tal, economic, market, technological, regulatory and corporate constraints.

Still, the first parameters to be considered in the asset management of electrical 
systems can be listed as follows:

• Equipment lifetime

• Operating conditions

• External conditions

Additionally, directly or indirectly, operational context aspects must also be 
considered, such as:

• Type of operation requests (existence of redundancies or equipment in standby)

• Requirement level to be met or minimum performance requirement

• Operational safety risks to be assumed
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Chapter 7

Efficient Asset Management 
Practices for Power Systems Using 
Expert Systems
Danilo Spatti, Luisa H.B. Liboni, Marcel Araújo, 
Renato Bossolan and Bruno Vitti

Abstract

Electric power companies have high financial costs due to poor asset management 
practices. Therefore, it is crucial to use decision-making processes to decrease the global 
costs of an active asset and to extend its lifetime to a maximum. Asset management pro-
grams, which are frequently used to tackle optimization problems, aim to guide the use 
of the physical assets of a business, mainly by optimizing their lifetime. Efficient asset 
management practices establish operation and maintenance for each equipment, from 
the time the equipment is acquired until the appropriate time for its replacement. So, 
based on these assumptions, we propose a method to assist asset management decision-
making in the electric power companies, which is embodied by computer software.

Keywords: expert systems, asset management, power systems

1. Introduction

The big challenge involving asset management in electric systems is to seek a 
solution that enables the electric sector to reconcile interests with the environmen-
tal, economic, market, technological, regulatory and corporate constraints.

Still, the first parameters to be considered in the asset management of electrical 
systems can be listed as follows:

• Equipment lifetime

• Operating conditions

• External conditions

Additionally, directly or indirectly, operational context aspects must also be 
considered, such as:

• Type of operation requests (existence of redundancies or equipment in standby)

• Requirement level to be met or minimum performance requirement

• Operational safety risks to be assumed
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• Environmental standards

• Equipment life cycle

• Maintenance logistics

• Regulatory standards and legislation

With a large amount of information currently available from assets, it is critical 
that standalone or semi-autonomous machine learning techniques should be able 
to extract knowledge and increase the performance or robustness of a system or 
process. These algorithms and techniques are vast and are also used in non-database 
applications—for example; such methods can directly interact with the environ-
ment to accomplish the tasks discussed above [1, 2].

The computational tools and techniques based on machine learning help to solve 
problems related to the extraction of information and knowledge from data. For 
example, machine learning applied to data mining is capable of performing specific 
tasks such as:

• Pattern recognition

• Data processing

• Data clustering

• Feature selection (selection of the most critical variables in a process, system, 
or database)

• Regressions

• Data sorting

The purpose of this chapter is to present a case study involving the processing of 
asset databases of an electrical transmission system in order to create subsidies for 
the development of an efficient asset management system.

2. Database studies

The databases in this case study are composed of data from power transformers. 
Such databases contain nominal values from the devices, data from laboratory tests, 
and maintenance data. The database consists of 6929 records, with the attributes 
shown in Table 1.

Data preprocessing methods consists of database conditioning, inconsistent data 
correction and the analysis of the data through relational graphs and probability 
distributions in order to extract knowledge and useful information.

Figure 1 shows a histogram of the transformers with respect to their 
manufacturing date and Figure 2 shows a histogram of the transformers with 
respect to their age. Table 2 shows the records for the voltage attribute of the 
transformers.

By using data from maintenance records, one can classify maintenance tasks as 
Preventive Maintenance and Corrective Maintenance. One of the critical analysis 
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Figure 1. 
Histogram (count percentage) of the transformers with respect to their manufacturing date.

Figure 2. 
Histogram (count percentage) of the transformers with respect to their age.

Manufacturer Year of construction

Time in operation Feeder phase

Did achieve its lifetime according to regulation policies? Power

Location Voltage

Level of priority of the maintenances Preventive maintenance dates

Technical maintenance team Corrective maintenance dates

Age of the transformer when corrective maintenance was performed

Table 1. 
Attributes from the power transformers database.
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Figure 3. 
Histogram (count percentage) of the transformers with respect to preventive and corrective maintenance, taking 
into account if the lifetime was achieved (1) or not (0).

that must be done by an efficient asset management system is to take into account 
the lifetime of the power transformer and the maintenance procedures held during 
its lifetime [3, 4]. Such analysis is shown in Figure 3.

3. Statistical distribution analysis

One can verify, in Figure 4, the relationship between the probability of main-
tenance as a function of the lifetime of the power transformers. In this figure, the 
cumulative distribution functions of preventive and corrective maintenance are 
shown and have, clearly, a bathtub shape (Figure 5) [5].

The curves in Figure 4 raise a management question, and, therefore, explain the 
importance of such analysis: the more preventive maintenance, the less corrective 

Voltage (kV) Records

13.8 1221

34.0 194

69.0 95

88.0 1497

138.0 2092

145.0 4

230.0 545

345.0 451

440.0 690

Table 2. 
Voltage attribute from the power transformers database.
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maintenance? This hypothesis can be tested by a correlation analysis, which indi-
cates a Correlation between preventive and corrective maintenance of −0.9367, i.e., 
the two types of maintenances are firmly negatively correlated.

One can observe that preventive maintenance in equipment such as power 
transformers is made in a more uniform way throughout its operating lifespan. This 
result corroborates with the fact that this kind of equipment is crucial and should 
be robust and faultless, as is shown in Figure 6.

To explore the hypothesis mentioned above, two manufacturers were chosen, 
namely A and B, and the following analysis was performed. The results are shown 
in Figures 7 and 8.

By analyzing these curves, some questions can be raised concerning asset 
management in order to help decision-making. For example, in this scenario, would 
it be possible to purchase more equipment with this specific nominal voltage from 
Manufacturer 2?

These analyses can be extended for other voltage classes, such as 345 and 440 kV, 
as can be seen in Figures 9 and 10.

Figure 4. 
Cumulative probability function of the power transformers.

Figure 5. 
Maintenance rate with respect to the age of the assets.
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Figure 7. 
Maintenance rate with respect to the age of the assets for manufacturer A.

Figure 8. 
Maintenance rate with respect to the age of the assets for manufacturer B.

Figure 6. 
Cumulative probability function for corrective maintenance.
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4. Risk analysis

Defining a process for creating a condition index for an asset is very important 
since the index can be used for asset management. For example, managers could 
consider alternative manufacturer scenarios, replacement or new acquisitions. 
Thus, the condition index of equipment can be an important feedback tool for the 
electric utility regulator since good maintenance practices dictated by the regulator, 
such as the frequencies for maintenance, can be updated [6, 7].

Also, risk assessment allows the analysis of failure probability, as shown in 
Figures 11 and 12, in which all power transformers in the database were analyzed.

Alternatively, it can also be established that the reliability function R (t) is given 
by R (t) = 1 − F (t), where F (t) is the cumulative probability function. Function 
R (t) can be used to analyze the probability of failure of an asset above a particular 
range or age, as shown in Figure 13.

As a case study, one can then investigate what the failure rate would be for a 
particular transformer cluster. Now, suppose the cluster composed of all equipment 

Figure 9. 
Maintenance rate with respect to the age of the assets for voltage 345 kV.

Figure 10. 
Maintenance rate with respect to the age of the assets for voltage 440 kV.



Application of Expert Systems - Theoretical and Practical Aspects

90

Figure 7. 
Maintenance rate with respect to the age of the assets for manufacturer A.

Figure 8. 
Maintenance rate with respect to the age of the assets for manufacturer B.

Figure 6. 
Cumulative probability function for corrective maintenance.

91

Efficient Asset Management Practices for Power Systems Using Expert Systems
DOI: http://dx.doi.org/10.5772/intechopen.89766

4. Risk analysis

Defining a process for creating a condition index for an asset is very important 
since the index can be used for asset management. For example, managers could 
consider alternative manufacturer scenarios, replacement or new acquisitions. 
Thus, the condition index of equipment can be an important feedback tool for the 
electric utility regulator since good maintenance practices dictated by the regulator, 
such as the frequencies for maintenance, can be updated [6, 7].

Also, risk assessment allows the analysis of failure probability, as shown in 
Figures 11 and 12, in which all power transformers in the database were analyzed.

Alternatively, it can also be established that the reliability function R (t) is given 
by R (t) = 1 − F (t), where F (t) is the cumulative probability function. Function 
R (t) can be used to analyze the probability of failure of an asset above a particular 
range or age, as shown in Figure 13.

As a case study, one can then investigate what the failure rate would be for a 
particular transformer cluster. Now, suppose the cluster composed of all equipment 

Figure 9. 
Maintenance rate with respect to the age of the assets for voltage 345 kV.

Figure 10. 
Maintenance rate with respect to the age of the assets for voltage 440 kV.



Application of Expert Systems - Theoretical and Practical Aspects

92

Figure 11. 
Corrective maintenance rate against operating time.

Figure 12. 
Probability of failure of all transformers with respect to their age.

Figure 13. 
Reliability rate of all transformers with respect to their age.
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Figure 14. 
Manufacturer 1 maintenance rate (138 kV) with respect to operating time.

Figure 15. 
Failure rate of manufacturer 1 transformers (138 kV) with respect to their age.

Figure 16. 
Empirical distribution approximation.
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from Manufacturer 1 and with nominal voltage of 138 kV. We then obtain the 
results shown in Figures 14 and 15. Figure 16 shows the approximation of this 
distribution.

In this case, for a particular transformer, i.e., transformer ID 147511 (manufac-
turer 1 // voltage class 138 kV // age 48 years), one can observe that the failure rate 
of this asset will increase 7%, between 48 and 49 years of age. The results of such 
analysis can be seen from the examination of Figure 17.

5. Critical state index estimation

The so-called critical state index allows one to verify if the failure rate of the 
asset is coherent with the moment in its life cycle. Thus, it becomes possible, by 
considering the age of the asset and its history of failures, to point out the assets 
that require distinguished attention [7].

There are different methodologies for identifying and determining the type 
of defect or failure in equipment immersed in insulating mineral oil based on the 
results of chromatographic analysis. These methods, such as those listed as follows, 
are directives for estimating a state index for transformers:

• Key Gas

• Roger

• Doernenburg

• IEC ratio

• IEEE

• Duval triangle

These methods analyze gas concentration limits to estimate the state of the 
transformer, i.e., gas concentrations are used to diagnose the equipment. To make 

Figure 17. 
Transformer ID 147511 (manufacturer 1) failure rate will increase by 7% between 48 and 49 years of age of the 
asset.
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this diagnosis, that is, to quantify the probability of a transformer defect, the fol-
lowing information in Table 3 can be employed.

To confirm the existence of a fault, one of the gases shown in Table 3 must have a 
concentration equal to or higher than L1 and more significant than the value indi-
cated by G2. Thus, this methodology has an appropriate way to evaluate the condi-
tion of a transformer based on the historical data about its chromatographic assays.

When the historical data are not available, the IEEE method can be more 
efficient, since it uses four conditions to identify failure states:

• Condition 1 refers to a normal operating condition, that is, if the dissolved 
gases are at levels below those presented in Table 3, then the transformer is 
considered to be operating correctly.

• Condition 2 indicates a possible failure and many mineral oil samples should 
be taken to determine the tendency of gas growth.

• Condition 3 indicates a high level of cellulose and/or mineral oil decomposi-
tion, and there is probably a transformer failure.

• In condition 4 there is an indication of excessive cellulose and/or mineral oil 
decomposition. Continued operation under Condition 4 may result in a total fault.

The joint assessment between the equipment critical state index and its risk 
analysis, which is based on the history of maintenance procedures, allows for a 
more assertive decision-making process. To illustrate how the decision-making 
process can be enriched with both information, consider a 440 kV power trans-
former that entered into operation in 1981. The graph shown by Figure 18 illustrates 
the number of accumulated failures since the last total fault, which has required 
intervention, as a function of the operating time.

Figure 18 shows that a number of failures between 1.3 and 1.6 failures were 
expected since the last intervention. This analysis is made with a 90% confidence 
level by considering the asset history and the database of similar assets.

In order to construct curves involving the operating state of the devices, more 
than 25,000 gas chromatography assays were evaluated. The tests date from 1977 
to the present day, and each test was evaluated according to the standards: IEEE, 
IEC, Duval, Doernenburg, Roger, and Key Gas. The IEEE criterion was adopted to 
evaluate the operating condition, as represented by Figures 19–22.

The integrated Analysis, which is made by considering the mean behavior from 
all assays can be shown in Figure 23.

Gas Limit L1 (ppm) Limit G2 (ppm per month)

H2 100 50

CH4 75 38

C2H2 3 3

C2H4 75 38

C2H6 75 38

CO 700 350

CO2 7000 3500

Table 3. 
Duval criteria for identifying transformer defects.
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Figure 18. 
Number of failures since the last intervention for a given transformer.

Figure 19. 
Percentage of transformers in condition 1.

Figure 20. 
Percentage of transformers in condition 2.
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Figure 21. 
Percentage of transformers in condition 3.

Figure 22. 
Percentage of transformers in condition 4.

Figure 23. 
Integrated analysis.
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6. Conclusions

Critical assets in the transmission and distribution industries need special care 
and attention, mainly regarding the aging of the equipment since their lifespan 
impacts profits as well as the reliability and safety of the electric system.

As the lifetime of these devices become longer, it is justifiable to develop meth-
ods to identify their health condition, taking into account not only historical data 
but also all available asset management tools that companies currently own.

As the vast majority of companies still struggle to learn from the abundant data 
acquired, such a method should have significant implications in helping managers 
evaluate and question in-company policies regarding manufacturers and preventive 
maintenance practices.

In this context, the methodology presented in this chapter can be applied to 
determine the lifespan of transmission system equipment, based on the determina-
tion of failure rates, by using statistical analysis.
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Computational Intelligence to 
Estimate Fault Rates in Power 
Transformers
Danilo Spatti, Luisa H.B. Liboni, Marcel Araújo, 
Renato Bossolan and Bruno Vitti

Abstract

Asset management in power transmission systems is one of the significant 
practices carried out by power companies. With the aging of the devices, the 
development of optimized tools, capable of considering failure rates, regulatory 
scenarios, and operational parameters, is increasingly mandatory. The purpose of 
this work is to present a statistics-based tool for optimized asset management. For 
such an objective, we have developed a computational method based on database 
processing and statistical studies that can support decision-making on preventive 
maintenance in the equipment of the electric sector. The final system interface is 
Business Intelligence-based.

Keywords: computational intelligence, failure rates, power transformers

1. Introduction

In this chapter, we will describe a software, based on Business Intelligence, that 
has health data (test data, inspections, and operation) of assets as inputs, as well as 
their technical and constructive characteristics [1, 2]. The software has as outputs 
the possible categorization of assets into families, the calculation and analysis of 
failure rates, and the detection of current or incipient anomalies. Therefore, the 
software includes relational graphs, statistical analysis, and machine learning tools.

In Figure 1, the central conception of the system, which is named as the ISA 
CTEEP Asset Management Support System (AMSS), is shown. Thus, data from 
critical assets, such as power transformers, will also be considered as inputs to the 
software. In addition to making trend and relational graphs, the output module for 
anomaly identification and failure rate calculation, by analyzing test and inspec-
tion data, indicates the probability of a particular asset to needing special care. The 
software architecture was developed so that both input and output modules are 
easily accessible to the users through a graphical interface [3].

The algorithms that perform the relational and critical analysis of the health of 
an asset and calculate its failure rate are hosted within the program called Analysis 
Engine.

Input data may be made available manually by the user or may be directly 
acquired at the ISA CTEEP database. The software should query the database 
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through a database abstraction (interpreter) layer. These architectural details can be 
seen in Figure 1. Figure 2 shows, in detail, the functional layers of the software.

The assessment of the health of major interest assets, such as transformers, 
autotransformers, and reactors, will be made considering three aspects [4]:

a. History of operation and maintenance

b. Routine tests:

• Insulating mineral oil tests:

 ○ Physicochemical tests

 ○ Gas chromatography

Figure 1. 
Structure of the AMSS system.

Figure 2. 
Layers of the AMSS system.
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 ○ Liquid chromatography

 ○ Transformer power factor test

c. Specialized tests:

• Insulation resistance

• Short circuit impedance

• Ohmic resistance

• Transformation ratio

• Inspection of accessories

• Special tests

• Etc.

2. Modeling fault as states

Maintenance procedures are considered inputs to the fault analysis we shall pres-
ent. In total, there are 5371 maintenance records available in the database from the 
end of 2008 to the present moment. Maintenance records are mined in order to find 
relevant information for the analysis. Thus, nonrelevant corrective maintenance 
records are excluded from the analysis. Figure 3 shows the relationship between the 
number of maintenance records as a function of the year of occurrence and the age 
of the asset [5].

Figure 3. 
Summary of the number of records according to the year of occurrence and the age of the asset.
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From Figure 3 it is possible to observe the existence of sparse data, as better 
highlighted in Figure 4. The same sparsity can be perceived in Figure 5, where the 
relationship between the number of equipment and its age is shown.

Assets can be categorized into states. The ideal state in which the equipment 
must operate is the NORMAL state.

Preventive Maintenance processes can ensure that the asset remains in its 
NORMAL state.

However, even with preventive maintenance procedures, there is a transition 
from the NORMAL state to the DEFECT state, as shown in Figure 6. The state 
transition occurs given a defect rate.

The transition from the DEFECT state (or fault state) to the NORMAL state 
occurs when Corrective maintenance actions are made. The transition takes place 
through a Corrective Maintenance rate, as represented in Figure 7.

Still, there is the FAILURE state, which is characterized by the complete with-
drawal of operation of the asset. The transition takes place through a failure rate, as 
in Figure 8.

Figure 5. 
Number of equipment with respect to equipment age. Sparsity highlighted.

Figure 4. 
Number of maintenance records with respect to equipment age and year of occurrence. Sparsity highlighted.
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In the case of transformers, the FAILURE state can be divided into two others, 
i.e., Internal Failure and External failure, as shown in Figure 9.

The approximation of the defect rate function should take into account the 
quality of the available information. The quality of the information depends on 
the number of maintenance records available and the number of devices [6]. The 
relative quality of the data can be seen in Figure 10.

A similar approximation can be made for the failure rate, as depicted in 
Figure 11, which is modeled by means of a power type function. Figure 12 
also shows the failures involving peripheral elements and the active parts of 
transformers.

Figure 6. 
State transition functions (I).

Figure 7. 
State transition functions (II).

Figure 8. 
State transition functions (III).
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Figure 9. 
State transition functions (IV).

Figure 10. 
Relative quality of the available data as a function of the asset age.

Figure 11. 
Approximation of the failure rate.
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3. Business intelligence interface

All intelligence embedded in the AMSS systems was implemented using the 
concept of Business Intelligence, which uses graphical reports to represent data. The 
software was divided into nine pages, with several graphical analyses each. The first 
page can be seen in Figure 13.

In this screen, the user can choose the Substation, the Equipment type, and 
also the Voltage class, among 729 available equipment in 4843 available corrective 
maintenance records, as exemplified in Figure 14.

Figure 13. 
Business intelligence Interface page 1.

Figure 12. 
Failures for peripheral (orange) elements and active (red) parts.
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Figure 14. 
Selecting substations, equipment, and voltage class detail from page 1.

Figure 15. 
Equipment fabrication histogram by year (page 1).

Figure 16. 
Corrective maintenance records by age (page 1).
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In Figure 13, it is still possible to visualize, in detail, the histogram of the manu-
facturing year of the equipment, as well as the Corrective maintenance records 
by age, detailed in Figures 15 and 16, respectively.

The Maintenance priority is detailed in Figure 17.
Page 2 displays graphical reports involving all corrective maintenance records 

for all devices, as can be shown in Figure 18.
In Page 3 of the AMSS system, Figure 19, it is possible to see the correlations 

of corrective maintenance records with the age of the assets, which are shown in 
Figures 20 and 21.

Figure 17. 
Maintenance priority (page 1).

Figure 18. 
Business intelligence Interface page 2.
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Figure 19. 
Business intelligence Interface page 3.

Figure 20. 
Detailed number of corrective maintenance records by asset age from page 3.

Figure 21. 
Detailed age count by age from page 3.
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Page 4 presents the user with information from chromatographic assays for 
power transformers that can be individually selected, as can be seen in Figure 22.

Pages 5 and 6 still address information from chromatography tests, showing the 
gas emission evolution over the years, as well as the correlation between the tests 
and the corrective maintenance history for each asset, as seen in Figures 23 and 24, 
respectively.

The emission evolution of H2, CO, CO2, total dissolved combustible gases, CH4, 
C2H4, C2H6, and C2H2 can be seen in details in Figures 25–32.

Page 7 shows the behavior of the dissolved gases as a function of time. The user 
can select a particular asset or analyze the evolution globally, this is, for all assets. 

Figure 22. 
Business intelligence Interface page 4.

Figure 23. 
Business intelligence Interface page 5.



Application of Expert Systems - Theoretical and Practical Aspects

110

Figure 19. 
Business intelligence Interface page 3.

Figure 20. 
Detailed number of corrective maintenance records by asset age from page 3.

Figure 21. 
Detailed age count by age from page 3.

111

Computational Intelligence to Estimate Fault Rates in Power Transformers
DOI: http://dx.doi.org/10.5772/intechopen.89768

Page 4 presents the user with information from chromatographic assays for 
power transformers that can be individually selected, as can be seen in Figure 22.

Pages 5 and 6 still address information from chromatography tests, showing the 
gas emission evolution over the years, as well as the correlation between the tests 
and the corrective maintenance history for each asset, as seen in Figures 23 and 24, 
respectively.

The emission evolution of H2, CO, CO2, total dissolved combustible gases, CH4, 
C2H4, C2H6, and C2H2 can be seen in details in Figures 25–32.

Page 7 shows the behavior of the dissolved gases as a function of time. The user 
can select a particular asset or analyze the evolution globally, this is, for all assets. 

Figure 22. 
Business intelligence Interface page 4.

Figure 23. 
Business intelligence Interface page 5.



Application of Expert Systems - Theoretical and Practical Aspects

112

Figure 24. 
Business intelligence Interface page 6.

Figure 25. 
Detailed H2 emission evolution from page 5.

Figure 26. 
Detailed CO emission evolution from page 5.
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Figure 27. 
Detailed CO2 emission evolution from page 5.

Figure 28. 
Detailed TDCG emission evolution from page 5.

Figure 29. 
Detailed CH4 emission evolution from page 6.
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Figure 27. 
Detailed CO2 emission evolution from page 5.

Figure 28. 
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Figure 29. 
Detailed CH4 emission evolution from page 6.



Application of Expert Systems - Theoretical and Practical Aspects

114

Figure 30. 
Detailed C2H4 emission evolution from page 6.

Figure 31. 
Detailed C2H6 emission evolution from page 6.

Figure 32. 
Detailed C2H2 emission evolution from page 6.
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This behavior is shown in Figure 33. The detailed evolution of the dissolved gases as 
a function of the age of the assets can be seen in Figure 34.

Page 8 presents the integrated analyses involving the relationship between 
corrective maintenance records and chromatographic tests, as exemplified in 
Figure 35. Figure 36 shows the trend line of maintenance records per year as a 
function of the age of the asset.

Finally, Page 9, which is shown in Figure 37, performs an integrated analysis of 
the health of an asset, along with its maintenance history.

It can be seen from Figure 37 that the circles represent the transformers, and the 
diameter of each circle is related to the corrective maintenance rate per year to which this 
asset is subjected. The ordinate axis represents the current condition that this asset is in.

Figure 33. 
Business intelligence Interface page 7.

Figure 34. 
Detailed dissolved gases evolution from page 7.
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4. Conclusions

Asset management in the power sector, especially in transmission systems, 
has been driving the development of increasingly efficient feature extraction 
tools.

This chapter has introduced an integrated method based on business intelligence 
that analyzes data and failure rates in order to assist decision-making. The compu-
tational system takes into account technical information from the assets, data from 
chromatographic tests, as well as standard information regarding the operative 
condition of the assets, especially power transformers.

Figure 36. 
Detailed trend line for corrective maintenance from page 8.

Figure 35. 
Business intelligence Interface page 8.
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