
Interactive video over ATM: state of the art

Bing Zhenga,*, Mohammed Atiquzzamanb,1

aNew Focus Inc., 5215 Hellyer Avenue, San Jose, CA 95138, USA
bSchool of Computer Science, University of Oklahoma, Norman, OK 73019-6151, USA

Received 7 August 2002; accepted 8 August 2002

Abstract

Multimedia is an emerging service which integrates voice, video and data in the same service. With the progress made in high speed large

capacity multimedia servers, high speed networks, QoS, service guarantees and set top boxes, it is currently possible to cost effectively and

efficiently carry multimedia over high speed networks. This paper surveys the progress made, and the future of efficiently carrying

multimedia over the emerging Asynchronous Transfer Mode networks.
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1. Introduction

Most of the networks which are currently in use have

been developed for data applications. For example, the

TCP/IP network only offer best effort service, and hence is

not suitable for real time services such video. However,

recent efforts, such as Integrated and Differentiated Service

at the IETF, are underway to incorporate service guarantees

in TCP/IP based networks. As a result, there has been some

preliminary work on transporting video over the Integrated

Service [1,2]. In contrast to legacy data networks, the

Asynchronous Transfer Mode (ATM) network has been

designed to support both real and non-real time applications

making it very suitable for transporting multimedia. It is

expected that applications such as video on demand and

video conferencing over high speed network will be the

most active services over ATM networks. This is evidenced

by the strong interest in the standardization effort in carrying

multimedia over ATM networks. ATM Forum has already

released its standard on transporting compressed video over

ATM backbone networks [3], and IEEE Communication

Magazine has contributed a feature topic on Video on

Demand (VoD) [4–6].

VoD enables a user to order video from a server. By

using set top boxes, a user can perform VCR-like interactive

functions such as play, fast forward, fast rewind, pause, etc.

The following four basic elements are crucial in realizing a

VoD service.

† Video Server: a high capacity video server which can be

randomly accessed at a high speed as video sources;

† High Speed Network: a high speed network which can

serve as a transport channel to support a large number of

users.

† Set Top Boxes: a cost effective set top box with

reasonable amount of buffering and also has a video

decoder, and

† Cost Effective Service: a cost effective service which can

offer acceptable quality of service.

The concept of VoD was presented more than ten years

ago [7] where the author discussed the possibility of

transporting video over fiber with grade of service (GOS).

With the development of broadband telecommunication and

network technology, the concept has become a reality. In

Refs. [8,9], the authors discussed a broadband network

based system architecture for a large scale VoD. Implemen-

tation of VoD systems over ATM packet networks have

been reported in Refs. [10,11].

The development of the high speed ATM network and

Redundant Array of Inexpensive Disk (RAID) which can be

used as high speed video servers to server many users have

made it possible to run VoD over networks. ATM offers a

number of service categories among which the ABR service
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category offers cost effective service to enable VoD-based

entertainment, education, and multimedia information

services.

The objective of this paper is to study the progress made

and the future of running VoD over ATM networks. We

have discussed the basics of ATM and interactive video, and

the suitability of the various ATM service categories for

carrying interactive multimedia. Strategies and results of

operating interactive multimedia over ATM networks have

been presented.

In Section 2, we discuss ATM networks and its service

categories, followed by VoD and video compression

techniques in Sections 3 and 4. The suitability of ATM

for video transmission is presented in Section 5 followed by

recent studies on carrying highly interactive VoD over the

ABR service of the ATM network in Section 6. Our

concluding remarks are given in Section 7.

2. ATM technology

ATM is a totally different transfer technology from the

traditional Synchronous Transfer Mode (STM) technology

which has been employed for decades in telecommunica-

tions. ATM is based on statistical multiplexing which

allows carrying real-time and non-real time services in the

same network. It also results in a great advantage in dealing

with bursty data like compressed video. With the coming of

the 21st century, the computer and communication network

is becoming more and more important in industry and our

daily life. There are four reasons which make ATM

advantageous over other networks.

† The difference in the nature of the traffic, currently

separate networks are used to carry voice, video and data.

This results in a huge burden in the construction,

maintenance and managing the different types of net-

works. With the standardization of Broadband Integrated

Service Digital Network (B-ISDN), we can expect to

form a universal network which will integrate the three

type of networks into one. ATM allows transmission of

voice, data and video simultaneously in one network.

† Several technologies, such as Ethernet, Token Ring and

FDDI have been developed and deployed in Local and

Wide Area Networks. Because of the difference in the

network technologies, interconnecting the LANs and

WANs to form a large scale nation wide and even

international networks is complex and difficult. ATM can

be used as LANs and WANs and even as the backbone in

LAN/MAN interconnection.

† Since the present networks use different technologies,

they use different standards and protocols. For the ease of

developing applications, a world wide standard is needed

to allow interoperability of information, regardless of the

type of information and the type of system. ATM offers a

single standard for all types of applications.

† Finally, with the coming of the multimedia era, in the

near future we will see video on demand in entertainment,

education, shopping, etc. With ATM having several

service types to satisfy different application and require-

ment of service quality, ATM is an ideal solution for

multimedia over high speed networks.

2.1. ATM service categories

ATM Forum has defined and standardized four types of

services: Constant Bit Rate (CBR), Variable Bit Rate (VBR)

including real time VBR and non-real time VBR, Available

Bit Rate (ABR) and Unspecified Bit Rate (UBR). Their

specifications and characteristics are shown in Table 1.

Although the CBR and VBR services offer quality of

service (QoS) guarantees and have simple bandwidth

management, they are expected to be higher in cost than

the ABR service. Because of the high cost, they may not be

suitable for entertainment type of applications. In contrast,

with ABR service, we can obtain acceptable QoS with very

low cost, and high network utilization. Hence, the ABR

service offers a cost effective network solution for

applications such as VoD. Fig. 1 shows typical trunk

utilization for MPEG video transported over the three ATM

service categories [12].

2.2. Quality of service

One of the strong features of ATM is its quality of service

guarantees like delay, cell loss and bandwidth guarantees.

Real-time voice and video (and applications such as VoD)

require stringent delay and bandwidth guarantees for

acceptable picture quality which makes ATM very suitable

for carrying multimedia traffic.

3. Video on demand

Video on demand (VoD) enables users (clients) to

request a video through a network from a video server with a

Table 1

Characteristics of the three service types

Service type Parameters during connection setup Bandwidth renegotiation Bandwidth guarantee QoS guarantee Bandwidth utilization Cost

CBR Constant rate No Yes Yes Very low Very high

VBR Range of rate No Yes Yes Low High

ABR MCR, PCR, ICR, TBE, RIF, RDF Yes Only MCR Acceptable Very high Very low
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large scale video data base. Generally, the VoD system

consists of a video server and a client connected through a

network. A VoD system running over an ATM network is

shown in Fig. 2:

Depending of the usage pattern, VoD systems can be

classified into three categories:

† Near Video on Demand (NVoD): In NVoD, the

client/user sends a request to the video server and waits

for the server to broadcast the requested video at a later

time. During the playback, the user is a passive viewer

[7]. This is somewhat like a cable TV, the difference is

that the client/user can request what he/she wants.

Therefore, the server/client operation model and prin-

ciple is simple.

† Interactive Video on Demand (IVoD): Interactive video

on demand has VCR-like functions between the server

and the client [8,9,13]. The client/user sends request to

the video server, and the client receives the video from

the server and starts the playback. A buffer is used at the

client to smooth out fluctuations in the network

bandwidth and allow continuous viewing. While in

playback, the client/user can perform fastforward (FFW),

fastbackward (FBW) or pause operation.

There are two main issues to be solved in IVoD

systems. The first is the client/user buffer requirement.

Since the normal playback and FFW/FBW have different

data consumption rates, the buffer needs to be properly

dimensioned to prevent underflow or overflow at the

client/user buffer. Because of the the interactive nature of

the client, the buffering requirement is decided by the

video rate, the network parameters and the level of

interaction. The second issue is the required network

bandwidth and network parameters. To meet the QoS of

the user, the server needs different network bandwidths at

different times.

† Highly Interactive Video on Demand (HIVoD): HIVoD

has a much higher level of interactivity between the

server and client/user [14]. HIVoD occurs very

frequently in educational applications. In HIVoD, the

client/user frequently performs FFW/FBW operation

which results in two consequences: the first is that the

client/user buffer will be depleted/refreshed frequently;

to prevent the buffer from starvation, the client/user

buffer size must be carefully dimensioned. The second

is that the server will frequently ask for different

bandwidths in order to minimize the startup delay. It

will ask for a high bandwidth in FFW/FBW, while in

playback, it needs a relatively low bandwidth.

From the above, we can see that if the bandwidth request

of the server cannot be met by the network, the QoS will be

affected in the use of both IVoD and HIVoD.

4. Video compression

Video is a set of related pictures which are presented to

us by a display device. Each picture is formed by a large

number of elements called pixels which contain object

information such as shape, brightness, color, contrast, etc.

The number of pixels in a single picture determines the

resolution of the picture. Therefore, to represent a picture

with acceptable resolution, we need a large number of bits.

In video terminology, each picture is called a frame.

Because of the persistence of vision of the human eye, we

see a continuous moving picture when a consecutive set of

pictures are presented at a certain speed.

The NTSC standard in the USA consists of 480 £ 480

pixels per frame at a rate of 29.97 frames/second. To

transmit the uncompressed video in NTSC standard, we

need a channel capacity of 168 Mbps (note that an OC-3

trunk has a channel capacity 155 Mbps). It is therefore not

practical to transmit uncompressed video through a

telecommunication network.

Video signals contain a significant amount of redun-

dancy. The first is the statistical redundancy where each

frame has information which is related to its adjacent frames

and can thus be borrowed from adjacent frames. The second

type is the perceptual redundancy which results from signal

which cannot be perceived by human eyes. Therefore, it is

possible to reduce the bit rate of video by compressing the

video with little or no effect on video quality. Currently,

there are two widely used compression techniques, MPEG

and JPEG, which are described below. The MPEG standard

is much more suitable for video compression in a video on

demand system, while JPEG is ideal for still image

compression.Fig. 2. A video on demand system.

Fig. 1. Bandwidth utilization for transmission of MPEG video over the

three service types of ATM.
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4.1. MPEG digital video compression standard

Moving Picture Experts Group (MPEG) was established

by the International Standard Organization (ISO) to work on

internationally recognized world-wide standards for digital

video compression. MPEG compression is accomplished in

four basic steps: pre-processing to filter out perceptual

superfluous information; Temporal Prediction and Motion

Compensation takes advantages of the fact that each frame

in a video may be similar to the preceding and following

frames; finally, the Quantization Coding converts the

coefficients of the Discrete Cosine Transfer (DCT) of the

residual difference between frames into more compact

digital representation.

MPEG frames are divided into three type: an I frame (or

intra-frame) acts as a reference for predicting subsequent

frames. I frames have the highest data rates. A P frame (or

predicting frame) is predicted from the nearest I or P frame;

a B frame (or bidirectional frame) uses the information from

its adjacent I and/or P frame. MPEG frames are arranged in

groups called Group of Pictures (GoP) which is represented

by MmNn meaning that there are n frames in a GoP, of

which there is one I frame at the beginning of the GoP,

followed by m 2 1 number of B frames between I and P

frames (see Fig. 3). For example, a M3N9 GoP has the

structure IBBPBBPBB. The MPEG standard is especially

suitable for motion picture. Typically, MPEG technology

has a very high compression ratio ranging from 20 to 100 for

video. ISO has completed the standardization for MPEG-2

which has features such as random access, trick modes,

multicast to many terminal type, multiple video/audio and

compatible stereoscopic 3D pictures. The MPEG-2 standard

will be widely used commercially in the coming years.

4.2. JPEG digital video compression standards

A second widely accepted video compression technology

is Joint Photographic Expert Group (JPEG) which has been

developed for color still-image compression. Similar to

MPEG, JPEG also employs lossy compression scheme to

filter out superfluous information in images, encode the

residual information based on DCT. Unlike MPEG, the

JPEG standard has been developed for still-photographic

image compression; so, there is no frame group structure.

Instead, JPEG employs hierarchical image representation in

which a single JPEG still-image is composed by super-

position of a number of images of varying resolution as

shown in Fig. 4. The resolution is doubled at every stage, and

each stage encodes only its difference from the upper one.

5. ATM for video transmission

The following sections describe techniques to transport

video over the different services of an ATM network.

5.1. Video over ATM with CBR

A Constant Bit Rate (CBR) service requires specifying

the Peak Cell Rate (PCR) of the connection, and does not

allow bandwidth renegotiation during the connection. For

video over CBR, the PCR should be equal to the highest bit

rate of the video stream if no traffic shaping is used.

However, because of the bursty nature of compressed video,

the bandwidth utilization for CBR is quite low. The

connection cost is therefore, very high which makes it

very cost ineffective for popular applications such as home

videos and games. The relationship between transmission

rate and the client buffer size to avoid underflow or overflow

for CBR has been reported in Ref. [15].

The paper by Kang et al. [16] discussed a 2-phase

smoothing technique to transmitting the video over a CBR

connection. The objective is to shape the traffic to reduce the

bandwidth requirement of a CBR connection and thereby

achieve higher bandwidth utilization and guaranteed QoS.

5.2. Video over ATM with VBR

To reduce the connection cost and improve the

bandwidth utilization, it is possible to transport video overFig. 3. Group of pictures (GoP) in MPEG-2.

Fig. 4. Hierarchical image representative in JPEG.
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the VBR service category. A VBR connection is specified

by a PCR and a Sustainable Cell Rate (SCR). All bandwidth

negotiations have to be done during the connection set up

phase. Previous work on video over VBR have dealt with

the following issues:

Traffic Shaping and Rate Control: Traffic shaping and

rate control aims is to smooth the video stream to reduce the

burstiness of video stream. Unfortunately, this results in

jitter due to the expansion of the transmission time. Buffers

are usually used as compensators by accumulating the

expanded (spread) data. In Refs. [17,18], the authors

discussed traffic shaping of VBR traffic with a leaky bucket.

To reduce the shaping delay and delay variation, the shaper

buffer size and the rate control mechanism has to be

properly chosen. Super leaky bucket (S-LB) was discussed

in Ref. [19], where the traffic is handled based on their QoS

requirements. QoS requirements are met by having separate

queues for different traffic. The simulation results demon-

strate the improvements in the service level such as delay,

delay variation and cell loss.

Bandwidth Allocation/Management: To utilize the band-

width of the network efficiently, Krunz, et al. [20] discussed

the sharing of the trunk capacity among a large number of

multimedia streams. Bandwidth sharing can increase the

bandwidth utilization and decrease the burstiness of the

traffic, and statistical multiplexing is most suitable for real-

time video transmission [21]. In Refs. [22–24], the authors

have investigated the feedback control scheme in bandwidth

allocation and management. They have shown that feedback

control is effective in transmitting video over an ATM

network. For stored video, allocation of bandwidth by

predicting future requirement based on current parameters is

discussed in Ref. [25]. Since the traffic characteristics of

stored video can be anticipated very well, this scheme

performs very well.

Congestion Control: Since ATM is based on statistical

multiplexing, congestion occurs when the sum of the

bandwidths of a number of video sources exceed the total

capacity of the network. Congestion degrades the perform-

ance of the network and affects the QoS of the connections.

Kawahara [26] proposed and analyzed a reactive congestion

control algorithm.

Buffer and Memory Requirements: Because of the bursty

nature of video traffic, a buffer (to smooth out the

fluctuations in the traffic) in an integral part of a video

client. It is very important to properly dimension the size of

the buffer. If it is too small, there will be overflow/under-

flow; too large a buffer size increases the cost of the client.

Buffer and memory requirements are discussed in Refs. [27,

15]. The authors in Ref. [28] proposed a source model to

evaluate the play-out buffer and end to end delay based on

discrete Markov chain.

Source Model and Behaviors: A proper video source

model is essential for the analysis of VoD systems. Video

models fall into three categories: the first uses the

Autoregressive Processes [29,30], the second uses Markov

chains [31,32] and the third uses a combination of the above

two methods [33]. In Refs. [34,35], the authors presented the

statistical characteristic of MPEG-2 video source. It is found

that MPEG compressed video has correlation relationship

between its frame, and the frame size has Gamma

distribution.

Coding Technology: In Ref. [36], the authors studied the

relationship between the coding method and the traffic

characteristics of video. It was found that the traffic

characteristics of a video stream is very sensitive to the

coding algorithm used.

Quality Control: Quality control mechanism for video

over ATM with VBR service has been discussed in Ref.

[37]. By establishing the quantitative relationship between

picture quality and video source rate to guarantee QoS for

different allocated bandwidth, it is found that to maximize

the picture quality, the video source rate control should be

implemented on both the basic layer stream and enhanced

layer stream of the video.

5.3. Video over ATM with ABR

Unlike CBR and VBR connections, when an ABR

connection is set up, the server negotiates Minimum Cell

Rate (MCR), PCR and a number of other parameters.

During the entire connection, only the MCR is guaranteed

by the network. After a connection has been established, a

source (video server in our case) can ask for bandwidth

between MCR and PCR. If the network has enough

bandwidth it will allocate the requested bandwidth to the

server; if there is not enough bandwidth available, the

network will offer less than the requested amount of

bandwidth. In ABR connections, the Allowable Cell Rate

(ACR) varies between the PCR and MCR.

Work on transporting video over ABR is at its infancy. In

Ref. [38], closed-loop feedback was applied to control

congestion, and a non-zero MCR was set to obtain the

guaranteed service. In Ref. [34], the authors discussed the

explicit rate feedback control scheme to transport com-

pressed video, and investigated the effect of network round

trip time on the efficiency of the feedback scheme. The

authors in Ref. [39] discussed QoS and multipoint support

for video over ATM with ABR service. It was found the

ABR service has attractive features in terms of low cell loss

and short queuing delay. In Ref. [40], traffic management

for multimedia over ATM was discussed, especially video

transmission over ABR services. It was concluded that ABR

services offers close loop feedback control mechanism for

dynamic bandwidth allocation, congestion control, rate

control, and the QoS.

6. Video on demand over ABR

Until now, the work on VoD over ABR has been very

limited. Because, the ABR service does not guarantee a high

B. Zheng, M. Atiquzzaman / Computer Communications 26 (2003) 747–758 751



bandwidth to a video server, and the quality of service for

video is sensitive to delay, buffering requirements and

network congestion are two aspects which must be

investigated. The first step toward these problems is

presented in Refs. [41,14]. In Ref. [41], a GoP bandwidth

negotiation scheme was proposed, and the buffering

requirements and QoS under different network congestion

status were discussed. In Ref. [14], a fast buffer fillup

scheme was presented to reduce the network bandwidth

requirements and to simplify the bandwidth allocation

management. Optimum dimensioning of client buffer and

reducing the startup delay corresponding to different server/

client interactivity level were also investigated. Some of the

results of preliminary investigations on determining the

buffer size and network parameters from the above studies

are given below. The scheme in Ref. [41] uses a method

where the bandwidth is renegotiated for every GoP. This

results in very frequent bandwidth renegotiation. The

second method [14], called the Fast Buffer Fillup (FBF)

attempts to fill up the client buffer very quickly after a FFW/

FBW operation by asking for more bandwidth from

the network. This also eliminates the problem associated

with too frequent bandwidth renegotiation which occurs in

the first method.

6.1. Buffer requirement

Both for IVoD and HIVoD, because of the burstiness of

video and the cost of hardware, buffering is an important

issue. For interactive VoD with VCR-like functionality, we

can illustrate the operation mode of a client by the state

diagram in Fig. 5. By using the Real Time Dynamic

Equilation (RTDE) and Markov chain analysis [14], we

obtain the minimum client buffer size for fast buffer fillup

scheme as:

CC
min ¼ 2ðk 2 1ÞTdE½l�f þ Tf ðE½bI�2 E½b�Þ ð1Þ

where E[l ] is the expected rate of video, k is the speed

factor of FFW/FBW, Tf is the time duration for a single

frame of MPEG-2 video, E[bI] and E[b ] are the I-frame rate

and the average rate, respectively, of the MPEG-2

compressed video, and Td is the fixed round trip time

(FRTT) of the network. When the network bandwidth is

negotiated at every GoP, only the first term in Eq. (1) is

needed. The numerical results corresponding to different

level of interactivity and FRTT are presented in the rest of

the section.

For the FBF scheme, we notice that the minimum

client buffer size increases linearly with the FRTT

because more buffering is required to maintain the

display when the round trip time is large (Fig. 6). Note

that an M3N9 GoP has a higher bit rate than an M3N15

GoP. For large values of FRTT (corresponding to

Fig. 6. The minimum client buffer size versus the FRTT for the fast buffer fill-up (FBF) scheme.

Fig. 5. Illustration of the client operation mode.
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a WAN/MAN), the buffer requirement for M3N9 GoP is

larger than for M3N15 GoP. On the contrary, for small

FRTT (corresponding to a LAN), M3N15 GoP requires a

larger buffer than M3N9. This is explained by the fact

that for a small FRTT, the first term of Eq. (1) is small,

and the buffer size is dominated by the second term of

Eq. (1) which is the rate difference between the I-frame

and the average rate.

Fig. 7 illustrates the minimum client buffer size

corresponding to FFW/FBW probability in the range of

0–0.2 with fixed FRTT. The client buffer size increases

quasi-linearly with the FFW/FBW probability. Since the

M3N9 GoP has a higher data rate than an M3N15 GoP, it

requires a larger buffer.

Comparing the two bandwidth renegotiation schemes in

Figs. 8–11, we notice that they have similar pattern. In the

first scheme, when the bandwidth is renegotiated for every

GoP, the buffer size requirement is small at the price of

increasing the complexity of network bandwidth

management.

Fig. 7. Minimum buffer size of client versus the FFW or FBW level fort the FBF scheme.

Fig. 8. The minimum client buffer size versus the FRTT for M3N9 GoP with bandwidth renegotiation at every GoP.
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6.2. Network parameter and the QoS

Transmission of video over ABR requires the determi-

nation of MCR and PCR which are related to the particular

video being transmitted and has impact on QoS. The

average rate of an MPEG-2 video with MmNn GoP can be

expressed as:

E½b� ¼
bI þ bPðn=m 2 1Þ þ bBn ¼ mðm 2 1Þ

n
ð2Þ

For no overflow/underflow at the client buffer for the

entire playback period, the long term dynamic variation

of the buffer accumulation should be zero:

X
all GoP

dðbuffer accumulation of a GoPÞ ¼ 0 ð3Þ

The expected value of ACR (denoted by E[ACR]) must

satisfy the following condition:

X
all GoP

E½ACR�nTf

¼
X

all GoP

bITf þ bPðn=m 2 1ÞTf þ bBðm 2 1Þn=mTf ð4Þ

Fig. 9. The minimum client buffer size versus the FRTT for M3N15 GoP with bandwidth renegotiation at every GoP.

Fig. 10. Minimum buffer size of client versus the FFW or FBW level for M3N9 GoP with bandwidth renegotiation at every GoP.
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Therefore, to obtain acceptable QoS, we choose MCR ¼

E[ACR]. In the fast buffer fillup scheme, to fill the client

buffer as soon as possible, we set a very high PCR which

is several times higher than MCR.

For video on demand, startup delay is an important

parameter which affects the QoS. The fast buffer fillup

scheme is designed to reduce the startup delay by

exploiting the bandwidth renegotiation feature of ABR

when the user uses one of the trick modes. We define the

startup delay as the time between the user pressing the

Playback (from the stop state) to the start of the video

play, or the time between the user pressing FFW/FBW to

the start of the video. The startup delay (TD) consists of

two parts: a fixed part arising due to the FRTT of the

network and the dynamic part Tf which is required to fill

the client buffer to the minimum level to start playback as

shown in Fig. 12.

To evaluate the startup delay, the expected fillup rate

during FFW/FBW is employed which can be calculated by

the following formula under the assumption that the

network has an exponential distribution for bandwidth

request mr between the MCR and PCR [14].

E½mr� ¼

ðmp

mm

mrPðmrÞdmr

ðmp

mm

PðmrÞdmr

ð5Þ

By introducing the parameter q ¼ mp=mm as the ratio of the

PCR to MCR, we obtain the expected allocated rate:

E½mr� ¼ 1=aþ
1 2 qe2a

ðq 2 1Þð1 2 e2aÞ

� �
ðq 2 1Þmm ð6Þ

The expected dynamical start delay E[Tf] can be obtained by:

E½Tf � ¼
ðmp

mm

CC
min

mr

PðmrÞdmr ð7Þ

Since there is no closed form results for the above integration,

it can only be calculated by numerical integration. Numerical

results for expected fillup rate and expected dynamic start

delay are shown in Figs. 13–15.

Fig. 13 shows that the expected ACR during the FFW/

FBW increases linearly with increasing PCR for a constant

network congestion. This implies that we can reduce the

startup delay by setting a high PCR at connection set up.

Fig. 14 shows that the expected ACR during the FFW/FBW

decreases rapidly when the network becomes congested

resulting in a degradation in the QoS.

The expected value of the dynamic startup delay versus

the difference, PCR-MCR, is calculated from Eq. (7) and is

shown in Fig. 15. We notice that M3N9 and M3N15 GoPs

Fig. 11. Minimum buffer size of client versus the FFW or FBW level for M3N15 GoP with bandwidth renegotiation at every GoP.

Fig. 12. Illustration of the startup delay.
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have the same dynamic startup delay for the same level of

network congestion. Moreover, the dynamic startup delay

decreases exponentially with higher values of PCR.

7. Conclusion

In this paper we have discussed the progress that have

been made so far in the area of multimedia over ATM,

taking video on demand over ATM as an example. We have

provided an overview of the possible services and their

suitability in running video on demand (video in general)

over an ATM network. Because of the cost effectiveness of

the ABR service of the ATM network, different strategies to

run video on demand over ATM has been discussed in

detail. Issues like client buffer dimensioning as a function of

user interactivity level and effect of round trip time on

running video over ABR, traffic and connection parameters

Fig. 13. Expected bandwidth allocation versus PCR/MCR for a constant network congestion status.

Fig. 14. Expected bandwidth allocation versus the network congestion status for fixed PCR/MCR.
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required during connection setup have been discussed in the

paper. We have shown results relating the buffer size

required at the client versus the round trip delay in an ATM

network. We discussed and compared two operating

schemes for running interactive VoD over ATM. In one of

the schemes, called the fast buffer fillup (FBF) scheme,

complexity of bandwidth allocation and network manage-

ment is greatly reduced at the price of increasing the buffer

size in the client.

The results presented in this paper prove that interactive

video can be cost effectively run over the ABR service of

ATM. With the standardization of video compression

technology, the deployment of high speed ATM network,

and the progress in high speed large capacity video server, we

have possessed the basic elements to cost effectively offer

interactive multimedia services. Further study is required in

the area of operating schemes for the client/server model

employed in interactive multimedia systems.
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