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Abstract

Available bit rate (ABR) is an emerging asynchronous transfer mode (ATM)-based telecommunication service, which dynamically
allocates bandwidth to the users according to the available bandwidth in the network. However, research shows that ABR-based connections
suffer from congestion at LAN–ATM gateway when ATM network abruptly reduces the bandwidth available to the gateway. Gateway
congestion may result in high packet loss. This paper proposes a gateway congestion control mechanism, which controls the rate of outgoing
enterprise traffic according to the available bandwidth at the gateway. Our analysis shows how to achieve a stable system and keep the packet
loss below a desired threshold. Analytical results are validated by simulation.q 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Intranet is a rapidly growing internetworking technology
for connecting the hosts within an enterprise network using
thestandardInternet protocols such as transmission control
protocol/internet protocol (TCP/IP). Such intranets have
enormous benefits over proprietary networking as it
provides ready access to the global Internet which connects
millions of hosts all over the world. World-wide corpora-
tions are rapidly deploying local intranets for their organi-
zations, and they are also connecting them together in a
single enterprise network.

The enterprise network of an organization is connected to
the global Internet via an access-gateway and access-link.
Traffic that flows between the enterprise network and the
rest of the Internet travels through this gateway and access-
link. At the access-gateway, traffic from many hosts within
the organization is statistically multiplexed onto the access-
link. If the traffic rate momentarily exceeds the access-link
bandwidth, some packets will be lost. In order to prevent or
reduce such a loss, the gateway has some buffer to

temporarily accommodate the excess traffic. These data
are transmitted later, once the traffic burst is over.

The access-link is usually established over a leased line
from a telecommunication service provider. The bandwidth
of the leased line is constant and the amount of bandwidth is
provisioned according to the traffic profile of the organiza-
tion, to ensure minimum congestion in the gateway.

For bursty data traffic, the bandwidth of the leased line is
not utilized efficiently. The organization has to pay for the
bandwidth for the entire duration whether there is traffic or
not. The cost of maintaining leased lines is, therefore, very
high.

With asynchronous transfer mode (ATM) [1], a high-
speed cell-switching network, set to become the world-
wide standard [2] for the next generation of telecommunica-
tion networks, it is expected that such leased lines will be
replaced by ATM virtual circuits (VCs). Interconnection of
an enterprise network to the global Internet via such an
ATM VC is shown in Fig. 1.

Unlike the constant bandwidth leased lines, ATM networks
provide an available bit rate (ABR) service for data commu-
nications, where the bandwidth of the VC is controlled by the
ATM network, and varies between a specified minimum and
maximum negotiatedduring the VCset-up process. If there are
enough resources available in the ATM network, the gateway
may be allowed to transmit at the maximum rate. However, if
congestion occurs within the ATM network, the gateway may
be asked to reduce the transmission rate.
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As an ABR connection allows a gateway to utilize only
the available bandwidth within the ATM network, it is
expected that the cost of data communications will be
significantly reduced with the use of the ABR service.
Such cost reduction may become a major driving force in
the near future for replacing existing leased lines with ATM
ABR connections for connecting enterprise networks to the
global Internet.

One major problem with the ABR service is the potential
congestion that might be experienced in the access-gateway
due to occasional throttling of the access-link bandwidth by
the ATM network. The ABR feedback control simply shifts
the congestion within the ATM network to the edge of the
ATM network (in this case the access-gateway), and hence
increased buffering is required in the access-gateway [3–7]
to cope with this congestion. If there is not enough buffer in
the gateway, some data will be lost which may significantly
degrade the performance of enterprise applications. While
implementing large buffers in the gateway may prevent data
loss, it will increase the delay in the gateway. Such undesir-
able delay may cause retransmissions from the TCP hosts,
which would exacerbate the congestion in the gateway. It is,
therefore, desirable to implement a traffic management
mechanism in the intranet to control the transmission rates
of the intranet hosts according to the current bandwidth of
the access-link and keep the buffering requirement in the
gateway to a minimum. Reducing the buffering requirement
also helps reduce the production cost of access-gateways.
The design objectives of such a traffic management mechan-
ism would be to—(i) guarantee the stability of the traffic
control system, (ii) minimize the buffer level variance (or
fluctuation) at the access-gateway due to fluctuation in the
ABR access-link bandwidth, and (iii) minimize the packet
loss at the access-gateway due to buffer overflow.

There is no suitable traffic management mechanism avail-
able in the standard Internet protocol suite, which can effec-
tively control the transmission rates of intranet hosts

connected to the Internet using an ABR access-link. It was
shown in Ref. [3] that the implicit flow-control mechanism
embedded in the Internet protocol suite is not capable of
controlling the traffic rates of the intranet hosts satis-
factorily; the system remains unstable susceptible to large
buffer level variances, and hence has the potential for high
packet loss for small buffers. Due to the lack of stability and
large buffer level variance, quite large buffers are required
in the gateway to minimize the packet loss and improve the
performance of intranet applications.

In this paper, the design of a traffic management mechan-
ism for enterprise networks is presented, taking the varying
bandwidth of the access-link into consideration. Implemen-
tation of this mechanism in the intranet is expected to signif-
icantly reduce the buffering requirement in the access-
gateway.

We have formulated the traffic management problem as a
classical feedback control system; the current buffer level
and the bandwidth of the ABR link in the gateway are
periodically fed back to a “controller” which calculates
the allowed intranet traffic rate to the gateway to keep the
buffer level at a desired set point. Modeling the traffic
management mechanism as a feedback control system
allows us to study the stability and the buffer level variance
using the tools of control theory. The optimization of the
control parameters for the stability of the control system and
minimum buffer level variance at the gateway is obtained
through analysis. An estimate for packet loss probability for
finite buffers in the gateway is also presented using the
buffer level variance obtained from the analysis of the
control system.

The remainder of the paper is organized as follows. A
description of the proposed traffic management mechanism
is provided in Section 2. The design of the control system
and the analyses for optimization of the control parameters
to guarantee stability and minimize buffer level variance are
presented in Section 3. An estimate for the packet loss
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Fig. 1. Interconnection of an enterprise network to the Internet via ATM ABR service.



probability for finite buffers in the gateway is derived in
Section 4. The simulation results are presented in Section
5. Finally, a conclusion is provided in Section 6.

2. Proposed traffic management mechanism

The proposed traffic management mechanism uses feed-
back rate signals from the access-gateway to the intranet
hosts to control the traffic rates of the hosts to keep the
buffer level in the gateway at a desired set pointqr (see
Fig. 2). The explicit rates allowed to individual hosts (via
the rate signals) are controlled by acontroller in the gate-
way. The controller calculates the optimum aggregate rateR
for the entire intranet according to the current buffer levelq
and the access-link bandwidthB in the gateway which are
periodically fed back to the controller. The aggregate rateR
is then distributed to individual hosts (via the rate signals)
according to a desired rate allocation policy. A schematic
diagram of the proposed traffic management mechanism is
shown in Fig. 2.

At the heart of the proposed traffic management mechan-
ism lies the controller in the gateway. If the controller does
not calculate the aggregate intranet traffic rateR correctly,
the control system may become unstable and the buffer level
q in the gateway may far exceed (large variance) the desired
set pointqr causing buffer overflow and high packet loss for
small buffers. The performance of the traffic management
mechanism, therefore, depends significantly on the perfor-
mance of the controller in the gateway.

In this paper, the controller is modeled as a classical
feedback control system with periodic feedback of the
current buffer levelq to the controller. The design and the
performance analysis of the controller is presented in
Section 3.

3. Controller design and analyses

The controller and the buffer in the gateway form a feed-
back control system, where the current buffer levelq is
periodically fed back to the controller for effective calcula-
tion of the optimum intranet traffic rateR. By analyzing the
control system, it is possible to study the stability, buffer

level variance and packet loss probability of the proposed
traffic management mechanism. In this section, the design of
the control system is presented and the selection of the
control parameters to guarantee stability and minimize
buffer level variance is obtained through analyses (a concise
version of these analyses is presented in Ref. [8]). Estima-
tion of packet loss probability at the gateway is treated in
Section 4.

3.1. Design

In this section, the design of the feedback control system
is presented.

3.1.1. Buffer
This is a key component of the control system. The goal

of the control system is to maintain the output of a Buffer,
the buffer levelq, at a desired set pointqr. The input to the
Buffer is the aggregate traffic rateR from all the hosts in the
local intranet sending traffic to the Internet through the
access-gateway. An appropriateR is calculated by the
Controller.

In addition to the controlled inputR, there is another input
to the Buffer—the transmission rateB of the access-link.
This is considered a disturbance to the system, and is
beyond the control of the Controller. Any fluctuation inB
will causeq to deviate fromqr. This effect of disturbance on
the output variableq is fed back to the controller, which
adjustsR to bringq back toqr.

The buffer level dynamics can be expressed as an approx-
imation of the followingfluid flowmodel:

m0 � win 2 wout;

wherem0 is the rate of change of mass,win is the rate of flow
in, andwout is the rate of flow out. Therefore, the aggregate
rateR will affect the buffer level according to the following
equation:

q�n 1 1�2 q�n�
T

� R�n�2 B�n�;

q�n 1 1� � q�n�1 TR�n�2 TB�n� �1�
whereq�n 1 1� andq(n) are the buffer levels measured at
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Fig. 2. Schematic diagram of the proposed traffic management mechanism.



the �n 1 1�th andnth sampling instants, respectively, andT
is the sampling period.

Taking thez-transform of Eq. (1), the following transfer
function between Buffer output (occupancy level)q and
Buffer input R is obtained as:

q�z� � T
z2 1

�R�z�2 B�z��: �2�

3.1.2. Controller
The main function of this component is to calculate the

required input rateR to the access-link as a function of the
current buffer levelq. R is the output of the Controller and at
the same time the input to the Buffer. The input to the
Controller is theerror, the difference between the desired
buffer levelqr, and the current observed queue lengthq.

The transfer function of the Controller depends on the
choice of controller. The simplest controller is apropor-
tional controller [9] whose output is directly proportional
to the input. The adjustment ofRaccording to a proportional
controller is simply given by:

R�n� � K�qr 2 q�n�� � Ke�n� �3�
whereK is thegain of the controller ande is the observed
error in the output.

The advantage of using a proportional controller is its
simplicity; there is only one parameter (gainK) to adjust,
and the stability analysis of the control system is quite
simple. However, a major drawback of a proportional
controller is the non-zero steady-state error in the output
as explained below.

In the steady state, the input rateR is equal to the output
rate (transmission rate of the access-link)B. This results in
(from Eq. (3) the finite error�B=K� for the proportional feed-
back controller. In other words, if a simple proportional
controller is used, the buffer level will stabilize atqr 2
�B=K� instead of atqr.

The performance of a proportional feedback controller
can be significantly improved (by reducing or eliminating
the steady state error) by addingintegral3 control, which
yields a PI (proportional plus integral) controller. However,
integral control typically reduces the stability of the system.
In order to increase the stability,derivative4 control is

usually used in conjunction with a PI controller to form a
PID controller [9].

A PID controller provides an acceptable degree of error
reduction simultaneously with acceptable degree of stabi-
lity. However, a PID controller has three parameters to
adjust (K, K1 and K2), one for each type of controller
(proportional, integral and derivative). This increases the
complexity of the control system. Moreover, it responds to
a disturbance onlyafteran error has been caused by a distur-
bance.

If a PID controller were to be used for the control system,
the network administrator would have to adjust three control
parameters to achieve the optimum performance. Adjusting
such parameters can be quite costly; a wrong selection could
result in large error, which in turn could degrade the perfor-
mance of the control mechanism significantly.

Our objective is to design a control system, which
provides an acceptable level of error reduction simulta-
neously with an acceptable level of stability with aminimum
number of control parameters. One way to reduce the steady
state error is to measure the disturbance and take appropriate
actions before the disturbance has any effect (error) on the
output. This type of control is called the feed forward
control [9].

Disturbance feed forward can be a very effective strategy
for reducing error if (i) the effect of the disturbance on the
output is known, and (ii) the disturbance can be measured
easily and accurately. In addition to reducing the error,
disturbance feed forward has the benefit of not affecting
the feedback loop (and hence, the stability properties of
the controller) present in a feedback control system.
And, importantly, disturbance feedforward can counteract
the effect of the disturbancebefore significant error is
caused.

With the proportional rate control system described
above, both the effect of disturbance on the buffer level
and the measurement5 of disturbance can be easily obtained.
From Eq. (3), it can be seen that for a givenK, the higher the
B, the greater the magnitude of the error in the steady state
�R� B�: The steady state error can be eliminated if the
disturbanceB is fed forward to the controller in the manner
shown in Fig. 3.

The input rateR of the feed forward system is now
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Fig. 3. Block diagram of a proportional controller with disturbance feed forward.

3 An integral controller uses the equation [9]:R�n� � R�n 2 1�1 K1e�n�;
whereR is the input ande the error in the output.

4 A derivative controller uses the equation [9]:R�n� �
K2�e�n�2 e�n 2 1��; whereR is the input ande the error in the output.

5 The disturbance in this case is simply the transmission rate of the
access-link, which can be obtained from the ABR rate feedback.



obtained as:

R�n� � B�n 2 1�1 K�qr 2 q�n�� � B�n 2 1�1 Ke�n�: �4�
The reason thatB�n 2 1� is fed forward instead ofB(n) is

because the controller can only act on the information gath-
ered in the last sampling period. It can be seen from Eq. (4)
that there is no error�e� 0� in the steady state (when
R� B). By taking thez-transform of Eq. (4), the transfer
function of the the feed forward controller is obtained as:

R�z� � z21B 1 Ke�z�: �5�
Feeding forwardB eliminates the steady state error

experienced under the proportional feedback controller.
However, unlike integral control action, feed forward does
not reduce the stability of the system; the stability properties
remain the same because the feedback loop is unchanged. In
addition to this, the number of control parameters (gain
parameters) remains one (onlyK), which significantly
simplifies the operation and tuning of the control system.

3.2. A note on linearity

The design presented above is based on alinear system: it
is assumed that the buffer level can grow without limit in
both directions of the target levelqr. In practice, however,
only finite buffers are used at the gateway, and hence the
buffer level may hit a limit at both ends. The linear design
also assumes that input rateR can take any value including
negative ones. In practice,R cannot be negative and soR
must be calculated as:

R�n� � max�0;B�n 2 1�1 Ke�n��: �6�
Therefore, the performance of our proposed control

mechanism will depend on how frequently the system hits
the limits on the buffer level and the input rateR. If the
system is controlled to avoid hitting these limits as much
as possible, the system will behave essentially as a linear
system. In the following section, we analyze the perfor-
mance of our linear design. The effectiveness of the linear
design in modeling practical systems with finite buffers is
evaluated via simulation in Section 5.

3.3. Performance analyses

In this section, the performance of the feedback control
system is analyzed using tools from classical control theory.

3.3.1. Stability analysis
Stability is a very important requirement for any traffic

rate control system. If the system is not stable, the buffer
level in the gateway may increase without causing buffer
overflow.

A variety of methods exist to assess the stability of a
linear control system. In thefrequency-responsemethod
[9], the phase margin (PM) is a measure of the relative
stability of the system. A system is unstable for negative
phase margin and stable for positive phase margin.

Therefore, the gainK has to be selected to achieve a positive
phase margin, the larger the phase margin the greater the
relative stability as well as its robustness against system
parameter changes.

The phase margin of a control system is determined by
looking at the open-loop transfer function of the system,
which from Fig. 3 is obtained as�KT=z2 1�: From the defi-
nition of PM [9],

PM� 1808 1 /KT=�z2 1�; �7�
where/KT=�z2 1� is the phase ofKT=�z2 1� at thegain
crossover frequency, which is defined as the frequency at
which the magnitude ofKT=�z2 1� is one (0 dB). Thus

KT
z2 1

� 1
���� ����: �8�

From Eqs. (7) and (8), the phase margin is obtained as:

PM� tan21

�������������
4 2 �KT�2p

KT
: �9�

From Eq. (9), it can be deduced that for a stable system
�PM $ 0�; K should be less than or equal to�2=T�:

3.3.2. Buffer level variance
Although the control system of Fig. 3 will keep the buffer

level at the desired set point ofqr in the steady state, sudden
fluctuation in the available bandwidth of the access-link will
cause momentary shift of the buffer level fromqr. Therefore,
the variances2

q of the buffer level around the desired set
point qr is an important performance metric for the intranet
traffic management system. If the variance is large, there
may be buffer overflow and data loss in the access gateway.
In this section, we analyze the buffer level variances2

q as a
function of K. This analysis will allow us to select aK,
which minimizes the buffer level variance.

In order to calculate the variance in the buffer level, we
first need to model the changes that occur to the available
bandwidthB. One of the main contributors to the change of
available bandwidth in the ATM network is the bursty traffic
rate of VBR sources. If the ABR connection is multiplexed
with several VBR sources,B(n) is the difference between
the ABR peak rateC and the aggregated rate of VBR
sources. If the VBR sources are modeled as ON–OFF
sources (in the literature, bursty traffic expected for ATM
networks are usually modeled as ON–OFF sources [10,11]),
then (see Appendix) the available bandwidthB can be
modeled by the following first order stochastic difference
equation

B�n 1 1� � aB�n�1 �1 2 a�bW�n�; �10�
whereW(n) is a random (white-noise) signal,a is the corre-
lation coefficient ofB(n), andb is a constant indicating the
magnitude of the noise. Fora � 1; there is no noise and the
ABR remains constant; fora � 0; B is a pure random
number. In practice,a will be a fraction between 0 and 1.
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Takingz-transform of Eq. (10) we get,

B�z�
W�z� �

�1 2 a�b
z2 a

: �11�

From the block diagram in Fig. 3 we get the transfer
function betweenq andB as:

q�z�
B�z� �

�z21 2 1�T=z2 1

1 1
KT

z2 1

� T�1 2 z�
z�z2 �1 2 KT�� : �12�

Multiplying Eqs. (11) and (12), we obtain the transfer
function between noise sourceW and buffer levelq as:

q�z�
W�z� �

�1 2 a�bT�1 2 z�
z�z2 a��z2 �1 2 KT�� �

b�z�
a�z� : �13�

From Eq. (13), the discrete power spectral densitySq of
the buffer levelq obtained as,

Sq � b�z�b�z21�
a�z�a�z21� : �14�

FromSq the variance ofq can be computed using the well-
knowncontour integral[12] andCauchy’s residue theorem
[13] as,

var�q� � s2
q � 1

2pj

I b�z�b�z21�dz

a�z�a�z21�z

�
X

residues of
b�z�b�z21�
a�z�a�z21�zat poles inside unit disc

" #

� 2�1 2 a�2b2T2

�1 1 a��1 2 a 1 aKT��2 2 KT� for 0 , K ,
2
T
:

�15�
Note that the contour integral defining the variance is

valid only as long as the control system is strictly stable,
i.e. only if 0 , K , �2=T�:

For a given ABR connection, the noise parametersa and
b may be estimated by analyzing traces of earlier data. If the

change in available bandwidth is primarily caused by VBR
sources multiplexed with the ABR connection in the ATM
network, botha andb can be obtained analytically from the
properties of the VBR sources (see Appendix).

3.3.3. Results
Eq. (15) provides the buffer level variance as a function of

the controller gainK. It would be an important design criter-
ion to select theK which minimizes the buffer level
variance. Let us denote this value ofK by K̂:

By examining the first derivative of Eq. (15), it can
be shown (the proof is omitted due to space limitation)
that the buffer level variance is an increasing function
of K for a # �1=3�: However, for usual operation of the
system,a will be greater than 1/3 (see Appendix). For
a . �1=3�; it can be shown (the proof is omitted due to
space limitation) that the variance function of Eq. (15)
is a convex function with a minima occurring in the
range 0, K̂ , �1=T�: By equating the first derivative
of Eq. (15) to zero, we get

K̂ � 3a 2 1
2aT

for a .
1
3

�16�

Fig. 4 shows the queue level variance as a function of K
for a . �1=3� and for different values ofb . A number of
important observations are in order:

1. K̂ does not depend on the noise parameterb . This result
is obtained from Eq. (16) and is verified in Fig. 4, where
the minimum variance is obtained atK � 1 for all three
different values ofb . Therefore, in obtaininĝK; the only
noise parameter, one needs to estimatea .

2. Variance curve is very flat near the minima. This allows a
“reasonable” error margin for estimatinga and hencêK;

the variance is not significantly affected by a “reason-
able” amount of error in estimatinĝK:

3. K̂ # �1=T�: This result is obtained by replacinga � 1 in
Eq. (16). From Eq. (9), a minimum of 608 of phase
margin is obtained forK # �1=T�; which suggests a
very stable system. This observation confirms that the
proposed control mechanism has very good relative
stability for the choice of gainK for which the buffer
variance is minimized.

The above observations suggest that the proposed
feedback control mechanism is robust to system varia-
tions, and hence can guarantee a low buffer level
variance for a wide range of bandwidth fluctuation for
the access-link. This is expected to minimize the buffer
requirement, and hence the queueing delay and delay
variation at the access gateway.

The variance obtained from Eq. (15) may also be used to
estimate the probability of buffer overflow (or packet loss)
at the access-gateway for a given buffer size. In the follow-
ing section, a technique is presented to estimate such packet
loss probability.
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4. Packet loss probability

In deriving the packet loss probability for a given buffer
size, we first assert thatthe buffer level fluctuates around the
steady state value(desired level qr) with a normal distribu-
tion. A proof substantiating the above assertion is presented
next followed by the technique to estimate packet loss prob-
ability. The validity of the above assertion and the packet
loss probability estimating technique are further verified
through simulation in Section 5.

4.1. Normal distribution

The buffer levelq is related to the random noiseWby the
linear transfer function of Eq. (13). Hence,q(k) is the convo-
lution of W(k) with the system’s impulse response, i.e.

q�k� � h�k�W�0�1 h�k 2 1�W�1�1 …1 h�0�W�k�: �17�
Now W(k) is a sequence of independent random numbers

having an arbitrary amplitude probability distribution. Thus,
Eq. (17) implies thatq(k) is a weighted sum of independent
random numbers; the effect of the weighting is merely to
scale the amplitude probability distribution of each term.
Hence, by the central limit theorem [14], the amplitude
probability distribution ofq(k) tends to normal ask tends
to infinity.

4.2. Packet loss probability

In the previous section, we showed that the buffer level
distribution can be closely approximated by a normal distri-
bution. For our control system, the mean isqr and the stan-
dard deviation issq as obtained from Eq. (15). The
probability of buffer overflow p is calculated as
Pr{ q $ L}, where q is the instantaneous buffer level.
Converting the normal distribution with parametersqr and
sq into a standardor unit normal distribution [14], this

probability becomes equivalent to

P� 1 2 Pr X ,
L 2 qr

sq

( )
� 0:5 × erfc

L 2 qr��
2
p

sq

 !
; �18�

where erfc is theerror function complementary[15], X is a
normal variable with mean 0 and variance 1, and hence can
be evaluated using standard function tables.

It should be noted, however, that the probability in Eq.
(18) actually defines the probability of the buffer level
exceeding L assuming infinite buffer size. With finite
buffers, the loss probability is expected to be slightly
lower than the one predicted by Eq. (18). The effectiveness
of Eq. (18) in estimating the packet loss probability for finite
buffers is evaluated using simulations in Section 5.

5. Simulation

5.1. Simulation model

The simulated network model is shown in Fig. 5. There is
a “greedy” source in the enterprise network trying to send
traffic to the Internet as fast as possible via the access gate-
way. The gateway is connected to the ATM network via the
ABR service. Hence, the transmission rate of the gateway is
dynamically controlled by the ATM network depending on
the amount of bandwidth within the ATM network that
becomes available.

In order to exercise variability in the available bandwidth
in the ATM network, the ABR connection is multiplexed
with a number of VBR connections inside the ATM
network. Each VBR source can be characterized by a two-
phase ON–OFF model with exponential ON and OFF peri-
ods. A VBR source transmits traffic at a constant rate during
the ON period and does not send any traffic during the OFF
period. VBR has higher priority than ABR, any bandwidth
not consumed by the VBR sources is made available to the
ABR source by updating the transmission rate of the access
gateway whenever an ON–OFF source changes its state
from ON to OFF or OFF to ON. It is assumed that there is
enough ATM bandwidth for the gateway to transmit at the
peak rate (PCR of the ABR connection) when all ON–OFF
sources are in the OFF-state.

The current queue levelq and the average bandwidth
(averaged over the lastT seconds)B of the gateway is
measured everyT seconds, and the allowed rateR for the
greedy source is calculated as (according to Eq. (6))

R� max�0;B 1 K�qr 2 q�� �19�
The greedy source is then immediately notified of the new

allowed rateR. The propagation delay between the gateway
and the greedy source is ignored in the simulation because
an intranet for a single campus is limited within a “small”
boundary.

In all simulations, the target queue level,qr, is set to half
of the buffer size. In practice, the “headroom”L 2 qr is
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Fig. 5. Network model for the simulation.



chosen to keep the buffer overflow (packet loss) probability
less than a specified value. Similarly, the “tailroom”qr

should be chosen so that the probability of buffer underflow
(link idling) is less than a certain value. A simple choice is to
make both probabilities the same; in such a caseqr � L=2:

The length of all simulations was dynamically controlled
until the values of the estimated variables (e.g. packet loss
rate) reached steady state, and 95% confidence interval was
achieved with 5% relative precision. With such adaptive
length simulations, the number of packets simulated varied
between a few million packets to tens of millions of packets
depending on the buffer size simulated at the gateway.

The values of simulation parameters are summarized in
Table 1. Results obtained from the simulations are presented
and compared with the analytical results in the following
section.

5.1.1. Results
In this section, the results obtained from the simulations

are presented and compared with the ones obtained from
analysis to assess the validity of our analysis. In particular,
four aspects of our analysis are assessed in the following
subsections—(i) stability of the control system, (ii) normal
distribution of queue length, (iii) the existence of an opti-
mum gainK to minimize the packet loss probability at the

gateway, and (iv) calculation of packet loss probability as a
function of buffer size at the gateway (this assists buffer
dimensioning).

5.1.2. Stability
We simulate a buffer size of 50 with target queue level set

to qr � 25 and investigate the stability of the proposed
control mechanism by recording the current queue level
for 50 s (100 samples) of simulated time after 1000 s
(after 2000 initial samples) into the simulation. The control-
ler gainK was set to 1.62, which is the optimumK to mini-
mize buffer level variance.

Fig. 6 shows the current queue level as a function of time.
It can be seen that the queue level fluctuates around the
target queue level 25, which demonstrate that the system
is quite stable.

5.1.3. Queue length distribution
Our packet loss probability analysis in Section 4 is based

on the assertion that the queue level fluctuates around the
target levelqr with a normal distribution. We substantiated
our assertion by making use of a central limit theorem. In
this section, we investigate the accuracy of our assertion by
examining the distribution of the queue levels obtained from
the simulation. We simulated a buffer size of 50 with a
target queue level ofqr � 25:

Fig. 7 shows the queue length distribution obtained from
the simulation between 1000 and 1100 s into the simulation
(200 sample times for a sample period ofT � 0:5 s). There
were a total of 5989 queue lengths recorded during this time
period. Thex-axis shows the queue lengths and they-axis
plots the fraction of times a given queue length occurred in
the sample of 5989 queue lengths. The curve is roughly
“bell-shaped” around 25 confirming that the queue length
can be approximated by normal distribution with the mean
qr.

5.1.4. Optimum K
In this section, we compare the packet loss probabilityP
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Table 1
Values of simulation parameters

Parameter Value

Number of VBR sources,N 4
Transmission rate during ON period
for VBR source A

10 pk/s

Mean length of ON and OFF period
for VBR source,t0

2 s

Peak transmission rate of gateway 50 pk/s
Sampling interval,T 0.5 s
Target queue level,qr half of buffer size

Fig. 6. Current queue level as a function of time.

Fig. 7. Queue length distribution obtained from simulation.



(as a function of gainK) as obtained from simulation of a
finite buffer of sizeL � 20 with the one obtained from
analysis (see Eq. (18)). For calculatingP using Eq. (18),
we need to calculate the variance, and hence need to obtain
the values of noise parametersa andb . For our simulation
model,a andb are obtained as shown in Eqs. (A.7) and
(A.5) in the Appendix. ForT � 0:5 andt0 � 2; we geta �
0:73; and an optimum gainK � 1:62 (from Eq. (16)). For
N � 4; A� 10; T � 0:5 andt0 � 2; we getb � 23:2:

The loss probabilityP as a function ofK, as obtained from
the simulation and analysis (using Eq. (15) fora � 0:73 and
b � 23:2:) are shown in Fig. 8. As expected, the loss prob-
abilities obtained fromfinite buffer simulation are lower
than the ones obtained from our linear analysis based on
infinite buffer. However, the most important observation
here is that the simulation results confirm the existence of
an optimum gainK which minimizes the packet loss prob-
ability at the gateway and the minimumK is obtained near
1.62 as obtained from analysis. This confirms that our analy-
sis is very effective in deriving the optimumK.

5.1.5. Packet loss probability
As mentioned in Section 4, Eq. (18) can be used for buffer

dimensioning as it allows us to dimension the buffer for a

target packet loss probability. In this section, we present
simulation results for packet loss rates and compare them
with analytical ones for a number of different buffer sizes
for target loss rates below 1% to evaluate the effectiveness
of Eq. (18). The packet loss rates obtained from simulations
are plotted in Fig. 9 along with the loss probabilities
obtained from Eq. (18). For both simulation and analysis,
we consider the optimum gainK � 1:62 to minimize the
buffer level variance.

As predicted, the simulation results are lower than the
analytical values (see Fig. 9), as we simulatedfinite buffers,
whereas the linear analysis is based oninfinite buffer.
However, the discrepancy between simulation and analysis
decreases for smaller (and probably for more realistic) loss
probabilities. For example, in order to keep the packet loss
probability below 0.001, our analysis suggests a buffer size
21 (see Fig. 9), but the simulation shows that a buffer size of
only 18 will do the job; this results in over dimensioning the
buffer by 3. However, for a target loss probability of 0.0002,
the buffer will be over dimensioned by only 2. Hence, our
packet loss probability formula presented in Section 4 can
be effectively used for buffer dimensioning purposes for low
loss probabilities.

6. Conclusion

The need for traffic rate control at the access-gateway of
enterprise networks connected to the Internet using the
ATM ABR service is introduced in this paper. The design
of a rate-based traffic management mechanism between the
gateway and the enterprise network has also been presented.
The proposed traffic management mechanism was analyzed
using a proportional feedback controller which was
augmented with a noise feedforward to minimize the effect
of bandwidth fluctuation in the ATM ABR access-link on
the performance of the control system. Implementation of
the proposed traffic management mechanism is expected to
reduce the buffer requirement at the access gateway of the
intranet resulting in less expensive access gateway design.
Alternatively, for a given amount of buffer, the proposed
mechanism minimizes or eliminates buffer overflow and
packet loss at the access gateway by keeping the buffer
level at a desired set point; this in turn improves the perfor-
mance of applications in the enterprise network.

The variance of the buffer level, at the access gateway,
around the desired threshold was studied through analysis.
The proportional gain of the controller was optimized to
achieve the minimum possible variance of the buffer
level. It was demonstrated that the dependence of the opti-
mum gain on the noise parameters is minimal, which makes
the traffic management mechanism robust to system varia-
tions, such as fluctuations in the ABR access-link band-
width.

For a given amount of buffer at the access gateway, the
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Fig. 8. Packet loss probability as a function of gainK.

Fig. 9. Packet loss rate as a function of buffer size.



probability of packet loss at the gateway due to buffer over-
flow was estimated as a function of the buffer level variance.

As the selection of optimum gain depends on the value of
noise parametera , it is necessary to estimatea for a given
ABR access-link. This estimation can be performed off-line
from the log data. We are currently working on an adaptive
estimation technique, which will estimate the value ofa
dynamically.

Appendix A. Calculation of a and b

In our model, the ABR rateB(n) during thenth sampling
interval is the difference between the peak ABR rateC and
the rateV(n) of the ON–OFF VBR sources averaged over
the interval. The ON–OFF sources can be modeled by an
equation similar to Eq. (10) with the samea andb . Thus,a
andb can be calculated from the properties of the ON–OFF
sources.

Consider now a single ON–OFF source which has a rate
v(t) at timet equal toA in the ON state and zero in the OFF
state. The ON and OFF epochs are both exponentially
distributed with meant0. Then, the mean and autocovariance
functions ofv(t) are [16]

�v� E{ v�t�} � A
2
;

Rv�t� � E{ ~v�t� ~v�t 1 t�} � A2e22utu=t0

4
; �A:1�

where ~v�t� � v�t�2 �v:
Let V(n) represent the average bandwidth during thenth

sampling period of durationT, i.e.

V�n� � 1
T

ZnT

�n2 1�T
v�t� dt: �A:2�

Then the exponential form of the autocovariance of Eq.
(A.1) implies that V(n) satisfies a first-order stochastic
difference equation of the form of Eq. (10). Invoking the

stationarity of v(t), the mean and variance ofV(n) are
obtained as

E{ V�n�} � 1
T

ZT

0
E{ v�t�} d t � ~v� A

2
;

var{V�n�} � s2
v � E

1
T

ZT

0
~v�t� dt × 1

T

ZT

0
~v�t 0� dt 0

� �

� A2t20�2T=t0 1 e22T=t0 2 1�
8T2 : �A:3�

Applying the variance calculation theorem [12] and
Cauchy’s residue theorem[13] on Eq. (11) we get,

s2
v � �1 2 a�b2

�1 1 a� : �A:4�

From the above equationb is obtained as:

b � sv

�����������
�1 1 a�
�1 2 a�

s
: �A:5�

In order to calculatea , we also need to find

cov{V�n�V�n 2 1�}

� E
1
T

ZT

0
~v�t 1 T� dt × 1

T

ZT

0
~v�t 0� dt 0

� �

� A2t20�1 2 e22T=t0�2
16T2 :

�A:6�

Then, we have

a � cov{V�n�V�n 2 1�}
var{V�n�} � �1 2 e22T=t0�2

2e22T=t0 1 4T=t0 2 2
: �A:7�

If there are N identical, but independent ON–OFF
sources, thena is unchanged butb is increased by a factor
of

���
N
p

:

In order to observe the effect of the sampling intervalT on
a , we plota as a function of�T=t0� (from Eq. (A.7)), the
ratio of sampling interval to the mean ON and OFF period of
VBR sources, as shown in Fig. 10. The figure demonstrates
that �T=t0� # 1; remains above�1=3�: For a reasonable
performance, the sampling interval is selected such that
�T=t0� # 1; it is confirmed that for usual operation of the
system, there exists an optimum gainK which yields a mini-
mum buffer level variance (see Section 3.3.3).
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