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Abstract

We study a problem abstracted from modeling a multicast protocol. In our model, messages generated by a single source
are simultaneously forwarded to a set of receivers where they are independently processed. We assume a state-dependent
message arrival rate and memoryless service time distributions. The receivers may process messages at different average
rates. Messages processed by all receivers are periodically acknowledged and cleared from the system. Due to finite buffer
space, the total number of non-acknowledged messages in the system is limited. Our focus in this paper is on the number of
messages cleared at acknowledgement time.

The problem under consideration bears resemblance to a fork/join process with heterogeneous servers, used in the study of
multiprocessing computer systems. Our model includes the additional features of finite buffer space and delayed periodic de-
parture of completed jobs. Even without these features, the resulting type of queuing model has no known closed-form solution
in the general case of more than two servers. Because the arrival processes to the servers are correlated, the model is difficult
to decompose. We propose a relatively simple decomposition technique and a fixed-point iteration scheme. In our approach,
we consider each receiver (server) in isolation, and we account for the influence of other receivers through the probability that
a given number of messages can be cleared at acknowledgement time. We derive elementary differential equations for the
number of messages processed by a receiver. These equations involve the conditional probability of the number of messages
not yet processed given the number of messages waiting to be cleared. We compute an approximate solution using the condi-
tional probability obtained from a model with exponentially distributed acknowledgement periods. Our numerical results for
the average number of messages cleared at acknowledgment time are typically within a few percent of simulation midpoints.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

This paper considers a problem abstracted from modeling a multicast protocol (see e.g.[1]) taking into
account finite buffer space. Specifically, messages generated by a single source are simultaneously for-
warded to a set of receivers where they are independently processed. We assume a state-dependent message
arrival rate and memoryless service time distributions. The receivers may or may not process messages
at the same average rate. Messages processed by all receivers are acknowledged and cleared from the
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system within a specified time window. Due to finite buffer space, the total number of non-acknowledged
messages in the system is limited. Our focus in this paper is on the number of messages cleared at
acknowledgement time.

Multicast communication has received considerable attention in the last decade[2,3] due to the po-
tential development of new applications such as Internet TV, distributed games, e-learning or distributed
interactive simulation. Multicast is the ability to send efficiently a flow of packets to a set of (possi-
bly dynamic) receivers, packets being sent once on a given link. Many issues have been studied in this
framework such as routing protocols (DVMRP, PIM), mechanisms to enforce reliability (scalable reliable
multicast (SRM)[4], RAMP [5], RMTP[6], MTP [7], etc.) or congestion control (PGMCC[8], ECAM
[9], TFMCC [10]). In this paper, we focus on the issue of multicast reliability as pioneered by XTP
[11]. Reliable multicast protocols perform two major activities that are error detection and error recovery.
ARQ (automatic repeat request) solutions have emerged as means to retransmit a packet if it is lost by at
least one receiver. Depending on whether error detection is done by the sender or the receivers, positive
(ACK) or negative (NACK) acknowledgements are used. Solutions using solely ACK require the sender
to retransmit packets until ACK from all receivers are properly received, and, thus, do not scale (ACK
implosion problem). NACK-based solutions were preferred and have lead to the introduction of several
NACK suppression mechanisms. Moreover, FEC (forward error correction) proposals emerged and were
associated with ARQ mechanisms[3,12].

Since no single protocol is able to fit all needs, a large number of reliable multicast protocols were
designed according to various objectives. SRM[4] is an NACK-based multicast protocol that uses a
variation of the slotting and dumping mechanism introduced by XTP. ALC (asynchronous layered coding
[13]) is an SRM protocol using several data streams in a layered fashion. MFTP[14] or RMTP are based
on cycles that divide a file into a sequence of fixed-size packets. The file is transmitted to all receivers that
reply with a list of missing packets. A new cycle is started while sending again the lost packets until the
original file has been successfully received. Finally, another popular solution is to build ACK aggregation
trees to improve scalability. A local representative (designated router, group controller or surrogate server)
is introduced to perform some specific functions so that receivers are grouped in local domains. A tree
hierarchy is constructed, and NACKs are sent to the local representatives, which retransmit the missing
packets if they hold them or request them from an upper level in the tree if they do not have them[15–17].
Although a tremendous amount of work was done in the area of group communication and multicast
protocols, deployment problems have limited the availability of this technology in commercial networks.
Few carriers provide a commercial multicast service nowadays, and alternative solutions have emerged
such as CDN (content distribution networks[18]) or application-level multicast[19–21]. Therefore, it is
important to provide tools to properly design, manage and configure multicast networks and protocols.

In this paper, we consider the original multicast protocol as introduced in XTP. We now briefly describe
the essential mechanism on which we base our analysis. The multicast flow is controlled using a time
window. At the beginning of the window, the sender sends a control packet identified by a sequence
number. A receiver acknowledges such a control packet by a packet of its own identified by the same
sequence number. Therefore, the sender expects to receive acknowledgements from the set of receivers
for a given control packet within this time window. Reply packets received within a time window for a
given control packet are accumulated and analyzed by the sender in order to extract the most conservative
values. The state of every transfer for a given control packet is stored in a bucket, which is a data structure
containing fields of interest in the management of the error recovery procedure such as sequence numbers.
The system uses a fixed number of buckets to manage the multicast flow. The periodicity at which the
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control packets are generated is referred to as the control period. The lifetime of a bucket extends from
the moment the bucket is created to the moment it has to be recycled to make space available to another
control packet. To ensure correct operation, this lifetime should be larger than the round-trip delay between
the sender and the receivers. Finally, when a bucket has to be freed, the information it contains allows
the sender to determine which packets (if any) need to be retransmitted. The model developed in this
paper can also be applied to other protocols where the sender updates periodically its buffer with all the
acknowledgements received between two control (update) periods. Moreover, the sender could also be a
local representative in an ACK aggregation tree solution.

The problem under consideration bears resemblance to a fork/join process with heterogeneous servers
with the added “wrinkle” of finite buffer space and delayed periodic departure of completed jobs through
the acknowledgement process. Even without these features, the resulting models are notoriously difficult
to deal with. As stated in[22], because the arrival processes to the servers are correlated, the model
is difficult to decompose. The exact analytical solution is only known for the particular case of two
homogeneous servers[23,24]. For a larger number of servers, approximation and heuristic methods have
been proposed. For example, Dallery et al.[25,26]use a graph method to describe the evolution of complex
fork/join queues. Thomasian and Tantawi[27] consider a set of homogeneous servers with infinite capacity
and propose a heuristic using values derived from simulation. Frostig and Lehtonen[28] use stochastic
ordering and a judiciously chosen state description to study a system with non-homogeneous servers.
Lui et al. [22] consider infinite capacity homogeneous servers for parallel processing applications in
computer systems, and derive an approximation based on the non-uniform distribution of the state space.
Balsamo et al.[29] derive approximations and bounds for a heterogeneous network abstracted from
parallel processing. Varki[30] studies the mean response time in closed fork/join networks using an
approximatemean value analysis technique. None of these papers seems readily applicable to our model
with periodic acknowledgement.

We propose a relatively simple decomposition technique and a fixed-point iteration scheme. Our ap-
proach, believed to be novel, allows us to consider each receiver (server) in isolation while accounting
for the presence of other receivers through the probability distribution of the number of messages that
can be cleared at acknowledgement time. We derive elementary differential equations for the number of
messages processed by a receiver. These equations involve the conditional probability of the number of
messages not yet processed given the number of messages waiting to be cleared. We are able to obtain
an approximate solution using the conditional probability computed from a similar model with exponen-
tially distributed acknowledgement periods. We use discrete-event simulation to assess the accuracy of
our method. Our numerical results for the average number of messages cleared at acknowledgment time
are typically within a few percent of simulation midpoints.

In the next section, we consider the model of a single receiver. Numerical results in this section illustrate
the accuracy of our approximation for constant acknowledgment periods.Section 3is devoted to multiple
receivers. It includes numerical results for both homogeneous and non-homogeneous systems. Finally,
conclusions are given inSection 4.

2. Single receiver case

We start by considering the system with a single receiver depicted inFig. 1. Messages arrive from an
outside source with a state-dependent rateλ(n) wheren is the current total number of messages in the
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Fig. 1. Acknowledgement model with a single receiver.

system. We assume that the maximum number of messages that can be present in the system at any time
is given byN (corresponding, for instance, to buffer space limitations), so thatn ≤ N at all times.

Incoming messages queue for service at the receiver. We denote byni the current number of messages
at the receiver, and byνi the rate at which the receiver processes messages. We letki denote the current
number of messages waiting to be cleared, i.e., processed by the receiver but not yet cleared by the sender
upon bucket processing. Processed messages are acknowledged by the receiver and cleared by the sender
periodically everyT time units. Following the acknowledgement, the number of messages ready to be
freed,ki, drops instantaneously to zero. It then starts building up again as the receiver processes incoming
messages. Clearly, we haveni + ki = n at all times.

In our model, we view the messages awaiting acknowledgement as attached to the receiver. In a multicast
situation, these messages would correspond to a copy of messages sent kept in a sender’s buffer. Our
goal is to assess the number of messages acknowledged in each acknowledgement period as a function
of system parameters. We analyze the model ofFig. 1 under the assumption of memoryless arrivals,
i.e., we assume that the probability of a new message arriving during the time interval (t, t + δt] is
λ(n)δt + o(δt) given that there aren messages at timet. We also assume that the service time at the
receiver is exponentially distributed.

We focus on the number of messages awaiting acknowledgement, and we denote byp(ki, t) the prob-
ability that there areki such messages at timet, t ≥ 0. The differential–difference equations forp(ki, t)
can be readily derived as

d

dt
p(0, t) = µi(0, t)p(0, t),

d

dt
p(ki, t) = −µi(ki, t)p(ki, t) + µi(ki − 1, t)p(ki − 1, t), ki = 1, . . . , N − 1,

d

dt
p(N, t) = µi(N − 1, t)p(N − 1, t), (1)

where

µi(ki, t) = νi Pr{ni>0|ki at timet}. (2)

In order to simplify the solution of the system of equations (1), we make two assumptions. First, we
assume that the time-dependent conditional probability in (2) can be approximated by the corresponding
steady-state conditional probability so that we have

µi(ki, t) ≈ µi(ki) = νi Pr{ni > 0|ki}, ki = 1, . . . , N − 1. (3)

Note that using (3) it is straightforward to solve the equations forp(ki, t). However, because the values of
µi(ki) for neighboring values ofki tend to be close, the solution can be difficult to evaluate numerically.
Therefore, as a further simplification, we approximate theµi(ki) by the “average” value

µi(ki) ≈ µi = νi Pr{ni > 0|ki < N}. (4)
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With these assumptions, the solution of (1) can be written as

p(ki, t) =
ki∑

j=0

Cj

(µit)
ki−j

(ki − j)!
e−µit, ki = 0, . . . , N − 1, (5)

where theCj are determined from the initial conditions. Equating the timet = 0 with the beginning of
an acknowledgement period, we havep(k = 0, t = 0) = 1 andp(k, t = 0) = 0, for k > 0. This yields
for the probability that there areki messages awaiting acknowledgement at timet

p(ki, t) = (µit)
ki

ki!
e−µit, ki = 0, . . . , N − 1 and p(N, t) = 1 −

N−1∑
ki=0

p(ki, t), ki = N. (6)

From the above equation, we get the probability that there areki messages ready to be freed at ac-
knowledgement time as a simple truncated Poisson distribution with parameterµiT, whereT is the
acknowledgment period. For this solution to be of practical value, we must be able to assess the condi-
tional probability Pr{ni > 0|ki < N} appearing in (4). The exact computation of this probability under
the assumption of a constant acknowledgment period is likely to be as difficult as the solution of the
initial problem so it may seem that we have reached an impasse. It is, however, not very difficult to solve
the model ofFig. 1 for the joint probabilityp(ni, ki) under the assumption of exponentially distributed
acknowledgment period. Details of a fixed-point solution can be found inAppendix A.

We make the assumption that the conditional probability in (4) is not strongly influenced by the
distribution of the acknowledgement period so that we have

Pr{ni > 0|ki < N} ≈ 1 −
∑N−1

ki=0p(ni = 0, ki)∑N−1
ki=0

∑N−ki

ni=0 p(ni, ki)
. (7)

In the above equation,p(ni, ki) is the probability that there areni messages to be processed at the receiver
andki messages ready to be freed assuming that the acknowledgement period is exponentially distributed.

The approximation expressed in (4) yields results that differ only slightly from those obtained using
state-dependent values forµi(ki) (3) but are much easier to evaluate numerically.Fig. 2shows examples
of numerical results obtained using our approach for a set of values of the acknowledgment periodT. The
maximum number of messagesN is limited to 7. The message arrival rate function used in our examples
is λ(n) = α, for n = 0, . . . , N − 1, andλ(N) = 0, whereα is a constant. The mean service time for a
message 1/νi is taken to be 5 ms. We have represented inFig. 2 the expected number of messages freed
each acknowledgment period given by

k̄i =
N∑

ki=1

kip(ki, T). (8)

For comparison, we have included the mean number of messages freed estimated from discrete-event
simulation runs with seven independent replication of 10,000 acknowledgment periods each. We have also
included the value for the mean number of messages freed obtained assuming exponentially distributed
acknowledgment periods (labeledExpon in the figures). The message arrival rates in the figures correspond
to the values ofα in the assumed form ofλ(n). Note the effect of finite buffer space as the acknowledgement
period and the message arrival rate increase, e.g., forα of 100 messages/s andT of 40 ms the average
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Fig. 2. Results with buffer sizeN = 7.

Fig. 3. Results with buffer sizeN = 14.
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Fig. 4. Shape of the distribution of the number of messages cleared.

number of messages freed is clearly below 4. As the message arrival rate goes up, this effect becomes
more apparent.

We observe that our method produces results that deviate from the simulation midpoints by typically
less than 5%. By contrast, the relative errors for exponentially distributed acknowledgment grow as the
duration of the acknowledgment period,T, increases, and attain some 30% in our examples.Fig. 3shows
analogous results for the case when the maximum total number of messagesN is doubled to 14.

It is interesting to note that even when the exponential assumption for the acknowledgment period
produces a value for̄ki not very different from the simulation value, the distributions of the number
of messages freed have a markedly different shape. This is illustrated inFig. 4, where we compare
the distribution obtained under the exponential assumption with the one estimated from discrete-event
simulation, as well as from our approach. It is apparent that our approach more correctly captures the
shape of the distribution for the number of messages freed.

Since our approach to the solution of the model with a constant acknowledgment period relies on the
use of the conditional probability Pr{ni > 0|ki < N} obtained from a memoryless model, we compared
the latter with the values estimated in the simulation. For the parameter values investigated, the relative
difference between the two quantities was typically below 5%.

In the next section, we propose an extension of our approach to the case of multiple receivers.

3. Model with multiple receivers

We now consider the system depicted inFig. 5. The messages arriving from the source are sent si-
multaneously to the set ofr receivers. As before, we denote byni the current number of messages at
receiveri, and byki the number of messages processed by this receiver but not yet cleared. The re-
ceivers are not synchronized, and may process messages at different ratesνi, i = 1, . . . , r. This takes
into account heterogeneous environments, various acknowledgement strategies or different round-trip
times.

At acknowledgement time (i.e., when the time window associated with the bucket expires), only mes-
sages processed by all the receivers may be freed, so that the number of messages acknowledged is given
by m = min(k1, . . . , kr). Note that for all receivers we haveni + ki = n, wheren is the current total
number of messages in the system.
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Fig. 5. Acknowledgement model with multiple receivers.

Consider receiveri, i = 1, . . . , r as represented inFig. 6. The main difference compared with the
situation inFig. 1 is that now, if there areki messages ready to be freed at acknowledgment time, the
number of messages actually freed, denoted bym, can be 0 throughki. Letpm(ni, ki) be the corresponding
conditional probability when there areni messages in processing

pm(ni, ki) = Pr{m messages freed|ni, ki}. (9)

As before, the equations forp(ki, t) are given by (1) so that using approximations (3) and (4) we obtain
again

p(ki, t) =
ki∑

j=0

Cj

(µit)
ki−j

(ki − j)!
e−µit, ki = 0, . . . , N − 1.

This time, not all ready messages are freed at acknowledgement time, and we can express the initial
conditions, needed to determine the constantsCj, as

p(ki, t = 0) =
N−ki∑
m=0

p(ki + m, t = T)pm,ki+m, ki = 0, . . . , N, (10)

wherepm,ki
is the conditional probability thatm messages are freed given thatki are waiting to be freed

pm,ki
= Pr{m messages freed|ki waiting to be freed}, m = 0, . . . , ki. (11)

As in the case of a single receiver, we need the conditional probability Pr{ni > 0|ki < N} to make
use of this solution. Again, we assume that solving the model for an exponentially distributed acknowl-
edgement period will give us a reasonable approximation for the conditional probabilityp(ni|ki) that
there areni messages queued and in service at receiveri given thatki messages are waiting to be
freed.

Fig. 6. Model of a receiver in the case of multiple receivers.
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We need also the probabilitypm,ki
that m messages are freed given thatki are waiting to be freed.

Assume thatpm(ni, ki) is known. Then we can obtainpm,ki
as

pm,ki
=

N−ki∑
ni=0

pm(ni, ki)p(ni|ki), m = 0, . . . , ki. (12)

Denote byp(k1, . . . , kr|n, ki) the probability that there arek1, . . . , kr messages waiting to be freed at the
respective receivers given that there areki messages at receiveri and a total ofn messages in the system.
Note that knowing (n, ki) is equivalent to knowing (ni, ki) so that we can expresspm(ni, ki) as

∑
j �=i

n∑
kj=m

p(k1, . . . , kr|n, ki) if m = ki,

∑
j �=i

n∑
kj=m

p(k1, . . . , kr|n, ki) −
∑
j �=i

n∑
kj=m+1

p(k1, . . . , kr|n, ki) if m < ki. (13)

Our solution of the model ofFig. 6allows us to obtainp(ki|n), the probability that there areki messages
waiting to be freed given the total number of messages, as follows:

p(ki|n) ≈ p(ki, t = T)p(ni = n − ki|ki)∑n
ki=0p(ki, t = T)p(ni = n − ki|ki)

, i = 1, . . . , r. (14)

The numerator in (14) corresponds to the probability that there areki messages waiting to be freed and a
total of n messages in the system, while the denominator expresses the probability ofn messages in the
system. We usep(ki|n) from (14) to approximatep(k1, . . . , kr|n, ki)

p(k1, . . . , kr|n, ki) ≈
r∏

j=1,j �=i

p(kj|n). (15)

This allows us to consider receivers separately, accounting for the presence of other receivers through the
probabilitypm,ki

computed from (12) together with (13)–(15). Since we needpm,ki
to obtainp(ki, t) from

(10), and we needp(ki, t) for pm,ki
in (14), we use a fixed-point iteration. We use the “trivial” distribution

pm,ki
= 1 if m = ki as the starting point. As detailed inAppendix B, we use an analogous approach to

obtain the conditional probabilitiesp(ni|ki) from our model under the assumption of an exponentially
distributed acknowledgment period.

Note that the approximation in (15) amounts to disregarding the knowledge of the number of requests
waiting to be freed in favor of the total number of messages present in the system. Despite the product of
probabilities in (15), our approximation does not amount to assuming that the receivers are independent
since (15) is a product of conditional probabilities. In practice, in the cases investigated, the fixed-point
iterations tend to converge rapidly, and the approach produces reasonably accurate results.

Fig. 7 shows, as an example, the influence of the number of receiversr on the expected number of
messages freed. The message arrival rate inFig. 7 is 200 s−1, and the acknowledgment period is set to
20 ms. All receivers are assumed to be statistically identical, and other model parameters have the same
values as inFig. 2. Simulation results, as well as results obtained assuming exponentially distributed
acknowledgment period are included for comparison.
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Fig. 7. Effect of the number of receivers.

We note that the relative difference between simulation results and those obtained from our approach
tends to be confined to the 5–10% range. As the number of receivers grows, the relative error grows
slightly. In addition, with larger number of receivers, our approach reproduces less accurately the shape
of the distribution of the number of messages freed. This is illustrated inFig. 8. Intuitively, one expects
the average number of messages freed to decrease as the number of receivers increases. It is interesting
to observe that, for a set of statistically identical receivers, this decrease is quite slow. This is similar to
the observation in[30]. Note that a more rapid decrease can be expected in a real network due to ACK
implosion.

In a recent paper, Chaintreau et al.[31] consider the throughput degradation with multiple receivers
resulting from the variability of network delays. They show that, for light tailed random delays, the
throughput decreases proportionally to the inverse of the logarithm of the number of receivers.

Fig. 9shows an example of our results with two non-homogeneous receivers. The message arrival rate
is 200 s−1 and the acknowledgement period is set to 20 ms. The mean service time of receiver 1 is kept
at 5 ms while we increase the mean service time for receiver 2. With non-homogeneous receivers, our
fixed-point iteration tends to converge to slightly different results in terms of the distribution of number
of messages freed for each receiver class. The differences are typically only a few percent, and we report
the average over receiver classes as the analytical result for the model with a constant acknowledgement
period. We also show the shape of the distribution of the number of messages cleared when the mean
service time of receiver 2 is 7 ms. Again, we observe that our approximation produces values within a
few percent of simulation results.

Fig. 8. Distribution of the number of messages cleared with multiple receivers.
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Fig. 9. Results with non-homogeneous receivers.

4. Conclusions

We have considered a model of a fork–join system with possibly non-homogeneous servers where
messages processed by all the servers are periodically acknowledged and cleared. The model arises in
the study of a multicast protocol. Even without the delayed clearing of processed jobs, no closed-form
solution exists for the general case. We have presented a method that allows us to consider each server
(receiver) separately while accounting for the presence of other receivers through partial clearing of
messages at acknowledgement time. We are able to obtain a simple approximate solution for the number
of messages cleared each period. The approximation uses the results of the solution of a similar model
with exponentially distributed acknowledgments in the differential equations for the number of messages
processed by a receiver. Comparisons with simulation results illustrate the accuracy of the proposed
approach. Our analysis is based on a specific multicast protocol, and we recognize that other protocols
are likely to require a different analysis and different optimization criteria. It is our hope that the approach
presented can be used as a good starting point for analytical models of multicast communication.
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Appendix A. Solution of the exponential model for a single receiver

Let x(ni) = 1 if ni > 0 and 0 otherwise. The balance equations for the probabilityp(ni, ki) that there
areni messages to be processed at the receiver andki messages awaiting to be freed are given by

p(ni, ki)[λ(n) + τ + x(ni)νi] = x(ni)p(ni − 1, ki)λ(n − 1) + p(ni + 1, ki − 1)νi,

ki = 1, . . . , N, ni = 0, . . . , N − ki,

p(ni, 0)[λ(n)+x(ni)νi] = x(ni)p(ni − 1, 0)λ(n − 1) +
N∑

ki=1

p(ni, ki)τ, ni = 0, . . . , N − 1, (A.1)
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wheren = ni + ki andτ = 1/T . Consider the marginal probabilityp(ni) and letβ(ni)

β(ni) =
N−ni−1∑

ki=0

p(ki|ni)λ(ni + ki), (A.2)

p(ni) can be expressed as

p(ni) = 1

G

ni∏
j=1

β(j − 1)

νi

. (A.3)

Using the fact thatp(ni, ki) = p(ni)p(ki|ni) together with (A.3) we readily transform the balance
equations (A.1) into equations for the conditional probabilityp(ki|ni). Noting that we must
have

N−ni∑
ki=0

p(ki|ni) = 1 ∀ni = 0, . . . , N, (A.4)

we can solve the equations forp(ki|ni) through fixed-point iteration. We use the superscriptj to refer to
values at thejth iteration. Considering the equations in the order of increasingni, we have

p(0|0) = τ

λ(0) + τ
, (A.5)

pj(ki|0)[λ(ki) + τ] = pj−1(ki − 1|1)βj(0), ki = 1, . . . , N, (A.6)

pj(0|ni)[λ(ni) + νi] = [1 − pj(0|ni)]τ + pj(0|ni − 1)λ(ni − 1)νi

βj(ni − 1)
, ni = 1, . . . , N − 1,

(A.7)

pj(ki|ni)[λ(ni + ki) + τ + νi] = pj(ki|ni − 1)λ(ni + ki − 1)νi

βj(ni − 1)
+ pj−1(ki − 1|ni + 1)βj(ni),

ni = 1, . . . , N − 1, ki = 1, . . . , N − ni. (A.8)

Although we do not have a proof of convergence, in practice, the proposed iterative scheme has converged
for all the examples considered within a small number (low tens) of iterations.

Appendix B. Solution of the exponential model with multiple receivers

We now consider the system ofFig. 6under the assumption that the acknowledgment period is expo-
nentially distributed with average timeT = 1/τ. The balance equations forp(ni, ki) are given by
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p(ni, ki)

[
λ(n) + x(ni)νi + t

ki∑
m=1

pm(ni, ki)

]

= x(ni)p(ni − 1, ki)λ(n − 1) + p(ni + 1, ki − 1)νi

+ τ

N−(ni+ki)∑
m=1

p(ni, ki + m)pm(ni, ki + m), ki = 1, . . . , N, ni = 0, . . . , N − ki,

p(ni, 0)[λ(n) + x(ni)νi] = x(ni)p(ni − 1, 0)λ(n − 1)

+ τ

N−ni∑
m=1

p(ni, m)pm(ni, m), ni = 0, . . . , N − 1. (B.1)

As in the case of a single receiver considered in the preceding section, the marginal probabilityp(ni) is
given by (A.3) with (A.2). This allows us to transform (B.1) into equations forp(ki|ni), the conditional
probability that there areki messages waiting to be freed givenni. The resulting equations can be solved
though an iterative scheme as follows (the superscript refers to the iteration number)

pj(ki|ni)

[
λ(n) + νi + x(ki)τ

ki∑
m=1

pm(ni, ki)

]

= x(ni)p
j(ki|ni − 1)λ(n − 1)

νi

βj(ni − 1)
+ x(ki)p

j−1(ki − 1|ni + 1)βj(ni)

+ τ

N−(ni+ki)∑
m=1

pj(ki + m|ni)pm(ni, ki + m), ni = 0, . . . , N − 1, ki = 0, . . . , N − ni. (B.2)

We have
∑N−ni

ki=0 p(ki|ni) = 1 ∀ni = 0, . . . , N − 1. In our iterative solution, we consider the above
equations in the orderki = N − ni, . . . , 0 for ni = 0, . . . , N − 1. Having solved forp(ki|ni) andp(ni),
it is straightforward to obtainp(ki|n), the conditional probability thatki messages are waiting to be
freed given that there aren messages in the system. We then use (13) together with (15) to compute
approximatelypm(ni, ki), the probability thatm messages are freed givenni andki.

Since we needpm(ni, ki) to computep(ki|ni), we use a fixed-point iteration, starting with a “trivial”
setting forpm(ni, ki), viz. pm(ni, ki) = 1 if m = ki, and 0 otherwise. In all the examples considered, this
fixed-point scheme has converged within a low to moderate number of iterations.
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