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Abstract

We propose a novel valuation-based approach for analyzing con"ict-free Petri nets. The basic idea is to associate a natural
number, called the valuation, to each marking in the Petri net. If the set of markings of zero valuation is forward closed,
then the valuation along any Petri net computation is nonincreasing, and in many cases, has the tendency to move towards
zero valuation. Using the valuation-based method, we demonstrate a number of problems for con&ict-free Petri nets to be
decidable. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

In spite of their popularity and usefulness in mod-
eling concurrent systems, Petri nets remain one of the
least understood computational models analytically.
Analyzing the behaviors of Petri nets, in many cases,
is a costly endeavor. Because of this, an important
research direction in the study of Petri nets is to de-
vise new analytical techniques, in hope of a better un-
derstanding of the intricate nature of Petri nets. As a
step in this direction, in this article we propose a new
technique, called the valuation method, for analyzing
various problems for con"ict-free Petri nets. A Petri
net is con"ict-free if every place which is an input of
more than one transition is on a self-loop with each
such transition [4]; hence, once a transition becomes
enabled, the only way to disable the transition is to
Bre the transition itself. The class of con&ict-free Petri
nets properly contains that ofmarked graphs, in which
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each place of the Petri net has one input and output
transitions exactly [5,6]. Given a con&ict-free Petri net
P, the idea is to associate a value in N ∪ {∞} (N is
the set of natural numbers) with each marking in P.
Such a value is called the valuation of the marking.
If the set of markings of zero valuation is forward
closed, then the valuation along any Petri net com-
putation is nonincreasing, and in many cases, has the
tendency to move towards the ground level (i.e., val-
uation zero). Our valuation function is deBned based
upon the shortest path criterion. Once the set of mark-
ings of zero valuation is given, the valuation of a mark-
ing is the length of the shortest computation from the
marking to the ground level. (If the ground level is not
reachable, then the valuation is ∞.) As we shall see
later, in our analysis we actually do not compute the
valuation function; instead, the above strategy merely
serves as a foundation using which certain proper-
ties (including deadlock, fair nontermination, home
state, ( fair) self-stabilization, and fair controllabil-
ity) of con&ict-free Petri nets are veriBed. To a cer-
tain degree, the basic idea of our valuation method is
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analogous to the use of Lyapunov functions in stabil-
ity analysis. See also [7] for work on valuation-based
methods for the semantics of languages.
The main contribution of this work lies in the

development of a valuation-based approach through
which necessary and suHcient conditions for a vari-
ety of properties concerning con&ict-free Petri nets
are established in a uniBed framework. Although
con&ict-free Petri nets constitute a small subclass with
limited modeling capabilities and one might argue that
due to the structural simplicity of con&ict-free Petri
nets the results obtained in Section 3, could be derived
using alternate proof techniques (for example, those
summarized in [1]), we feel that our valuation-based
approach is of theoretical interest and deserves further
investigation. Our approach oIers an umbrella under
which several interesting Petri net problems are
answered in a clear and uniBed framework. It is also
interesting to investigate potential applications (not
limited to con&ict-free Petri nets) of our valuation-
based methodology. More will be said about this in
our subsequent discussion.
The remainder of this paper is organized as fol-

lows: Section 2 gives the basic deBnitions of Petri nets
and the problems under investigation. In Section 3,
we study the basic theory behind our valuation-based
approach for con&ict-free Petri nets, and then demon-
strate how such an approach can be used as a uniBed
tool for solving those problems deBned in Section 2.

2. Preliminaries

Let N denote the set of nonnegative integers, and
Nk the set of vectors of k nonnegative integers.
A Petri net (PN, for short) is a 3-tuple (P; T; ’),
where

• P is a Bnite set of places,
• T is a Bnite set of transitions, and
• ’ is a "ow function ’: (P×T )∪(T×P)→ {0; 1}.

In this paper, k is reserved for |P| (the number of
places in P). A marking is a mapping � :P → N . A
transition t ∈T is enabled at a marking � iI for every
p∈P, ’(p; t)6 �(p). In a PN (P; T; ’), a transition
t may 9re at a marking � if t is enabled at �; we then
write � t→�′, where �′(p) = �(p)− ’(p; t) + ’(t; p)

for all p∈P. (We also write � → �′ to denote the
reachability of �′ from � in one step.) A sequence of
transitions 
 = t1 : : : tn is a 9ring sequence from �0
in a PN iI �0

t1→�1 t2→· · · tn→�n for some sequence of
markings �1; : : : ; �n; we also write �0


→�n. In a PN, we
write �0


→ to denote that 
 is enabled and can be Bred
from �0, i.e., �0


→ iI there exists a marking � such
that �0


→�. An inBnite sequence 
 is a Bring sequence
from �, written as � 
→, iI for every Bnite preBx 
′ of

, � 


′
→. We write � ∗→�′ to denote the existence of a

Bring sequence 
 such that � 
→�′.
The reachability set of a PN P with respect to ini-

tial marking �0 is the set R(P; �0) = {� |�0 
→� for
some 
∈T ∗} . Given a set of markings S, the succes-
sor (resp., predecessor) of S, written as succ(S) (resp.,
pred(S)), is the set {� | ∃t ∈T; �′ ∈ S; �′ t→�} (resp.,
{� | ∃t ∈T; �′ ∈ S; � t→�′}). Let pred∗ (resp., succ∗)
be the re&exive and transitive closure of pred (resp.,
succ). (That is, succ∗(S) = {� | ∃�′ ∈ S; �′ ∗→�}, and
pred∗(S) = {� | ∃�′ ∈ S; � ∗→�′}.) The sets succ∗(S)
and pred∗(S) will be referred to as the forward reach-
ability set and the backward reachability set of S,
respectively. Notice that R(P; �0) = succ∗({�0}). A
set of markings S is said to be forward closed if
∀�∈ S;∀t ∈T; � t→�′ implies �′ ∈ S. An inBnite com-
putation �1

t1→�2 t2→· · · �i ti→�i+1 · · · is fair if for ev-
ery transition t, if t is enabled at inBnitely many �il
(l¿ 1), then there exist inBnitely many jl (l¿ 1)
such that tjl = t. (In words, if a transition is enabled
inBnitely many times, then the transition must occur
inBnitely often as well.) See, e.g., [5,6] for more about
Petri nets and their related problems.
For ease of expression, the following notations will

be used throughout the rest of this paper. Let 
; 
′ be
transition sequences, and t be a transition.

• #
(t) represents the number of occurrences of t in

.

• Tr(
) = {t | t ∈T; #
(t)¿ 0}, denoting the set of
transitions used in 
.

• 
 ·− 
′ is deBned inductively as follows. Suppose

′ = t1 : : : tn. Let 
0 be 
. If ti is in 
i−1, let 
i
be 
i−1 with the leftmost occurrence of ti deleted;
otherwise, let 
i = 
i−1. Finally, let 
 ·− 
′ = 
n.
For example, if 
 = t1t2t3t4t5 and 
′ = t4t3t1, then

 ·− 
′ = t2t5.
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For Bring sequences 
 and 
′, 
′ is said to be a rear-
rangement of 
 if #
(t) = #
′(t)∀t ∈T .
In this paper, we focus on the following problems:

• The deadlock problem: Given a PN P, compute
the set DL(P) = {� | there does not exist an inB-
nite computation from �}. (That is, DL(P) con-
tains those markings from which all computations
eventually terminate.)

• The fair nontermination problem: Given a PN P
and a set of markings S (called the termination
set), compute the set FNT(P; S) = {� | there exists
a fair inBnite computation � 
→ avoiding S}. (That
is, FNT(P; S) contains those markings from which
fair nonterminating computations (i.e., avoiding S)
of inBnite length exist.)

• The home state problem: Given a PN P, a mark-
ing � is said to be a home state with respect to
a marking �0 if ∀�′ ∈R(P; �0), �′ ∗→�. The home
state problem is that of, given a PN P and a mark-
ing �, computing the set HS(P; �) = {�0 |� is a
home state with respect to �0}.

• The self-stabilization and the fair self-stabilization
problems: Given a PN P with initial marking
�0, a computation 
 from marking �1 is said to
be nonself-stabilizing iI one of the following
holds:
(1) 
 (�1 → �2 → · · · → �m, for some m) is Bnite

such that �m is a ‘dead’ marking (i.e., �m has no
immediate successor in P) and �m �∈ R(P; �0),
or

(2) 
 (�1 → �2 → · · · → �i → · · ·) is inBnite such
that ∀i¿ 1; �i �∈ R(P; �0).

The self-stabilization problem is to compute the
set SS(P; �0) = {� | none of the computations
emanating from � is nonself-stabilizing}. Fair
nonself-stabilizing computations are similar to
nonself-stabilizing ones except that Condition (2)
above is replaced by

(2′) 
 (�1 → �2 → · · · → �i → · · ·) is inBnite and
fair such that ∀i¿ 1; �i �∈ R(P; �0).

The fair self-stabilization problem is to compute
the set FSS(P; �0) = {� | none of the computations
emanating from � is fair nonself-stabilizing}.

• The fair controllability problem: A controlled PN
is simply a PN (P; T; ’) with its T partitioned into
Tc (the set of controllable transitions) and Tu (the

set of uncontrollable transitions). A control policy
is a mapping Nk → 2Tc . (What it means is that at
each marking, the control policy selects a subset of
controllable transitions from which the next transi-
tion to Bre must come, unless the next transition is
an uncontrollable transition.) A control policy h is
said to be fair if along every inBnite path, if a t ∈Tc
is enabled inBnitely often, then h must select t in-
Bnitely many times along the path. With respect to
a control policy h, an inBnite path 
: �1 → �2 →
· · · is fair if for every transition t, if t is included
and enabled in inBnitely many h(�i), then t must
be Bred inBnitely often along 
. The fair control-
lability problem is that of, given a controlled PN
and a set S of forbidden markings, computing the
set FC(P; S) = {� | there exists a fair control pol-
icy h such that from � all the fair inBnite compu-
tations under h always avoid S regardless of how
such computations are interleaved with transitions
in Tu}. Intuitively, FC(P; S) represents the set of
markings from which the computation can be con-
trolled in a fair fashion to stay away from S. The
interested reader is referred to [2] for more about
controlled Petri nets and the related issues.

As fairness is frequently used as a qualitative mea-
sure to capture the notion of a quantitative measure
of ‘something happens with probability one’, our
fairness-related results are applicable to probabilistic
con&ict-free PNs (in which a probability is assigned
to the Bring of an enabled transition) with respect
to questions like ‘reaching a deadlock with probabil-
ity one’, ‘self-stabilized with probability one’, and
more.

3. Analysis of con�ict-free Petri nets using the
valuation method

Given a PN P = (P; T; ’), a valuation function f
is a mapping Nk → N ∪ {∞}, i.e., f maps each
marking � to a number in N ∪ {∞}. (The value of
f(�) is called the valuation of marking �.) A valuation
function f is said to bemonotone if for every marking
�, if � t→�′ (for some marking �′ and transition t),
then f(�)¿f(�′). It is obvious that if f is monotone
and � 
→�′ (where 
∈T ∗), then f(�)¿f(�′).
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In this paper, we mainly focus on the following
subclass of Petri nets:

(i) |p•|6 1, or
(ii) ∀t ∈p•, t and p are on a self-loop (i.e., t ∈ (p•∩•

p)),

where p•={t |’(p; t)¿ 0} (resp., •p={t |’(t; p)¿
0}) represents the set of output (resp., input) transi-
tions of place p. In words, a PN is con&ict-free if
every place which is an input of more than one tran-
sition is also an output of each such transition [4]. In
a con&ict-free PN, once a transition becomes enabled,
the only way to disable the transition is to Bre the
transition itself. (That is ∀t; t′ ∈T , t �= t′, � t→�′ and
� t

′
→ implies �′ t

′
→.) In fact, it has been shown in [4]

that suppose 
 and � are two Breable sequences (at
a marking �) in a con&ict-free PN, then 
 · (� ·− 
)
is Breable at � as well. A direct consequence of the

above is that if � 
→; � �→ and Tr(
) ∩ Tr(�) = ∅, then
� 
�→.

Example 1. Fig. 1 illustrates a con&ict-free PN de-
scribing a system consisting of m producers and one
consumer. (Notice that Fig. 1 is not a marked graph.)
The ith producer iterates a loop consisting of a se-
quence of two actions, produce (denoted pi) followed
by send (denoted by si), whereas the consumer iter-
ates a loop containing the actions of receive (denoted
by r) and consume (denoted c). With respect to a pro-
ducer, the number of produces is never less than that
of sends and never exceeds the number of sends by
more than one in any computation. In addition, the
number of receives can never exceeds the total num-
ber of sends. Thus, if we let the alphabet of the sys-
tem be �= {pi; si | 16 i6m} ∪ {r; c}, the system’s
behaviors can be captured by the following sequential
language, which contains all strings 
 such that

• #
(si)6 #
(pi)6 #
(si) + 1 for 16 i6m,
• #
(c)6 #
(r)6 #
(c) + 1,
• #
(r)6

∑
16i6m #
(si).

Given a con&ict-free PN P= (P; T; ’) and a set of
markings S, the following valuation function f will be
used throughout the rest of this paper: f(�) is deBned
to be the length of the shortest path from � to a marking

in S; if � cannot reach S, f(�) is ∞. Notice that
∀�∈ S; f(�) = 0 (i.e., S deBnes the set of markings
of zero valuation). What follows is another way to
view such a valuation function. We partition Nk into a
sequence of disjoint sets of markings U0; U1; : : : ; U∞
such that

U0 = S;

U1 = (pred(U0))− U0;
· · ·

Ui = (pred(Ui−1))−

 ⋃
j=0;:::; i−1

Uj


 ; i¿ 1;

U∞ = Nk −

⋃
j¿0

Uj


 :

It is not hard to see that f(�) = i iI �∈Ui.
Before getting into the details of our analysis, we

require a few lemmas concerning con&ict-free PNs as
well as the valuation function deBned above.

Lemma 3.1. Given a con"ict-free PN P and a
forward-closed set S; let f be the valuation function
based upon the shortest path criterion de9ned above.
The following hold:

(1) f is always monotone; i.e.; for every mark-
ings �; �′ and transition t; � t→�′ implies
f(�)¿f(�′).

(2) For an arbitrary � and a path � �→�′′; if � 
→�′
(�′ ∈ S) is one of the shortest paths reaching
S and Tr(�) ∩ Tr(
) �= ∅; then f(�′′)¡f(�).
What this statement says is that if � uses some
transition(s) belonging to the shortest path to S;
then � will constitute a drop in valuation.

Proof. We Brst consider (1). It suHces to show that
� t→�1 implies f(�)¿f(�1). Consider the following
cases:

(a) (f(�) =∞) In this case; f(�1) =∞; otherwise;
� t→�1 ∗→�′′; �′′ ∈ S; violating the assumption that
f(�) =∞.

(b) (0¡f(�)¡∞) Let � 
→�′(�′ ∈ S) be one of the
shortest paths reaching S. Consider two cases:
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Fig. 1. A con&ict-free Petri net modeling a system of m producers and one consumer.

(i) t �∈ Tr(
). Since the PN is con&ict-free; t
is enabled at �′. Suppose �′ t→�′′; for some
�′′ ∈ S (since S is forward-closed). Clearly;
�1


→�′′; yielding f(�1)6f(�).
(ii) t ∈Tr(
). Suppose � 
1→�2 t→�3 
2→�′ (for

some �2; �3); where 
 = 
1t
2 and t is not
in 
1. Again due to the con&ict-freedom
property of the PN; �1


1→�3 
2→�′; hence;
f(�1)6f(�)− 1.

Fig. 2 illustrates the monotone property of the valua-
tion function for paths in a con&ict-free PN.
Now consider (2). Due to the assumption that

Tr(�) ∩ Tr(
) �= ∅, there must exist a transition t ∈T
such that

• 
=
1t
2 and � 
1→�1 t→�2 
2→�′ for some 
1, 
2 ∈T ∗,
and markings �1 and �2,

• �= �1t�2 and ��1 R� t→ R�1
�2→�′′ for some �1, �2 ∈T ∗,

and markings R� and R�1,
• t �∈ Tr(
1), t �∈ Tr(�1), and
• Tr(�1) ∩ Tr(
) = ∅.

That is, t is chosen to be the Brst occurrence of a tran-
sition along � that is also in 
. Notice that f(�)=1+
|
1
2|, since 
 is assumed to be one of the shortest

Fig. 2. Paths and the associated valuations.

paths reaching S. From the selection of t and PN P
being con&ict-free, we immediately have the follow-
ing (see Fig. 3):

(i) 
1 is enabled at R�1 (because Tr(
1)∩Tr(�1t)=∅);
let R�1


1→ R�2 for some R�2,

(ii) �2
�1→ R�2 (because Tr(�1) ∩ Tr(
1t) = ∅),
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Fig. 3. Illustration of the proof of Lemma 3.1.

Fig. 4. A non-con&ict-free Petri net.

(iii) �′ �1→ R�′, for some R�′ ∈ S (because Tr(�1) ∩
Tr(
) = ∅),

(iv) R�2

2→ R�′ (because Tr(�1) ∩ Tr(
2) = ∅).

From cases (i) and (iv) above, we have R�1

1
2→ R�′;

hence, f( R�1)6 |
1
2|=f(�)−1. Using the result of
(1) (i.e., f being monotone) and the fact that R�1

�2→�′′,
we have f(�′′)6f( R�1)¡f(�); as a result, (2)
follows.

It should be noticed that being con&ict-free plays an
important role in Lemma 3.1 as the following example
indicates. Consider a non-con&ict-free PN P shown
in Fig. 4. (In P, t and t′ are in con&ict with each

other.) The initial marking is (1; 0; 0; 0) (i.e., one token
in p1 while p2; p3; and p4 are empty) and suppose
S = {(0; 0; 0; 1)}, which is clearly forward-closed as
none of the transitions is enabled in S. From the easy

fact that f((1; 0; 0; 0))=1, (1; 0; 0; 0) t
′
→(0; 1; 0; 0) and

f(0; 1; 0; 0) = 2, the monotonicity property does not
hold for P.
At Brst glance, it appears that our valuation-based

approach resembles that of the so-called stubborn set
method reported in [8]. The idea behind the stubborn
set method is to narrow the set of transitions to be ex-
panded next in the process of a search. Conceptually,
the stubborn set guides the computation to its destina-
tion in a faster and more intelligent fashion. Suppose
Ts is a function that maps each non-deadlock marking
� to a set of transitions Ts(�) (called a dynamically
stubborn set) such that

(D1) If t ∈Ts(�) and t1; : : : ; tn �∈ Ts(�), then �t1···tnt→ �′

implies �
tt1···tn→ �′.

(D2) There exists a t ∈Ts(�) such that if t1; : : : ; tn �∈
Ts(�) and �

t1···tn→ �′, then �′ t→.

The above (D1) and (D2) are the basic conditions of
the stubborn set method under which deadlock detec-
tion can be faithfully carried out in the reduced state
space [8]. In subsequent research, a number of addi-
tional conditions have been introduced in order to cope
with a variety of Petri net properties such as liveness,
fairness, and more.
On the surface, Conditions (D1) and (D2) seem to

suggest the legitimacy of rearranging the Bring order
of certain transitions, resembling a key property of

con&ict-free PNs (i.e., for t �= t′, � t→ and � t
′
→ imply

� tt
′

→). By a careful examination, it becomes apparent
that neither (D1) nor (D2) is suHcient to guarantee
that every enabled transition remains enabled until it
is executed—a key for which our subsequent analysis
relies.
Now we are in a position to reason about the list of

problems mentioned in Section 2 in the framework of
the valuation method.

Theorem 3.2. Given a con"ict-free PN P=(P; T; ’);
let S= {� | ∀t ∈T; t is disabled at �} (i.e.; S is the set
of all dead markings). �∈DL(P) i> �∈ pred∗(S).
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Proof. First notice that S is forward-closed. We let
f(�) = 0 ∀�∈ S. Clearly; if � �∈ pred∗(S); then there
exists an inBnite path from �. The only-if part fol-
lows. Now we show the if part. Suppose �∈ pred∗(S).
Let � 
→�′ ∈ S be one of the shortest paths reaching
some marking in S (guaranteed by the assumption that
�∈ pred∗(S)). Now for every transition t Breable at
�; we claim that if � t→�′′; then f(�′′)¡f(�). To
see this; Brst observe that t must be in 
; otherwise; t
remains enabled at �′—violating the assumption that
S being the set of dead markings. It follows from [4]

that � t→�′′ 

′

→�′ for some sequence 
′ such that t
′ is
a rearrangement of 
. Hence; f(�′′)¡f(�) (due to
the deBnition of the valuation function f). By repeat-
ing the above argument; the valuation decreases as the
computation advances. A marking of zero valuation
must be reached eventually.

Theorem 3.3. Given a con"ict-free PN P=(P; T; ’)
and a forward-closed set S; �∈FNT(P) i> � �∈
(DL(P) ∪ pred∗(S)).

Proof. We let f(�) = 0 ∀�∈ S. If � �∈ (DL(P) ∪
pred∗(S)); at every marking reachable from �; every
enabled transition can be taken without being blocked
or entering S; hence; there exists a fair nonterminat-
ing inBnite path from �. The if-part follows. Now we
show the only-if part. According to Theorem 3.2; all
computations from DL(P) eventually get blocked. It
suHces to consider the case �∈ pred∗(S). If � has a
fair nonterminating path; then there must exist a mark-
ing �1 and sequences 
1 and 
2 such that �


1→�1 
2→;
f(�)¿f(�1)¿ 0 and �1


2→ is fair along which the
valuation never drops. Let �1

t1t2···ti→ �′(�′ ∈ S) be one
of the shortest paths reaching some marking in S.
The fairness assumption ensures that t1 ∈Tr(
2);
otherwise; t1 would have been enabled inBnitely of-
ten without being Bred. By Lemma 3.1; the valuation
along 
2 eventually drops—a contradiction. As a
consequence; all inBnite computations from � are
unfair.

Theorem 3.4. Given a con"ict-free PN P=(P; T; ’)
and an initial marking �0; if every in9nite compu-
tation �0


→ satis9es {t | t occurs inBnitely often in

}= T ; then �∈SS(P; �0) i> �∈ pred∗(R(P; �0)).

Proof. It is obvious that if � �∈ pred∗(R(P; �0)); then
� cannot be in SS(P; �0). Now it suHces to prove the
if-part; i.e.; �∈ pred∗(R(P; �0)) ⇒ �∈SS(P; �0).
Suppose; in contrast; that �∈ pred∗(R(P; �0)) yet
� �∈ SS(P; �0). According to Lemma 3.1; there
exists an inBnite path from �: � 
1→�1 
2→ such that
f(�)¿f(�1)¿ 0 and the valuation along �1


2→
remains f(�1). Let �1

�→�′ be one of the short-
est paths reaching some marking in R(P; �0). If
Tr(�) ∩ Tr(
2) �= ∅; then the valuation along 
2 must
eventually drop below f(�1) (Lemma 3.1); which is
a contradiction. Suppose Tr(�) ∩ Tr(
2) = ∅; then 
2
is Breable at marking �′ (con&ict-freedom property);
implying that Tr(
2)=T—again a contradiction. Our
lemma follows.

It is interesting to see whether the valuation method
remains useful when the condition “{t | t occurs in-
Bnitely often in 
}=T” is removed from the statement
of the above theorem.

Theorem 3.5. Given a con"ict-free PN P=(P; T; ’)
and an initial marking �0; �∈FSS(P; �0) i>
�∈ pred∗(R(P; �0)).

Proof. Clearly; R(P; �0) is forward-closed. We
let the valuations of those markings in R(P; �0)
be zero. If � �∈ pred∗(R(P; �0)); none of the (B-
nite or inBnite) computations can reach R(P; �0);
hence; � �∈ FSS(P; �0). On the other hand; if
�∈ pred∗(R(P; �0)); then following an argument
similar to the proof of Theorem 3.2; all the fair
inBnite computations must eventually reach a mark-
ing of zero valuation; i.e.; reaching R(P; �0). Hence
�∈FSS(P; �0).

Theorem 3.6. Given a con"ict-free PN P=(P; T; ’)
and a marking �; �′ ∈HS(P; �) i> R(P; �) ⊆
pred∗({�}) and �′ ∈ pred∗(R(P; �)).

Proof. A necessary condition for � to be a home
state is that ∀�′ ∈R(P; �); �′ ∗→�; which is ensured
by R(P; �) ⊆ pred∗({�}) (That is; P is reversible
with respect to initial marking �.) We then assign
zero to the valuation of each marking in R(P; �);
which is clearly a forward-closed set. For each
�′ ∈ pred∗(R(P; �)); f(�′)¡∞ and if �′ ∗→�′′; then



394 H.-C. Yen / Systems & Control Letters 45 (2002) 387–395

f(�′′)6f(�′) (Lemma 3.1); implying that �′′ can
reach some marking in R(P; �). Our result follows as
P is reversible with respect to �.

Theorem 3.7. Given a controlled con"ict-free PN
P = (P; Tu ∪ Tc; ’) and a forward-closed set S of
forbidden markings; �∈FC(P; S) i> � �∈ pred∗(S).

Proof. It is obvious that if � �∈ pred∗(S); any com-
putation from � (regardless of whether it is controlled
or not) never encounters S. It suHces to show that
if �∈ pred∗(S); then any fair computation has the
tendency to move towards S; in spite of the pres-
ence of a fair control policy. Suppose; to the contrary;
that � 
→ were an inBnite computation which never
visits S. It is clear that 
 can be decomposed into
�0
1�1 · · · 
m�m
m+1 such that �0; �1; : : : ; �m ∈ (Tu)∗;

1; : : : ; 
m ∈ (Tc)∗; and 
m+1 is an inBnite computa-
tion consisting of transitions from Tc. (As transitions
in Tu cannot be controlled by the control policy; one
may view the �0; �1; : : : ; �m segments as the steps per-
formed by an ‘adversary’ trying to force the computa-
tion into S. This explains why the inBnite suHx com-
putation 
m+1 is assumed to use transitions in Tc only.)
Using an argument parallels to the proof of Theorem
3.3; 
m+1 must eventually enter S under the fairness
assumption.

The following known result serves as a vehicle for
us to compute the forward and backward reachability
sets, which play a vital role in using the valuation
method as our earlier theorems show.

Lemma 3.8 (Howell et al. [3]). Given a con"ict-free
PN P = (P; T; ’); we can construct in nondetermin-
istic polynomial time a system of linear inequali-
ties L(P; �0; �) in such a way that �∈R(P; �0) i>
L(P; �0; �) has an integer solution. Furthermore;
L(P; �0; �) remains linear even if �0 and � are re-
placed by variables. (The reader is referred to Lemma
4:3 in [3] for a detailed description of the system of
linear inequalities associated with L(P; �0; �):)

What Lemma 3.8 says is that checking reachability
for con&ict-free PNs can be equated with solving the
integer linear programming problem, which is known
to be in NP. It is important to point out that, as �0
and � can be regarded as variables, the forward and

backward reachability sets are readily expressible in
terms of integer linear programming.
Theorems 3.2–3.7, in conjunction with Lemma 3.8,

immediately yield the following result.

Theorem 3.9. Given a con"ict-free PN P and a
forward-closed set S expressible in integer linear
programming; the following sets are computable:
DL(P); FNT(P; S); HS(P; �); SS(P; �0) (assuming
P satis9es the condition stated in Theorem 3:4);
FSS(P; �0); and FC(P; S).

In our future study, it is of interest to investigate
potential applications (not limited to con&ict-free Petri
nets) of our valuation-based methodology. As a step
in that direction, consider the forbidden state problem
in supervisory control. Consider a k-place controlled
PN P with its transition set partitioned as Tu and Tc.
Let �0 be the initial marking and S (⊆ Nk) be the set
of forbidden markings. The forbidden state problem
is to determine whether there exists a control policy
such that none of the computations of P from �0 ever
encounters a state in S. Recall that a control policy
is a mapping from Nk to 2Tc . A control policy h is
said to be live provided that for every marking �, if
all the enabled transitions at � are controllable, then
h(�) �= ∅. What it says is that the control policy is not
allowed to turn � into a dead making by disabling all
potentially Breable controllable transitions. Now we
consider the following slightly generalized forbidden
state problem of computing FSP(P; S) = {�| there
exists a live control policy such that from �, none
of P’s computations reaches a state in S}. In what
follows, we demonstrate how an idea similar to our
valuation-based approach is applicable to computing
FSP(P; S).
We partition Nk into a sequence of (possibly inB-

nite) disjoint sets of markings U0; U1; : : : ; and (Nk −⋃
i¿0 Ui) such that

(1) U0 = S, and
(2) ∀16 i, �∈Ui iI there exist a marking �′ and a


∈T ∗
u such that

(a) � 
→�′,
(b) ∀t enabled at �′, t ∈Tc, and
(c) if �′ t→�′′ (for some marking �′′), then

�′′ ∈Uj, for some j¡ i.



H.-C. Yen / Systems & Control Letters 45 (2002) 387–395 395

In words, from �′ all the outgoing transitions are
controllable and each of such transitions leads to
a marking in a Uj of a lower index.

Suppose we deBne a valuation functionf to bef(�)=
i, if �∈Ui; otherwise, f(�)=∞. It is not hard to see
that under every live control policy, if f(�)= i (�=∞)
then there is a computation � 
→�′, for some �′ ∈ S,
such that along 
 the valuation gradually decreases till
a marking in S is reached. As a consequence, no live
control policy can keep the computation from reach-
ing S should the computation begin at a marking in⋃
i¿0 Ui. With this observation, we can conclude im-

mediately that FSP(P; S) = Nk −⋃
i¿0 Ui.

It should, however, be noted that the above strategy
is by no means a panacea for solving the forbid-
den state problem. The partition of Nk into Ui; i¿ 0
may be inBnite and may not even be eIectively
constructible. A natural question to ask is: are there
nontrivial models (of practical interest) for which the
partition is guaranteed to be Bnite and eIectively con-
structible? Another direction of future research is to
see whether a symbolic approach can be incorporated
into the above valuation-based strategy to accelerate
the computation of the set FSP in real applications.
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