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Abstract

The I/0 access patterns of many parallel applications sbasaccesses to a large number of small, noncontiguous
pieces of data. If an application’s I/O needs are met by ngakiany small, distinct 1/0 requests, however, the 1/10
performance degrades drastically. To avoid this problerR]-MD allows users to access noncontiguous data with
a single 1/0 function call, unlike in Unix I/O. In this papexe explain how critical this feature of MPI-1O is for
high performance and how it enables implementations toopmroptimizations. We first provide a classification
of the different ways of expressing an application’s I/Ode&s MPI-IO—we classify them into fouevels called
level 0 through level 3. We demonstrate that, for applicatiwith noncontiguous access patterns, the /O performance
improves dramatically if users write their applicationsiake level-3 requests (noncontiguous, collective) retien
level-0 requests (Unix style). We then describe how our MPimplementation, ROMIO, delivers high performance
for noncontiguous requests. We explain in detail the two @&p§imizations ROMIO performs: data sieving for
noncontiguous requests from one process and collectiviot/@oncontiguous requests from multiple processes. We
describe how we have implemented these optimizations lggrea multiple machines and file systems, controlled
their memory requirements, and also achieved high perfacasaWe demonstrate the performance and portability
with performance results for three applications—an asiysjzs-application template (DIST3D), the NAS BTIO
benchmark, and an unstructured code (UNSTRUC)—on fiverdifteparallel machines: HP Exemplar, IBM SP,
Intel Paragon, NEC SX-4, and SGI Origin2000.
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1 Introduction

I/O is a major bottleneck in many parallel applications. haligh the 1/0 subsystems of parallel machines may be
designed for high performance, a large number of applinatachieve only about a tenth or less of the peak 1/0
bandwidth. One of the main reasons for poor applicatioellB® performance is that /0O systems are optimized for
large accesses (on the order of megabytes), whereas maadiepapplications make lots of small requests (on the
order of kilobytes or even less). These small requests doctine following reasons:

¢ In many parallel applications (for example, those that ssckstributed arrays from files) each process needs to

access a large number of relatively small pieces of dataatieatot contiguously located in the fit [?, ?, ?, ?,
?].

e Most parallel file systems have a Unix-like API (applicatmogramming interface) that allows a user to access
only a single, contiguous chunk of data at a time from alfilloncontiguous data sets must therefore be
accessed by making separate function calls to access adicitliral contiguous piece.

With such an interface, the file system cannot easily debecoverall access pattern of one process individually
or that of a group of processes collectively. Consequetityy/file system is constrained in the optimizations it can
perform. Many parallel file systems also provide their owteasgions to or variations of the traditional Unix interface
and these variations make programs nonportable.

To overcome the performance and portability limitationexisting parallel I/O interfaces, the MPI Forum (made
up of parallel-computer vendors, researchers, and apiplitssscientists) defined a new interface for parallel I/Qas$
of the MPI-2 standard?]. This interface is commonly referred to as MPI-IO. MPI-I1©4 rich interface with many
features designed specifically for performance and pdittabMultiple implementations of MPI-IO, both portable
and machine specific, are availab® P, ?, ?, ?]. To avoid the above-mentioned problem of many distincialiO
requests, MPI-10 allows users to specify the entire norigantis access pattern and read or write all the data with a
single function call. MPI-10 also allows users to specifylectively the 1/0 requests of a group of processes, thereby
providing the implementation with even greater accesgmétion and greater scope for optimization.

A simple way to port a Unix I/O program to MPI-IO is to replack @nix I/O functions with their MPI-IO
equivalents. For applications with noncontiguous accasems, however, such a simple port is unlikely to improve
performance. In this paper, we demonstrate that to getfgignt performance benefits with MPI-1O, users must use
some of MPI-10’s advanced features, particularly nonaprius accesses and collective 1/0O.

An application can be written in many different ways with M. We provide a classification of the different
ways of expressing an application’s 1/0O access pattern if-l@PWe classify them into foutevels called level O
through level 3. We explain why, for high performance, ustisuld write their application programs to make level-3
MPI-1O requests (noncontiguous, collective) rather theuel-0 requests (Unix style). Similarly, 1/O librariescbuas
HDFS5 [?], that are written on top of MPI-1O should also strive to médeeel-3 requests.

We describe how our portable implementation of MPI-1O, @lROMIO, delivers high performance when the
user makes noncontiguous, collective I/O requests. Weaaxpi detail the two key optimizations ROMIO performs:
data sieving for noncontiguous requests from one proceassalective I/O for noncontiguous requests from multiple
processes. We describe how we have implemented these pagtiionis portably on multiple machines and file systems,
controlled their memory requirements, and also achievgtl performance. We demonstrate the performance and
portability with performance results for three applicasmn five different parallel machines: HP Exemplar, IBM SP,
Intel Paragon, NEC SX-4, and SGI Origin2000. The applicetiove used are the following:

1. DIST3D, a template representing the I/O access pattean astrophysics application, ASTRO38),[from the
University of Chicago. This application does a large amamfrifO and is representative of applications that
access distributed arrays.

LUnix does have functionseadv andwritev, but they allow noncontiguity only in memory and not in thefilPOSIX has a function
lio_listio that allows the user to specify a list of requests at a timewéver, the requests in the list can be a mixture of reads aitdsyr
and the POSIX standard says that each of the requests wilidreited as a separate nonblocking requestTherefore, POSIX implementations
cannot optimize I/O for the entire list of requests, for epdan by performing data sieving as described in Section 5thEtmore, since the
lio_listio interface is not collective, implementations cannot penfoollective 1/O.



2. The NAS BTIO benchmark], a well-known MPI-10 benchmark developed at NASA Ames Resk Center.

3. Anunstructured code (UNSTRUC) from Sandia National lrahwries that is representative of applications that
have irregular access patterns.

The rest of this paper is organized as follows. In Section@gewplain how MPI-10 supports noncontiguous file
accesses. In Section 3, we present a classification of tieeetit ways of expressing an application’s I/O access patte
in MPI-10. We describe our MPI-IO implementation, ROMIO,Sction 4. In Sections 5 and 6, we describe in detail
how data sieving and collective 1/0 are implemented in ROMP@rformance results are presented and analyzed in
Section 7, followed by conclusions in Section 8.

2 Noncontiguous Accesses in MPI-10

In MPI, the amount of data a function sends, receives, remdgi;tes is specified in terms of instances afaatypd?].
Datatypes in MPI are of two kinds: basic and derived. Basiatgpes correspond to the basic datatypes in the host pro-
gramming language—integers, floating-point numbers, anfdigh. In addition, MPI provides datatype-constructor
functions to create derived datatypes consisting of meltiasic datatypes located either contiguously or nonganti
ously. The different kinds of datatype constructors in Mi&! as follows:

e contiguousCreates a new datatype consisting of contiguous copies exXiating datatype.
e vector/hvectorCreates a new datatype consisting of equally spaced copéessting datatype.

¢ indexed/hindexed/indexedblock Allows replication of a datatype into a sequence of blockshecontaining
multiple copies of an existing datatype; the blocks may bequially spaced.

e struct The most general datatype constructor, which allows eastkiib consist of replications of different
datatypes.

e subarray Creates a datatype that corresponds to a subarray of a imgtidional array.

e darray Creates a datatype that describes a process’s local artanet from a regular distribution a multidi-
mensional global array.

The datatype created by a datatype constructor can be usetigsut datatype to another datatype constructor. Any
noncontiguous data layout can therefore be representedistof a derived datatype.

MPI-1O uses MPI datatypes to describe the data layout in see'sibuffer in memory and also to define the data
layout in the file. The data layout in memory is specified bydhe at ype argument in each read/write function in
MPI-IO. The data layout in the file is defined by tfie view When the file is first opened, the default file view is
the entire file; that is, the entire file is visible to the pregeand data will be read/written contiguously startingrfro
the location specified by the read/write function. A proaess change its file view at any time by using the function
MPI_File_set_view, which takes as argument an MPI datatype calleditbiype From then on, data will be read
from or written to only those parts of the file specified by tHetyipe; any “holes” will be skipped. The file view
and the data layout in memory can be defined by using any MRt baslerived datatype; therefore, any general
noncontiguous access pattern can be compactly represented

Several studies have shown that, in many parallel appticatieach process needs to access a number of relatively
small, noncontiguous portions of afil@ [?, ?, ?, ?]. From a performance perspective, it is critical that ti@itterface
can express such an access pattern, as it enables the impdg¢ioreto optimize the 1/0 request. The optimizations
typically allow the physical I/O to take place in large, dgabus chunks, even though the user’s request may be
noncontiguous. MPI-IO’s file views, therefore, are crititar performance. Users must ensure that they describe
noncontiguous access patterns in terms of a file view anddak@a single I/O function; they must not try to access
each contiguous portion separately as in Unix 1/O.
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Figure 1: Distributed-array access

3 A Classification of /O Request Structures

Any application has a particular “I/O access pattern” basedts 1/0 needs. The same 1/O access pattern can be
presented to the 1/O system in different ways, however, déipg on which 1/0 functions the application uses and
how. We classify the different ways of expressing I/O acgesterns in MPI-10 into four “levels,” level O through
level 3. We explain this classification with the help of anrepée, accessing a distributed array from a file, which
is a common access pattern in parallel applications. (Ortkeobenchmark applications we used for performance
evaluation, DIST3D, has such an access pattern.)

Consider a two-dimensional array distributed among 16gsses in a (block, block) fashion as shown in Figure 1.
The array is stored in a single file corresponding to the dlaivay in row-major order, and each process needs to read
its local array from the file. (Note that the file could be plogdly distributed among disks, but appears to the program
as a single logical file.) The data distribution among preessnd the array storage order in the file are such that the
file contains the first row of the local array of process 0,dwkd by the first row of the local array of process 1, the
first row of the local array of process 2, the first row of theallogrray of process 3, then the second row of the local
array of process 0, the second row of the local array of pmteand so on. In other words, the local array of each
process is located noncontiguously in the file.

Figure 2 shows four ways in which a user can write a programhitiveach process reads its local array from
this file using MPI-10. In level 0, each process does UniXesgccesses—one independent read request for each
row in the local array. Level 1 is similar to level O exceptttitauses collective I/O functions, which indicates to
the implementation that all processes that together optreetile will call this function, each with its own access
information. Independent I/O functions, on the other hawodyey no information about what other processes will do.
In level 2, each process creates an MPI derived datatypestrile the noncontiguous access pattern, defines a file
view, and calls independent I/O functions. Level 3 is simitalevel 2 except that it uses collective 1/0 functions.

The four levels represent increasing amounts of data peestgas illustrated in FigureZ3The more the amount

2In this figure, levels 1 and 2 represent the same amount ofpgateequest, but, in general, when the number of nonconigjaccesses per
process is greater than the number of processes, level&earis more data than level 1.



MPI_File_open(..., "filename”, ..., &fh) MPI_File_open(MPI_COMM_WORLD, "filename", ..., &fh)

for (i=0; i<n_local_rows; i++) { for (i=0; i<n_local_rows; i++) {
MPI_File_seek(fh, ...) MPI_File_seek(fh, ...)
MPI_File_read(fh, row]i], ...) MPI_File_read_all(th, rowf(i], ...)
} }
MPI_File_close(&fh) MPI_File_close(&fh)
Level O Level 1
(many independent, contiguous requests) (many collective, contiguous requests)

MPI_Type_create_subarray(..., &subarray, |..) MPI_Type_create_subarray(.., &subarray, ...)

MPI_Type_commit(&subarray) MPI_Type_commit(&subarray)
MPI_File_open(..., "filename", ..., &fh) MPI_File_open(MPI_COMM_WORLD, "filename", ..., &fh)
MPI_File_set_view(fh, ..., subarray, ...) MPI_File_set_view(fh, ..., subarray, ...)
MPI_File_read(fh, local_array, ...) MPI_File_read_all(fh, local_array, ...)
MPI_File_close(&fh) MPI_File_close(&fh)
Level 2 Level 3
(single independent, noncontiguous request) (single collective, noncontiguous request)

Figure 2: Pseudo-code that shows four ways of accessingatadrdFigure 1 with MPI-10

of data per request, the greater is the opportunity for tiémentation to deliver higher performance. Users should
therefore strive to express their I1/0O requests as levellrahan level 0. How good the performance is at each level
depends, of course, on how well the implementation takeargtege of the extra access information at each level.

If an application needs to access only large, contiguousepief data, level O is equivalent to level 2, and level 1
is equivalent to level 3. Users need not create derived yfaatin such cases, as level-0 requests themselves will
likely perform well. Most parallel applications, howeven not fall into this category. Several studies of I/O access
patterns in parallel applicationg,[?, ?, ?, ?, ?] have shown that each process in a parallel program may pestéss
a number of relatively small, noncontiguous portions of @ fifrom a performance perspective, it is critical that the
I/O interface can express such an access pattern, as itesrtalel implementation to optimize the I/O request. The
optimizations typically allow the physical I/O to take peio large, contiguous chunks, even though the user’s réques
may be noncontiguous. Users, therefore, should ensuré¢hiéyatiescribe noncontiguous access patterns in terms of
a file view and then call a single 1/0O function; they should tmgtto access each contiguous portion separately as in
Unix I/O. Figure 4 shows the detailed code for creating aveeridatatype, defining a file view, and making a level-3
I/0O request for the distributed-array example of Figure 1.

4 ROMIO Implementation of MPI-IO

We have developed a freely available, portable implemiemtaf MPI-10, called ROMIO P, ?]. It runs on at least the
following machines: IBM SP; Intel Paragon; Cray T3E; HP Exdan; SGI Origin2000; NEC SX-4; other symmetric
multiprocessors from HP, SGI, Sun, DEC, and IBM; and netwarfiworkstations (Sun, SGI, HP, IBM, DEC, Linux,
and FreeBSD). Supported file systems are IBM PIOFS, Inte] AIPFHFS, SGI XFS, NEC SFS, NFS, PVFS, and any
Unix file system (UFS).

A key component of ROMIO that enables such a portable MPI#plémentation is an internal layer called
ADIO [?]. ADIO, an abstract-device interface for /O, is a mechanisr implementing parallel I/O APIs portably on
multiple file systems. ADIO consists of a small set of basitctions for parallel I/0. We have implemented MPI-10
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array_of_gsizes[0] = num_global_rows;

array_of_gsizes[l] = num_global_cols;

array_of_distribs[0] = array_of_distribs[1l] = MPI_DISTRIBUTE_BLOCK;

array_of_dargs[0] = array_of_dargs[l] = MPI_DISTRIBUTE_DFLT_DARG;

array_of_psizes[0] = array_of_psizes[l] = 4;

MPI_Comm_rank (MPI_COMM_WORLD, &mynode) ;

MPI_Type_create_darray (16, mynode, 2, array_of_gsizes, array_of_ distribs,
array_of_dargs, array_of_psizes, MPI_ORDER_C,
MPI_FLOAT, &filetype);

MPI_Type_commit (&filetype);

local_array_size = num_local_rows * num_local_cols;

MPI_File_open (MPI_COMM_WORLD, "/pfs/test", MPI_MODE_CREATE MPI_MODE_RDWR,

MPI_INFO_NULL, &fh);

MPI File_set_view(fh, 0, MPI_FLOAT, filetype, "native", MPI_INFO_NULL) ;

MPI File_read_all (fh, local_array, local_array_size, MPI_FLOAT, &status);

MPI_File_close(&fh);

Figure 4: Detailed code for the distributed-array exampleigure 1 using a level-3 request
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Figure 5: ROMIO Architecture: MPI-IO is implemented poriabn top of an abstract-device interface called ADIO,
and ADIO is optimized separately for different file systems.

portably on top of ADIO, and only ADIO is implemented sepahabn each different file system (see Figure 5). ADIO
thus separates the machine-dependent and machine-imgp@spects involved in implementing MPI-10.

The following two sections describe the optimizations R@\ilerforms for noncontiguous I/O requests, namely,
data sieving for noncontiguous requests from one procabsdallective 1/0 for noncontiguous requests from multiple
processes.

5 Data Sieving

To reduce the effect of high I/O latency, it is critical to nea&s few requests to the file system as possible. Data
sieving is a technique that enables an implementation toenaalew large, contiguous requests to the file system
even if the user’s request consists of several small, ndigrmus accesses. Data sieving was used in the PASSION
I/O library [?, ?] to access sections of out-of-core arrays. We have exteitdedROMIO to handleany general
noncontiguous access pattern (as can be described by anad#®yge) and to use only a constant amount of extra
memory regardless of the access pattern. The user can ktire@nmemory usage dynamically by setting a runtime
parameter.

Figure 6 illustrates the basic idea of data sieving. Assuratthe user has made a single read request for five non-
contiguous pieces of data. Instead of reading each nomeants piece separately, ROMIO reads a single contiguous
chunk of data starting from the first requested byte up toakerequested byte into a temporary buffer in memory. It
then extracts the requested portions from the temporafgiband places them in the user’s buffer. The user’s buffer
happens to be contiguous in this example, but it could welidogcontiguous.

A potential problem with this simple algorithm is its memaeguirement. The temporary buffer into which data
is first read must be as large as #adentof the user’s request, where extent is defined as the totabauof bytes
between the first and last byte requested (including holés .extent can potentially be very large—much larger than
the amount of memory available for the temporary buffer—dose the holes (unwanted data) between the requested
data segments could be very large. The basic algorithnefibwer, must be modified to make its memory requirement
independent of the extent of the user’s request.

ROMIO uses a user-controllable parameter that defines tliemman amount of contiguous data that a process can
read at a time during data sieving. This value also represhatmaximum size of the temporary buffer. The default
value is 4 Mbytes (on each process), but the user can chaagiit time via MPI-1O’s hints mechanism. If the extent
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Figure 6: Data sieving

of the user’s request is larger than the value of this param@OMIO performs data sieving in parts, reading only as
much data at a time as defined by the parameter.

The advantage of data sieving is that data is always acceskede chunks, although at the cost of reading more
data than needed. For many common access patterns, thebeole=en useful data are not unduly large, and the
advantage of accessing large chunks far outweighs the tosading extra data. In some access patterns, however,
the holes are so large that the cost of reading the extra datsemhs the cost of accessing large chunks. The BTIO
benchmark (see Section 7), for example, has such an acdémsipan intelligent data-sieving algorithm can handle
such cases as well. The algorithm can analyze the userssequd calculate the sizes of holes in it. Based on
empirically determined prior knowledge of how large holes get before data sieving is no longer beneficial, the
algorithm can decide whether to perform data sieving orggeach contiguous data segment separately.

Data sieving can similarly be used for writing data. A readdify-write must be performed, however, to avoid
destroying the data already present in the holes betwedigoons data segments. For writing with data sieving,
ROMIO first reads a contiguous chunk of data from the file interaporary buffer in memory, copies data from the
user’s buffer into appropriate locations in the temporarifdy, and then writes the temporary buffer back to the file.
The portion of the file being accessed must also be lockeagdltine read-modify-write to prevent concurrent updates
by other processes.

ROMIO also uses another user-controllable parameter #fates the maximum amount of contiguous data that
a process can write at a time during data sieving. This paeantey default, has a smaller value than the one used
for reading, because writing involves locking the regiorhd file being accessed. If the region being locked is too
large, many processes remain idle waiting for the lock todbeased. Consequently, parallelism in I/O is lost, and
performance decreases. On the other hand, if the regiog lmiked is too small, there is greater parallelism, but the
size of each 1/0 access also decreases, and performancansaalyersely affected. In other words, a compromise
is needed between allowing greater concurrency and hasigg laccess sizes. We determined experimentally that
a write size of 512 Kbytes provides a good trade-off betwéentwo conflicting goals and gives good performance.
ROMIO therefore sets the default value of the maximum busfitee for writing to 512 Kbytes. The user can, of course,
change this value at run time.

One could argue that most file systems perform data sievipg@anbecause they perform caching. That is, even
if the user makes many small I/O requests, the file systenyalweads multiples of disk blocks and may also perform
a read-ahead. The user’s requests, therefore, may beeshtisti of the file-system cache. Our experience, however,
has been that the cost of making many system calls, each falf amounts of data, is extremely high, despite the
caching performed by the file system. In most cases, it is raffi@ent to make a few system calls for large amounts
of data and extract the needed data. (See the performantes iasSection 7.)

ROMIO performs data sieving when the user makes a level-2q@atiguous, noncollective) MPI-10 request. For
level-3 requests (noncontiguous, collective), data sigis used within the collective I/O implementation to penfio
the local I/0O on each process, as explained in the next sectio



6 Collective I/O

The preceding section explained how data sieving can betasgatimize I/O when the entire (noncontiguous) access
information of a single process is known. Further optimaais possible if the implementation is given the entire
access information of a group of processes. Such optimizaibroadly referred to as collective 1/0.

In many parallel applications, although each process mayl ne access several noncontiguous portions of a
file, the requests of different processes are often integand may together span large contiguous portions of the
file. If the user provides the MPI-IO implementation with tletire access information of a group of processes,
the implementation can improve 1/O performance signifiyabhy merging the requests of different processes and
servicing the merged request, that is, by performing ctiled/O.

Collective I/0 can be performed in different ways and hasitstedied by many researchers in recent years. It can
be done at the disk level (disk-directed I/@)] at the server level (server-directed 1/@ []), or at the client level
(two-phase /0P, ?] or collective buffering §]). Each method has its advantages and disadvantages. @O
is a portable, user-level library with no separate I/O sexvié performs collective 1/O at the client level by using a
generalized version of two-phase 1/0.

ROMIO performs collective I/O when the user makes level-31HWP requests. Most level-1 requests do not
contain enough information for ROMIO to perform collectimgtimizations, and ROMIO therefore implements them
internally as level-O requests. Some level-1 requestd) asdhose that represent a read-broadcast type of access
pattern, are optimized collectively, however.

6.1 Two-Phase I/O

Two-phase I/0 was first proposed i [n the context of accessing distributed arrays from filesn€ider the example

of reading a two-dimensional array from a file into a (blodégl) distribution in memory, as shown in Figure 7.
Assume that the array is stored in the file in row-major oréera result of the distribution in memory and the storage
order in the file, the local array of each process is locategtontiguously in the file: each row of the local array of
a process is separated by rows from the local arrays of otiseepses. If each process tries to read each row of its
local array individually, the performance will be poor basa of the large number of relatively small 1/0O requests.
Note, however, that all processes together need to readhtire &le, and two-phase 1/0O uses this fact to improve
performance as explained below.

If the entire 1/0O access pattern of all processes is knowndarhplementation, the data can be accessed efficiently
by splitting the access into two phases. In the first phasmgsses access data assuming a distribution in memory
that results in each process making a single, large, camiigaccess. In this example, such a distribution is a row-
block or (block,*) distribution. In the second phase, pssEs redistribute data among themselves to the desired
distribution. The advantage of this method is that by maldiidile accesses large and contiguous, the 1/O time
is reduced significantly. The added cost of interprocessneomication for redistribution is (almost always) small
compared with the savings in I/O time.

The basic two-phase method was extended@]itojaccess sections of out-of-core arrays. Since MPI-1Qyisreeral
parallel /0 interface, 1/0 requests in MPI-1O can représery access pattern, not just sections of arrays. The two-
phase method in?] must therefore be generalized to handle any noncontigli@usequest. We have implemented
such a scheme in ROMIO.

Two-phase I/O does increase the memory requirements ofgggro For reading a distributed array, for example,
the amount of extra memory needed on each process (to seodath read in the first phase) is equal to the size of the
local array itself. Since this amount of memory may not bélakke, the basic two-phase algorithm must be modified
to read and communicate smaller parts of the array at a tirnmeilaBly, on machines in which the I/O performance
does not scale with the number of processes making simoltanfle accesses, it may be beneficial to have only
a subset of processes perform 1/0, with the remaining peeseparticipating only in the redistribution phase. All
these generalizations—any access pattern, fixed memounjreetent, and variable number of processes performing
I/O—are incorporated in ROMIQ’s collective 1/0 implemetiten.
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Figure 7: Reading a distributed array by using two-phase 1/0

6.2 Generalized Two-Phase I/0O in ROMIO

ROMIO uses two user-controllable parameters for collecti®: the number of processes that should directly access
the file and the maximum size on each process of the tempotdfgr meeded for two-phase 1/0. By default, all
processes perform 1/O in the 1/0O phase, and the maximumsiffe is 4 Mbytes per process. The user can change
these values at run time via MPI-IO’s hints mechanism (sgargi8).

We first explain the algorithm that ROMIO uses for collectreads and then describe how the algorithm differs
for collective writes. Figure 9 shows a simple example thastrates how ROMIO performs a collective read. In this
example, all processes perform I/O, and each process isiagsio have as much memory as needed for the temporary
buffer.

In MPI-10, the collective I/O function called by a processifies the access information of that process only. If
an MPI-I0 implementation needs the access informationlqirakcesses participating in a collective 1/O operation,
it must gather the information from those processes dutiegexecution of the collective I/O function. Also, file
accesses in collective I/O refer to accesses from multigdegsses to aommorfile.

6.2.1 Collective Reads

In ROMIO’s implementation of collective reads, each precBsst analyzes its own I/O request and creates a list
of offsets and a list of lengths, whelength[i] gives the number of bytes that the process needs from locatio
offset [i] in the file. Each process also calculates the locations dirdtédyte (start offset) and the last byte (end
offset) it needs from the file and then broadcasts these tfgetsfto other processes. As a result, each process has the
start and end offsets of all processes.

In the next step, each process tries to determine whettepénticular access pattern can benefit from collective
I/0, that is, whether the accesses of any of the processéstarieaved in the file. Since an exhaustive check can be
expensive, each process checks only whether, for any twrepses with consecutive ranksd: + 1), the following
expression is true: (start-offset < end-offsef). If the expression is not true, each process concludestiiatctive
I/0 will not improve performance for this particular accesdtern, since the requests of different processes caenot b
merged. In such cases, each process just calls the cordingamdependent I/O function, which uses data sieving to
optimize noncontiguous requests.

If the above expression is true, the processes performotivld/O as follows. Portions of the file are “assigned” to
each process such that, in the 1/0 phase of the two-phasatapera process will access data only from the portion of
the file assigned to it. This portion of the file assigned toaxpss is called the procesfile domain If a process needs
data located in another process'’s file domain, it will ree¢he data from the other process during the communication
phase of the two-phase operation. Similarly, if this pretsefile domain contains data needed by other processes, it



/* create new info object */
MPI_Info_create (&info);

/* specify buffer size for collective I/0 */
MPI_Info_set (info, "cb_buffer_size", "8388608");

/* specify that only half the processes should perform I/0 in collective I/0 */
sprintf (value, "%d", nprocs/2);
MPI_Info_set (info, "cb_nodes", wvalue);

/* specify buffer size for data sieving in independent reads */
MPI_Info_set (info, "ind_rd_buffer_size", "1048576");

/* specify buffer size for data sieving in independent writes */
MPI_Info_set (info, "ind_wr_buffer_size", "262144");

/* use this info object in the open function */
MPI_File_open (MPI_COMM_WORLD, "/pfs/test", MPI_MODE_CREATE MPI_MODE_RDWR,
info, &fh);

Figure 8: Example showing how to specify hints in MPI-1O. Tiweo collective 1/O hints,cb_buffer_size
and cb_nodes, are predefined hints in MPI-IO; the two data-sieving hinisyd_rd buffer_size and
ind_wr_buffer_size, are additional hints that ROMIO supports.

must send this data to those processes during the commioniphtase.

File domains are assigned as follows. Each process cadsutat minimum of the start offsets and the maximum of
the end offsets of all processes. The difference betweee tihno offsets gives the total extent of the combined request
of all processes. The file domain of each process is obtaipativiiing this extent equally among the processes.
For example, if the combined request of all processes spans dffset 100 to offset 399 in the file, and there are
three processes, the file domain of process 0 will be fromebff60 to 199; the file domain of process 1 will be from
offset 200 to 299; and the file domain of process 2 will be frdfaet 300 to 399.

When file domains are selected in this manner, the file domfam process may not contain data needed by
any process (e.g., if the access pattern has large holesuchna case, the process will not perform any 1/0 and
will participate only in communication. (It is possible tesign a more intelligent file-domain selection scheme that
analyzes the access pattern and then assigns file domainsanreer that ensures an even balance of the I/O workload
and/or reduces the communication needs.)

After the file domains are determined, each process ca&sulatwhich other process’s file domain its own 1/O
request (or a portion of it) is located. For each such prqéesseates a data structure containing a list of offsets and
lengths that specify the data needed from the file domainaifhocess. It then sends this access information to the
processes from which it expects to receive data. Similather processes that need data from the file domain of this
process send the corresponding access information toriiegs. After this exchange has taken place, each process
knows what portions of its file domain are needed by othergsses and by itself. It also knows which other processes
are going to send the data that it needs.

The next step is to read and communicate the data. This stequeees the majority of the time because all the
I/O and data communication takes place here. Note that thememication in earlier steps involved only access
information. The access information is usually much smafian actual data, unless the access pattern is so irregular
that an index is needed to represent the location of eveiy Hatatype needed from the file.

As mentioned above, ROMIO performs the read-and-commtmgtap in several parts to reduce its memory re-
guirement. Each process first calculates the offsets quonelng to the first and last bytes needed (by any process)
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Figure 9: A simple example illustrating how ROMIO performeallective read

from its file domain. It then divides the difference betweleese offsets by the maximum size allowed for the tempo-
rary buffer (4 Mbytes by default). The result is the numbetimis (1t imes) it needs to perform I/O. All processes
then perform a global-maximum operation ohimes to determine the maximum number of times& nt imes)

any process needs to perform I/O. Even if a process has ctedz# the I/O needed from its own file domain, it may
need to participate in communication operations theretdteeceive data from other processes. Each process must
therefore be ready to participate in the communication @has_nt imes number of times.

For each of thent imes I/O operations, a process does the following operationshdtks whether the current

portion of its file domain (no larger than the maximum buffize¥ has data that any process needs, including itself.
If it does not have such data, the process does not need wripaffO in this step; it then checks whether it needs to
receive data from other processes, as explained belowddEis have such data, it reads with a single I/O function call
all the data from the first offset to the last offset needethfthis portion of the file domain into a temporary buffer in
memory. The process effectively performs data sievinghaglata read may include some unwanted data. Now the
process must send portions of the data read to processestththem.

Each process first informs other processes how much dataydiig to send to each of them. The processes

then exchange data by first posting all the receives as nokiblpoperations, then posting all the nonblocking sends,
and finally waiting for all the nonblocking communication ¢omplete. MPI derived datatypes are used to send
noncontiguous data directly from the temporary buffer ® destination process. On the receive side, if the user has
asked for data to be placed contiguously in the user-suppliffer, the data is received directly into the user’s huffe

If data is to be placed noncontiguously, the process firgives data into a temporary buffer and then copies it into
the user’s buffer. (Since data is received in parts overiplalcommunication operations from different processes, w
found this approach easier than creating derived datatypése receive side.)

Each process performs 1/0 and communicatiaimes number of times and then participates only in the com-

munication phase for the remaininghax_ntimes - ntimes) number of times. In some of these remaining
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communication steps, a process may not receive any datestheless, the process must check whether it is going to
receive data in a particular step.

6.2.2 Collective Writes

The algorithm for collective writes is similar to the one tmilective reads except that the first phase of the two-phase
operation is communication and the second phase is 1/0.di/@ phase, each process checks to see whether any
holes (gaps) exist in the data it needs to write. If holestekiperforms a read-modify-write; otherwise it performs
only a write. During the read-modify-write, a process neetllock the region of the file being accessed (unlike
in independent I/0O), because the process is assured thahao process involved in the collective I/O operation
will directly try to access the data located in this proce$i# domain. The process is also assured that concurrent
writes from processes other than those involved in thisectiite I/O operation will not occur, because MPI-IO’s
consistency semantic8][do not automatically guarantee consistency for such wri(g such cases, users must use
MPI File_sync and ensure that the operations are not concurrent.)

6.2.3 Performance Issues

Even if I/O is performed in large contiguous chunks, the @eniance of the collective I/O implementation can be
significantly affected by the amount of buffer copying ananoounication. We were able to improve ROMIO’s
collective I/O performance by as much as 50% on some machinésing the implementation to minimize buffer
copying, minimize the number of communication calls, anelthe right set of MPI communication primitives.

Initially, in each of the communication steps, we alwayseieed data into a temporary buffer and then copied
it into the user’s buffer. We realized later that this copynéeded only when the user’s buffer is to be filled non-
contiguously. In the contiguous case, data can be receivectly into the appropriate location in the user’s buffer.
We similarly experimented with different ways of commurting data in MPI and measured the effect on overall
collective 1/0 performance with different MPI implemeritats and on different machines. We selected nonblocking
communication with the receives posted first and then théssenstrategy that performs well on most systems. It may
be possible, however, to tune the communication furtherommesmachines by posting the sends before the receives
or by using MPI's persistent requests.

6.2.4 Portability Issues

We were able to implement these optimizations portably,aitidout sacrificing performance, by using ADIO as a
portability layer for 1/O (see Section 4) and by using MPI tmmmunication. Data sieving and collective 1/O are
implemented as ADIO function®], data sieving is used in the ADIO functions that read/wnitaxcontiguous data,
and collective 1/O is used in ADIO’s collective I/O functisnBoth these optimizations ultimately make contiguous
I/O requests to the underlying file system, which are implate by using ADIO’s contiguous I/O functions. The
contiguous /O functions, in turn, are implemented by udimg appropriate file-system call for each different file
system.

7 Performance Evaluation

We describe the three applications used in the performarmrienents, the machines on which we ran the applica-
tions, and the set of experiments performed. We then preseh&nalyze the performance results.

7.1 Applications

The first application we used is DIST3D, a template représgiiie 1/0O access pattern in an astrophysics application,
ASTRO3D [?], from the University of Chicago. It measures the perforoeaf reading/writing a three-dimensional
array distributed in a (block,block,block) fashion amomggesses from/to a file containing the global array in row-
major order.
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The second application is the BTIO benchmakffom NASA Ames Research Center, which simulates the I/O
required by a time-stepping flow solver that periodicallytes its solution matrix. The solution matrix is distribdte
among processes by using a multipartition distributigpih which each process is responsible for several disjoint
subblocks of points (cells) of the grid. The cells are areghguch that, for each direction of the solve phase, the
cells belonging to a certain process will be evenly distédualong the direction of solution. The solution matrix is
stored on each process@shree-dimensional arrays, wheteis the number of cells on each process. (The arrays are
actually four dimensional, but the first dimension has onlg Blements and is not distributed.) Data is stored in the
file in an order corresponding to a column-major orderinghefdglobal solution matrix. Note that this distribution is
different from the (block,block,block) distribution of BT3D. The benchmark performs only writes, but we modified
it to perform reads also, in order to measure the read bartldsvid

The third application we used is an unstructured code (Whieltall UNSTRUC) written by Larry Schoof and
Wilbur Johnson of Sandia National Laboratories. It is a Bgtit benchmark that emulates the 1/O access pattern in
unstructured-grid applications. It generates a randoegidar mapping from the local one-dimensional array of a
process to a global array in a common file shared by all prese§the mapping specifies where each element of the
local array is located in the global array. The size of eaemeht can also be varied in the program.

7.2 Machines

We ran the codes portably and measured the performance odiffieeent parallel machines: the HP Exemplar and
SGI Origin2000 at the National Center for Supercomputingligations (NCSA), the IBM SP at Argonne National
Laboratory, the Intel Paragon at the California Institut@echnology, and the NEC SX-4 at the National Aerospace
Laboratory (NLR) in Holland. These machines cover almostehtire spectrum of high-performance systems, and
they represent distributed-memory, shared-memory, analplvector architectures. They also represent a wide
variation in I/O architecture, from the “traditional” pdled file systems on distributed-memory machines such as the
SP and Paragon, to the so-called high-performance fileragst@ shared-memory machines such as the Origin2000,
Exemplar, and SX-4.

We used the native file systems on each machine: HFS on thefxedFS on the Origin2000, PIOFS on the
SP, PFS on the Paragon, and SFS on the SX-4. At the time werpeddahe experiments, these file systems were
configured as follows: HFS on the Exemplar was configured aiviewdisks; XFS on the Origin2000 had two RAID
units with SCSI-2 interfaces; the SP had four servers fof8(ach server with four SSA disks attached to it in one
SSA loop; the Paragon had 64 I/O nodes for PFS, each with @idndl Seagate disk; and SFS on the NEC SX-4
was configured on a single RAID unit comprising sixteen S€8kta disks.

7.3 Experiments

We modified the 1/O portions of these applications to coroesito each of the four levels of requests (see Section 3)
and ran the programs on all five machines. In all experimevesised the default values of the sizes of the internal
buffers ROMIO uses for data sieving and collective 1/0 (seeti®ns 5 and 6). We also used the default values of the
file-striping parameters on all file systems. On PFS and PlitBE8efault striping unit was 64 Kbytes.

On each machine, we used as many processors as we couldaklysaccess. We also tried to use the same
number of processors on a given machine for each applichtibrvere at times constrained by the application’s
requirements: BTIO requires that the number of processera perfect square, whereas UNSTRUC requires that
the number of processors be a power of two. On some machhergfore, we could not use the same number of
processors for both BTIO and UNSTRUC; for example, on the NEX=4 we had to run BTIO on 9 processors and
UNSTRUC on 8 processors.

The access patterns in DIST3D and BTIO are such that levetfdeasts cannot be optimized with collective I/O.
In such cases, ROMIO internally translates level-1 requigdgb level-0 requests (with some overhead incurred in
analyzing the level-1 request). In UNSTRUC, the I/O accedtem is irregular, and the granularity of each access is
very small (64 bytes). Level-0/1 requests are not feasiehiis kind of application because they take an excessive
amount of time. Therefore, we present results with levé&@el-2, and level-3 requests for DIST3D and BTIO, and
with level-2 and level-3 requests for UNSTRUC.
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Figure 10: Performance of DIST3D (array size 512x512x51&gers = 512 Mbytes). Level-1 results are not shown
because, for this access pattern, ROMIO simply translated-IL requests internally into level-0 requests.

7.4 Results

Figure 10 shows the read and write bandwidths for DIST3D. #eutated the bandwidth as the total data transferred
by all processes divided by the maximum of the time taken/foly any one process. The performance with level-0
requests was, in general, very poor because level-0 reqressilt in too many small read/write calls. For level-2
requests—for which ROMIO performs data sieving—the reattlbadth improved over level-0 requests by a factor
ranging from 2.6 on the HP Exemplar to 453 on the NEC SX-4. lantyj the write bandwidth improved by a factor
ranging from 2.3 on the HP Exemplar to 121 on the NEC SX-4. @nIBM SP, however, level-2 write requests
performed the same as level-0 requests. This is because @@&tnot perform data sieving for writing on the SP’s
PIOFS file system, since PIOFS does not support file lockimgPI@®FS, ROMIO internally translates level-2 requests
into level-0 requests.

The performance improved considerably with level-3 retpibscause ROMIO performs collective I/O in this
case. The read bandwidth improved by a factor of as much asv&3evel-0 requests (NEC SX-4) and as much as
14 over level-2 requests (Intel Paragon). Similarly, wétdl-3 requests, the write performance improved by a factor
of as much as 721 over level-0 requests (NEC SX-4) and as nau4b aver level-2 requests (HP Exemplar).

Figure 11 presents results for Class C of the BTIO benchntaskBTIO, level-0 requests performed better than
level-2 requests on three out of the five machines. The reiasihvat the holes between data segments needed by a
process are large in BTIO—more than five times the size of Hta degment. As a result, a lot of unwanted data
was accessed during data sieving (level 2), resulting iretguerformance than with Unix-style accesses (level 0).
As mentioned in Section 5, an intelligent data-sieving gtgm could detect such large holes and internally perform
Unix-style accesses. ROMIO’s data-sieving algorithm dusscurrently do this, however.

Level-3 requests performed extremely well on BTIO becausemvanted data was accessed during collective 1/0
and all accesses were large. The performance improved loyaa € as much as 512 over level-0 requests for reading
and 597 for writing, both on the NEC SX-4.

Figures 12 shows the read and write bandwidths for UNSTRUE &M a problem size of 8 million grid points
on all machines except the Origin2000 where, because of melmaitations imposed by the scheduler, we had
to run a smaller problem size of 4 million grid points. Ledefequests again performed much better than level-2
requests, the only exception being for reads on the NEC SKr4his case, because of the high read bandwidth of
NEC's Supercomputing File System (SFS), data sieving lgjfitaitperformed the extra communication required for
collective 1/0.
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results are not shown because, for this access pattern, R@Miply translates level-1 requests internally into le¥el
requests.

7.5 Impact of Architecture and System Configuration

The above results show that although level 3 performed teedreeach machine, there was a wide variation in the
performance of the applications among the different magshifihis variation is because the machines were configured
with different amounts and types of 1/O hardware (disksifedént amounts of memory, and, of course, they had
different I/O architectures and file systems. Our goal is 8tudy was to compare the performance of the different
levels of requests on a given machine, rather than comp#irangerformance of different machines. In general, the
parallel I/O performance of a machine depends on the foligéctors:

e the I/O architecture;

¢ the speed and amount of I/O hardware (disks, etc.);

e how well the file system can handle concurrent reads andsyeted

e how well the file system’s caching policies (read-aheadealsehind) work for the given application.

The performance on the NEC SX-4 was the best among the fiveinesciWe believe that is because the machine has
high memory and I/O bandwidth and it was configured with sigffitl/O hardware for high performance. We believe
the performance would have been similar even if the machadenmore processors.

8 Conclusions

The results in the preceding section demonstrate that I@Ptdn deliver good 1/0O performance to applications.
To achieve high performance with MPI-10, however, userstnuige some of MPI-IO’s advanced features, partic-
ularly noncontiguous accesses and collective 1/0. By ntakénvel-3 MPI-IO requests (noncontiguous, collective),
we achieved I/O bandwidths on the order of hundreds of Mibsges whereas with level-0 requests (Unix style) we
achieved less than 15 Mbytes/sec even when using highspeafae file systems. With level-3 requests, the band-
width achieved was limited only by the 1/0O capabilities oétimachine and underlying file system. We believe that
such performance improvements with level-3 requests canba expected in applications other than those considered
in this paper.
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Figure 12: Performance of UNSTRUC. Level 0/1 results arefeasible for this application because they take an
excessive amount of time because of the small granularigach request. On the IBM SP, because of the absence of
file locking in the PIOFS file system, ROMIO translates leRetxites into level-0 writes, which are very slow in this
case. Hence, results for level-2 writes on the SP are notrshow

We have described in detail the optimizations ROMIO perfofor noncontiguous requests: data sieving and
collective I/0. We note that, to achieve high performanbese optimizations must be carefully implemented to
minimize the overhead of buffer copying and interprocessroonication. Otherwise, these overheads can impact
performance significantly.

To carry out these optimizations, an MPI-10 implementatierds some amount of temporary buffer space, which
reduces the total amount of memory available to the appdica he optimizations, however, can be performed with
a constant amount of buffer space that does not increaselvétbize of the user’s request. Our results demonstrate
that by allowing the MPI-IO implementation to use as litttedaMbytes of buffer space per process, which is a small
amount on today'’s high-performance machines, users carogaérs of magnitude improvementin I/O performance.

We note that the MPI-10 standard does mequire an implementation to perform any of these optimizations.
Nevertheless, even if an implementation does not perfosnoptimization and instead translates level-3 requests int
several level-0 requests to the file system, the performancdéd be no worse than if the user made level-0 requests.
Therefore, there is no reason not to use level-3 requesksv@r2 requests where level-3 requests are not possible).
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