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Abstract

An unconstrained Farsi handwritten word recognition system based on fuzzy vector quantization (FVQ) and hidden

Markov model (HMM) for reading city names in postal addresses is presented. Preprocessing techniques including

binarization, noise removal, slope correction and baseline estimation are described. Each word image is represented by

its contour information. The histogram of chain code slopes of the image strips (frames), scanned from right to left by a

sliding window, is used as feature vectors. Fuzzy c-means (FCM) clustering is used for generating a fuzzy codebook. A

separate HMM is trained by modi®ed Baum±Welch algorithm for each city name. A test image is recognized by ®nding

the best match (likelihood) between the image and all of the HMM word models using forward algorithm. Experimental

results show the advantages of using FVQ/HMM recognizer engine instead of conventional discrete HMMs. Ó 2001

Elsevier Science B.V. All rights reserved.
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1. Introduction

Several approaches have been described for
handwritten word recognition (Chen et al., 1995;
Guillevic and Suen, 1998; Kim and Govindaraju,
1997). One of the most promising methods is based
on hidden Markov models (HMM). Both discrete
and continuous HMMs have been successfully
applied to handwritten word recognition applica-
tions (Chen et al., 1995; Guillevic and Suen, 1998).
However, discrete HMM is more attractive be-
cause of its low computation cost (Rabiner, 1989).

Nevertheless, discrete HMM inherently su�ers
from some problems as outlined below (Rabiner,
1989; Tsuboka and Nakahashi, 1995):
· Quantization error caused by quantizing of in-

put vectors into a limited set of cluster centers.
Assigning an input vector to the closest cluster
according to the Euclidean distance causes in-
formation loss that in turn leads to degradation
of recognition performance.

· Lack of su�cient training data causes poor es-
timation of HMM parameters, especially the
observation symbol probabilities. Although a
parameter smoothing algorithm (Rabiner,
1989) can reduce this problem.

· Finally, calculation of symbol probability in
a given state is based on the frequency of
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occurrence of symbols (cluster centers) in the
observation sequences. Since it is normally un-
likely that a symbol will reoccur exactly in the
same form in the recognition phase, a loss of
performance will result. It would be required
to take into account all of the clusters with dif-
ferent membership values associated to them
based on similarity to the observation symbol.

All of these problems can be reduced by using a
fuzzy vector quantization (FVQ) instead of the
conventional crisp VQ. HMM based on FVQ
(FVQ/HMM) was proposed by Tseng et al. (1987)
as an extension to the conventional discrete
HMM. Then, Tsuboka and Nakahashi (1995)
have resolved a mathematical inconsistency which
existed in the FVQ/HMM method by introducing
two new types (multiplication and addition type)
of FVQ/HMMs. In this paper, the multiplication
type FVQ/HMM is used for unconstrained Farsi
handwritten word recognition system.

2. System description

The proposed system is designed for reading the
city names from address ®eld. This application
falls within the limited lexicon category. The lexi-
con size is limited (198 city names) or can be
pruned by using additional information like Zip
codes. The block diagram of the system is illus-
trated in Fig. 1. It is necessary to mention that
Farsi (which is very similar to Arabic) script is
inherently cursive both in handwritten and printed
forms and is written horizontally from right to left.
The reader is referred to Amin (1998) for further
details on Farsi/Arabic script characteristics and
also the state of the art of Arabic character rec-
ognition.

2.1. Preprocessing

The images of city names were extracted from
postal envelopes scanned with 300-dpi resolution
and 256 gray levels. These were then binarized.
From the horizontal projection histogram of word
image and rotated images of the word by �h �5°�,
the base line was estimated and then, the image
was de-skewed based on the estimated slope of the

baseline (as shown in Fig. 2(a)). The stroke width
of the word image was estimated using the method
proposed in (Kim and Govindaraju, 1997).

2.2. Contour representation

A variant of stroke width compensation algo-
rithm proposed by Hu et al. (1996) is applied to
the word image to make the image stroke width at
least three pixels wide in order to ensure proper
contour extraction. Then, the image is enlarged
with some blank rows so that the baseline of word
is located in the middle of the image. This in-
creases the discriminative power of feature ex-
traction process for the upper and lower parts of
the words. Later, the chain code of the image
contour is derived and the coordinates and chain
code direction of each border pixel are stored in a
proper data structure.

2.3. Frame generation

In this phase, the word image is converted to an
appropriate sequential form suitable for HMM
recognition engine. The area of the image, ob-
tained from contour representation phase, is ®rst
divided into a set of vertical ®xed-width frames
(strips) from right to left (Fig. 2(b)). The width of a
frame is set to twice the average stroke width of
the word image extracted in the preprocessing
phase, and there is a 50% overlap between two
consecutive frames.

2.4. Feature extraction

For feature extraction, each frame is divided
into ®ve equal-sized zones as shown in Fig. 2. In
each zone, a local histogram of the contour chain
codes is calculated. The feature vector is composed
of these local histograms. Since the contour di-
rection is quantized to one of four possible values
(0°, 45°, 90°, and 135° with respect to horizontal),
a histogram in each zone has four components.
Therefore, each frame is represented as a 20-
dimensional feature vector. In order to reduce the
sensitivity of features to stroke width distortion,
each component in feature vector is normalized to
the height of the zone. To reduce the sensitivity of
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the features to the errors in baseline estimation,
the border zones are fuzzi®ed. In this way, zones
are overlapped by 20% and the contour pixels in
the overlapping regions have di�erent contribu-
tions on the calculation of chain code histogram
based on the membership function shown in
Fig. 3.

3. Fuzzy vector quantization

A set of feature vectors extracted �Y � fy1; y2;
. . . ; yng� from more than 400,000 word strips
(frames) were gathered to generate a fuzzy code

Fig. 1. The block diagram of proposed system.

(a)

(b)

Fig. 2. An example image during processing steps. (a) An im-

age after preprocessing and baseline estimation. (b) The image

after contour representation, frame generation.
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book. The Fuzzy c-means (FCM) algorithm
(Bezdek et al., 1984) is used to segment this vector
space into c fuzzy partitions represented by a set of
cluster centers �V � fV1; V2; . . . ; Vcg� with the fol-
lowing constraints:Xc

i�1

uik � 1; uik 2 �0; 1�; 0 <
Xn

k�1

uik < n;

16 k6 n; 16 i6 c; �1�

where uik is de®ned as the membership degree of
the kth feature vector in the ith partition. After
generating the fuzzy code book, a given feature
vector �yi� is mapped into a membership vector
U i � �ui1; ui2; . . . ; uic�. Thus, each word image,
represented by a sequence of feature vectors ex-
tracted from word frames, is now mapped into an
observation sequence of membership vectors (in-
stead of an observation sequence of single values

in the case of conventional VQ/HMM). Therefore,
the forward algorithm and Baum±Welch re-
estimation algorithm (Rabiner, 1989) must be
modi®ed to take into account this fuzzy observa-
tion sequences.

4. Hidden Markov model

In this method, each word class (city name) is
modeled by a single right±left multiplication-type
FVQ/HMM (Tsuboka and Nakahashi, 1995). All
necessary notations and the modi®ed version of
forward and Baum±Welch algorithms are de-
scribed in detail as below (Rabiner, 1989; Tsuboka
and Nakahashi, 1995):
· The set of K observation sequences (training

samples) for each word class:

Y � Y �k�
� 	

; 16 k6K; �2�
where

Y �k� � y�k�t

� 	
; 16 t6 Tk �3�

and y�k�t is the observation vector at frame t in
the kth training sample and Tk is the number of
frames in the kth training sample.

· The number of states �N� which is set for each
class, is proportional to the average numbers
of frames in training samples in that class:

N � g
1

K

XK

k�1

Tk

 !
; �4�

where g is a constant and chosen to be equal to
0.66. We denote the states as S � fS1;
S2; . . . ; SNg and the state at time t as qt.

· The number of distinct observation symbols per
state �M�, which is set equal to 49 in this case.
We denote the individual symbols as

V � fVmg; 16m6M �5�
which are fuzzy cluster centers obtained by
fuzzy clustering algorithm.

· The initial state distribution P � fpig;
16 i6N , where

pi � P �q1 � Si� � 0; i 6� 1;
1; i � 1:

�
�6�

Fig. 3. The membership function used in chain-code histogram

feature extraction.
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· The last state distribution C � fcig; 16 i6N ,
where

ci � P �qT � Si� � 0; i 6� N ;
1; i � N :

�
�7�

· The state transition probability distribution
A � faijg, where

aij � P �qt�1 � Sj j qt � Si�; 16 i; j6N �8�
and

aij � 0 if �j < i� or �j > i� D�: �9�
The maximum number of forward jumps in
each state �D� is chosen experimentally to be
between 2 and 4 for each class during training.

· The observation symbol probability distribu-
tion B � fbj�m�g, where

bj�m� � P �Vm at t j qt � Sj�;
16 j6N ; 16m6M : �10�

· The occurrence degree of a given observation
vector at state i; xi�y�k�t �, where

xi y�k�t

ÿ � �YM
m�1

bi�m�u
�k�
tm ; 16 i6N ; 16 t6 Tk;

16 k6K; �11�
where u�k�tm is the membership degree of obser-
vation vector y�k�t belonging to cluster m, andPM

m�1 u�k�tm � 1.
The forward variable for a given word sample k

is calculated as follows:

a�k�t �j� �
pjxj�y�k�t �; t � 1;PN

i�1 a�k�tÿ1�i� � aij

h i
�xj�y�k�t �; t � 2; . . . ; Tk;

8>>><>>>: �12�

for 16 j6N :
Similarly, the backward variable for a given

word sample k is calculated as

b�k�t �j� �
cj; t � Tk;PN

i�1 ajixj�y�k�t �b�k�t�1�i�;
t � Tk ÿ 1; . . . ; 1;

8><>: �13�

for 16 j6N :

The observation probability is calculated as

PK � P �Y �k� jk� �
XN

i�1

a�k�Tk
�i� � ci: �14�

During training phase, each HMM is trained in-
dependently by the modi®ed Baum±Welch algo-
rithm. The re-estimation formulas of Baum±Welch
algorithm are modi®ed as follows:

�aij �
PK

k�1�1=Pk�
PTkÿ1

t�1 a�k�t �i� � aij � xj y�k�t�1

� �
� b�k�t�1�j�PK

k�1�1=Pk�
PTkÿ1

t�1 a�k�t �i� � b�k�t �i�
;

16 i; j6N ; �15�

�bi�m� �
PK

k�1�1=Pk�
PTk

t�1 a�k�t �i� � b�k�t �i� � u�k�tmPK
k�1�1=Pk�

PTk
t�1 a�k�t �i� � b�k�t �i�

;

16 i6N ; 16m6M : �16�
The distributions P and C are not re-estimated
since they are prede®ned in right±left HMMs as
shown in Eqs. (6) and (7).

5. Experimental results

A database consisting of about 17,000 images of
198 city names is used for developing Farsi
handwritten word recognition. After applying
preprocessing steps including binarization, noise
removal, slope correction and baseline estimation,
each word image is represented by its contour in-
formation. The chain-code histogram of frames,
scanned from right to left by a sliding window over
word image area, is used as the 20-dimensional
feature vector. A fuzzy codebook consisting of 49
fuzzy code words is constructed using FUZZY
clustering method from a pool of about 400,000
feature vectors extracted from word images in the
training data set. By using this codebook, each
word is represented as a sequence of membership
vectors. For each city name, a separate right±left
FVQ/HMM is trained by modi®ed Baum±Welch
algorithm (Eqs. (15) and (16)). In recognition
phase, the probability of generating the test image
by each HMM is computed by forward algorithm
(Eq. (14)) and a sorted list of candidate classes is
obtained. The performance of the proposed FVQ/
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HMM word recognition system is compared with
conventional discrete HMM with/without
smoothing and with some other Latin word rec-
ognition systems in Tables 1 and 2, respectively.

By examining the misclassi®ed word images, the
main causes of error are categorized below:
· Existence of some very similar lexicon entries

(city names), which might easily be confused
with each other even by a human observer with-
out using any other contextual information.
Fig. 4 shows such a confusing case.

· Incorrect baseline estimation, which a�ects the
extracted feature vectors, and consequently de-
creases recognition rate considerably.
Such problems are normally resolved using

other contextual information that is normally
available in recognition applications.
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Table 1

Recognition rate of proposed FVQ/HMM method compare to other discrete HMM methods

Method Recognition rate

Top-1 Top-2 Top-5 Top-10 Top-20

DHMM 32.04 44.72 69.47 86.41 93.63

DHMM� smoothing 65.05 76.09 86.08 90.83 95.00

FVQ/HMM 67.18 77.35 87.55 92.06 96.50

Table 2

Comparisons to other word recognition systems in the literature

Method Lexicon size Top-1 Top-2 Top-20

CDVDHMM, Chen et al. (1995) 271 67.0 75.5 88.3

Proposed system 198 67.2 77.4 96.5

DP, Kim and Govindaraju (1997) 100 84.6 91.2 99.0

KNN�HMM, Guillevic and Suen (1998) 30 86.7 94.6 99.9

Fig. 4. An example of similar lexicon words.
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