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Abstract  

In the workflow management field, fast developments are taking place. A growing number of systems is currently under 
development, both in academic and commercial environments. Consequently, a wide variety of ad hoc architectures has 
come into existence. Reference models are necessary, however, to allow for the construction of cooperative systems, modular 
configuration of heterogeneous systems, and assessment of existing systems. Current standardization efforts offer limited 
help towards detailed software architectures. In this paper, we address this problem with a reference architecture for a 
full-fledged workflow management system, designed to comply with a broad set of aspects, such as heterogeneous 
environments, extensible functionality, and mobile workflow clients. The architecture goes into deeper detail and is more 
complete than existing proposals. It provides an elaborate software engineering framework for structuring systems under 
development and a functional framework for assessing existing systems. © 1998 Elsevier Science B.V. 

Keywords: Workflow management; Workflow management system; Software architecture; Reference architecture: Complex 
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1. Introduction 

In the field of workflow management systems (WFMSs), a very last development is taking place. 
This development is driven by the general observation that workflow management can greatly 
increase effectiveness and efficiency of many administrative processes, both in commercial and public 
environments. The development of new workflow management systems is influenced by increase of 
both functional and technical requirements. 

Functional requirements, as dictated by sophisticated workflow applications, are rapidly getting 
more diverse and complex. Workflow management systems must support complex procedures, often 
involving many actors, which may be geographically distributed. Workflow management systems 
should allow flexible task allocation to actors in the context of advanced organization models. Further, 
they should manage the scheduling of scarce organizational resources, they should handle a wide 
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variety of exceptions in workflow execution, etc. Functional requirements vary per specific application 
area: application areas where meeting deadlines is an essential aspect put an emphasis on advanced 
scheduling facilities, whereas areas with frequent changes in personnel require flexible task allocation 
mechanisms. Further, functional requirements may be extended over time for a specific application. 
To cope with these aspects, a flexible system architecture is needed that allows for adaptation and 
extension. Thus, flexibility and extensibility are key issues for workflow management systems. 

Technical requirements to workflow management systems are also rapidly getting more complex. 
An important factor is the high level of openness that is required to enable interoperability with a wide 
variety of other information systems, often of a legacy nature, and other workflow systems [3]. Also, 
platform independence is an important requirement to accommodate technically heterogeneous office 
environments. Further, scaleable performance is highly desirable to accommodate applications that 
grow in complexity and required throughput, and organizations that grow in size. As with functional 
requirements, technical requirements too vary per application area and may change over time for a 
specific application. Clear architectures are required to provide a stable basis for the above 
developments. 

Many existing workflow management systems are developed from existing software systems, like 
document information systems, electronic mail systems and groupware systems. Consequently, a wide 
variety of ad hoc architectures has come into existence in which a common framework is hard to 
detect. Architecture descriptions of commercial systems are usually of a high level of abstraction and 
consequently of a low level of detail, if available at all. Architecture descriptions not related to 
commercial products usually have the same characteristics, see e.g. [38]. Overview papers on 
workflow management, e.g. [21,3], usually lack detailed discussions on architectures of workflow 
management systems. 

A general, detailed architectural framework for workflow management systems is required, 
however, to be able to assess and compare systems and to provide a basis for interoperability between 
systems. Further, the 'ad hoc' architectures of existing systems limit the flexibility and extensibility of 
systems and do not allow for configuration of heterogeneous modular systems. 

I. 1. The Mercur ius  initiative 

This paper presents a detailed reference architecture for an 'ideal' workflow management system 
developed in the context of the Mercurius initiative. Mercurius is a cooperation effort between two 
universities and a polytechnic, a management consultancy and software firm, and a large bank, aiming 
at the development of a reference specification for workflow management systems [32]. 

The system architecture developed in the initiative and presented in this paper is called 'ideal' for 
three reasons. Firstly, the architecture is not related to any existing workflow management system, 
which means that its design is not influenced by 'legacy decisions'. Secondly, the design of the 
architecture has been governed by an explicit set of design principles (see Section 3) to guard the 
quality of the design. Thirdly, the design has been performed in the context of a project team 
consisting of professionals from the research, consulting, and end user communities, thus ensuring 
completeness of the design. Finally, a broad range of functional aspects has been included in the 
architecture to obtain a complete framework. 

The architecture presented in this paper has a high degree of modularity and flexibility, both with 
respect to functional and technical requirements. This is obtained by a multi-level modular 
architecture, the use of extension modules that can be hooked to a software bus, and the use of 
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interface modules that shield platform-specific details from the core workflow management system. 
The proposed reference architecture can be used for various purposes. Firstly, it can be used as a 
benchmark for the comparison of architecture and functionality of existing workflow management 
systems. Secondly, it is a solid basis for the development of new workflow management systems. 
Thirdly, it is suitable as a framework for the configuration of modular architectures. 

1.2. Related work 

Recently, a growing number of initiatives in the field of workflow management has come into 
existence, both in the academic and commercial areas. The work focuses on many aspects of 
workflow management, like workflow paradigms and models, workflow design techniques, workflow 
specification languages, workflow support technologies, etc. (see e.g. [21] for an overview). Given this 
fast growing amount of work, it is notable that relatively little attention has been paid to detailed 
architectures for workflow management systems. 

Currently, the Workflow Management Coalition (WfMC) is a well known initiative to develop 
standards for workflow management systems [43]. Part of these standards is the reference architecture 
depicted in Fig. 1. This architecture focuses on the different kinds of interfaces with the workflow 
enactment service, e.g. the interface with workflow clients and the interface with other enactment 
services. The standard does not include a detailed software architecture that can be used as a reference 
for the design of the internals of a workflow management system architecture. The relation between 
our work and the WfMC architecture will be further discussed in the sequel of this paper. 

In the software industry, many workflow management systems are currently being developed. In 
[38], a general overview is given. Examples of commercial products are Action Workflow by Action 
Technologies [31], InConcert by X-Soft (Xerox) [30] and Flowmark by IBM [29]. Usually, the 
internal architectures of these commercial systems are not described in detail for the public. Further, 
architectures that are described in this context are usually to a high-level system-specific and therefore 
hard to compare or use in other contexts. 

Several research projects are currently working on advanced architectures for workflow manage- 
ment systems. An example is the WIDE project, in which an architecture with orthogonal support for 
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extended transaction management and active rule support is constructed [10,13]. WIDE focuses on the 
integration of specific extended database technology and workflow management technology, whereas 
the work presented in this paper focuses on general WFMS architectures. In the Exotica project, the 
Flowmark architecture is extended to deal with advanced features like advanced transaction emulation 
and distributed data management [1,2]. In contrast to the work in this paper, the locus in Exotica is on 
specific extensions to a specific WFMS platform. Another example in this category is the METEOR 
project, which focuses on support for multi-system workflow applications [28]. 

In contexts other than workflow management, reference architectures have been around quite some 
time. The best known examples are probably the ISO-OSI 7-layer network architecture [41] and the 
ANSI-SPARC three-schema architecture for database systems [42]. Another example is the OSCA 
architecture, which defines a layered architecture in the context of the telecom industry [7]. An 
example of a reference architecture specific to an application area is the data warehouse reference 
architecture published in [25]. 

In process-oriented fields other than workflow management, architectures have been designed to 
deal with process management. An example is the field of process-centered software engineering 
environments (see for example [18,37]). Where workflow management focuses on improving general 
administrative processes, software process support focuses on models and technology to improve 
processes in complex software production. An example in this context is the ALF project [9], in which 
an integrated software project support environment architecture has been designed that allows for 
definition and enactment of project-specific software production process support. 

1.3. Structure of this paper 

The structure of this paper follows the top-down design of the workflow management system 
architecture. Section 2 presents the global system architecture, in which the WFM system is 
embedded. The starting points for the development of the architecture of the WFM system are 
discussed in Section 3. In Section 4, the global WFM system architecture and the required workflow 
data sets are discussed. Section 5 describes the detailed system architecture for workflow design. The 
workflow enactment server architecture is elaborated in Section 6. The workflow client architecture is 
discussed in Section 7. Section 8 pays attention to the interfaces between the workflow management 
system and the software platforms it uses. The paper ends with some conclusions. 

Modules of the reference architecture are illustrated by comparing them to modules of workflow 
management systems that currently exist or are under development, e.g. in the WIDE and Exotica 
projects. 

2. Global system architecture 

This section describes the overall system architecture in which the workflow management system 
(WFMS) is embedded, i.e. the WFMS and the various software platforms it uses. First, the system 
layers in this architecture are described. Next, attention is paid to the technical boundaries that can be 
distinguished in the overall architecture. 
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Fig. 2. Global system architecture. 

2. 1. System layers 

The following software layers can generally be distinguished in a workflow management system 
software environment (see Fig. 2). 

The user interface system (UIS) is used both by application systems and modules of the workflow 
management system (see Section 3) to implement the interactive interfaces to the users of the systems. 
This layer preferably offers a graphical window interface, but may also offer a text-based forms 
interface. 

The application systems (AS) handle specific application data in the workflow processes, e.g. word 
processors, spreadsheet programs, data entry programs. Application systems can be interactive 
end-user applications or batch applications that perform operations in the background. 

The workflow management system (WFMS) provides functionality for workflow design and 
workflow enactment (execution). This layer is the focus of this paper: it is further elaborated in the 
next sections. 

The database management system (DBMS) is a multi-user store manager for all relevant workflow 
data sets (further discussed in Section 4.3). The database management system may be of a distributed 
nature. 

The communication system (CS) provides communication services to other (peer) workflow 
management systems. It may be based on e.g. electronic mail or EDI. 

Finally, the operating system (OS) layer provides basic system functionality to all other layers, such 
as file system functions. It may be heterogeneous in case of client/server architectures. 

2.2. Intra-svstem boundaries 

A number of important intra-system boundaries can be distinguished in the layered model of Fig. 2. 
These are discussed below. 

In the first place, we can distinguish several transparency boundaries in the overall architecture. The 
distribution transparency boundary determines which system layers explicitly address distribution 
aspects and which layers can address the underlying layers as if it were a centralized system. In the 
architecture of Fig. 2, distribution aspects can be transparently hidden by the operating system layer 
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[14], by the database system layer [12], by the workflow management system layer, by the application 
system layer, or not at all. In the latter case, the end user of the workflow system is responsible for 
handling distribution aspects, which is usually not preferable. The platform transparency boundary 
determines which layer hides platform specific details from the higher layers. The lower in the 
architecture platform transparency is offered, the more general the higher layers can be. Note that 
there may be multiple platform transparency boundaries for specific platform-dependent aspects. 

In the second place, we can distinguish one or more client/server interface boundaries [14]. A 
client/server interface can be used within the WFMS or between WFMS and AS. In the first case, 
WFMS clients are distinguished that provide the end user side of workflow management. In the 
second case, the end user side is implemented through external application systems. In the Mercurius 
architecture, both options can be used, although workflow clients are explicitly included in the 
description. Note that client/server issues are interesting only for workflow enactment aspects. In 
workflow application design, no central-decentral process coordination is necessary within the 
WFMS. Note further that a second client/server interface may be present between WFMS and DBMS, 
as most modern database systems for large applications have a client/server architecture. 

3. Architecture design approach 

In this section, we discuss the approach for the design of the WFM system reference architecture. 
First, we give our vision on the function and contents of a reference architecture for workflow 
management systems. Then, we discuss the various design principles that have been the 'foundation' 
for the design process. Last but not least, we pay attention to major architectural aspects that have 
heavily influenced the design of the reference architecture. 

The use of the design principles and architectural aspects described in this section results in an open 
WFMS architecture with a high degree of flexibility, extensibility and portability. Flexibility and 
extensibility are obtained for both the WFM system developer and workflow application designer 
perspectives, i.e. for WFMS provider and WFMS user. 

3.1. Reference architecture 

In this paper we describe a reference architecture for workflow management systems. The 
architecture has two important characteristics that distinguish it from concrete WFMS architectures: 
abstraction and completeness. 

The reference architecture presented in the sequel of this paper can be seen as an abstraction from 
specific WFMS architectures. This means that both low-level details and details specific to concrete 
systems are excluded from the reference architecture. The step from the abstract reference architecture 
to a concrete system architecture thus implies filling in system specific details at the appropriate 
places. We give examples of this in the sequel of this paper. 

The reference architecture aims at completeness with respect to WFMS functionality. As such, it is 
functionally more complete than most (if not all) concrete systems. The reference architecture can be 
used as a functional 'benchmark' for concrete architectures. The step from the functionally complete 
reference architecture to a less complete concrete architecture implies selecting the appropriate 
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modules from the reference architecture. In the sequel of this paper, we discuss which parts of the 
reference architecture are considered 'mandatory' and which parts 'optional'. 

As stated before, the reference architecture discussed in this paper is not based on an existing 
workflow management system. To obtain the desired level of abstraction and completeness as 
mentioned above on the one hand and avoid 'legacy design issues', we have chosen a 'greenfield 
approach' in designing the architecture. The proposed architecture does have many aspects in 
common with existing systems, however. Where appropriate, we have discussed relations to existing 
systems in the sequel of the paper. We have not taken the reference architecture of the Workflow 
Management Coalition (see Fig. 1) as a starting point, because we consider this architecture 
incomplete for this purpose (platform interfaces and data management are not explicitly included). 
The reference architecture described in this paper can, however, easily be related to that of the 
Workflow Management Coalition (this will be elaborated in Section 4.1). 

3.2. Design principles 

The workflow management system reference architecture is developed following a number of main 
principles for its design. These principles determine the 'design philosophy' of the architecture and 
guard the quality of the design. The design principles have been chosen to result in a reference 
architecture that allows for flexible comparison to and analysis of concrete workflow systems. 
Flexibility implies the possibility to view the architecture on several levels of detail on the one hand 
and with respect to several system aspects on the other hand. In analyzing workflow systems, the 
position of the workflow system in the overall system architecture is of paramount importance. Below, 
we discuss the four main principles, the first three of which contribute to the flexibility aspect, and the 
fourth of which aims at a clear positioning of the reference architecture in its technical context. 

Firstly, a strict top-down design strategy is used that results in a clear multi-level, modular 
architecture design. The following design levels are to be distinguished: the WFMS in its system 
context, the global WFMS, the WFMS subsystems, and the WFMS subsystem modules. The modules 
can be further decomposed into module components, but this level is not within the scope of this 
paper. On each level, a modular architecture is described consisting of modules as well defined 
clusters of functionality with well-defined interfaces to other modules. Modules coincide with 
conceptual clusters of functionality. The modular architecture enables an incremental WFMS 
development strategy, based on requirements of new applications. 

Secondly, a clear separation is made between enactment and design perspectives in the WFMS 
software architecture. Note that both perspectives are not completely independent, though. Both 
perspectives of the architecture operate on the workflow definition data: the design perspective creates 
these data, the enactment perspective uses these data. Further, they both make use of the same 
interface modules to access underlying software platforms. This separation of concerns allows for 
independent solutions that do not require any kinds of trade-offs between both aspects. 

Thirdly, an explicit separation is made between kernelfunctionalio' and additionalfunctionalio, for 
the WFMS. The kernel WFMS contains basic functionality necessary for all application types. 
Additional functionality is added to the kernel system by adding extension modules that can be 
connected to a software bus. Extension modules become integral parts of the WFMS, as opposed to 
the client/server approach to functional extensibility (see e.g. [8]). System extensibility is important 
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for incremental system design and implementation (developer's perspective) and incremental system 
installation (end user perspective). 

Finally, emphasis is put on explicit interfaces between the WFMS and the software platforms it 
uses. The use of dedicated interface modules for interfaces to software components used by the 
WFMS enables separation of concerns in architecture design and easy platform independence. Explicit 
interface modules have already been used in some WFM products, e.g. the Basic Access Layer of the 
FORO WFMS [10, 13]. In the architecture presented in this paper, interface modules are used 
consistently for all software interfaces, i.e. interfaces to operating system, database management 
system, communication system, user interface system, and application systems. 

3.3. Architectural aspects 

Apart from the general design principles outlined above, we discuss major architectural aspects that 
have also heavily influenced the design of the reference architecture. 

Distribution is a major architectural aspect for a workflow management system for two reasons. 
Firstly, workflow management is by nature a distributed application in which many users at different 
places in an organization (or even several organizations) cooperate. Secondly, distribution opens the 
way to scalability. Scalabilio' is of great importance to allow workflow applications to 'grow' in time 
because of increased number of users, number of cases, or size and complexity of cases. 

HeterogeneiO, is a second major aspect for workflow management systems. Workflow systems 
typically operate in environments where servers and workstations of different kinds exist. Coupling 
these systems in enterprise-wide workflow systems requires an approach that can handle heteroge- 
neous environments. When coupling multiple workflow management systems, heterogeneity can lead 
to improved interoperabilio'. 

4. Global WFM system architecture 

This section describes the highest level of an abstract reference architecture for a WFM system. 
This architecture is further elaborated in the next sections to obtain an architecture specification with 
such detail, that it can be used for a high-level functional specification of a WFMS. As such, the 
software architecture specification is significantly more detailed than the one defined by the Workflow 
Management Coalition [43], shown in Fig. 1. 

First, the global WFM system architecture is presented, discussing the top-level modules of the 
system. Then, the data sets manipulated by the WFM system are described and important issues with 
respect to data management are discussed. Finally, attention is paid to various interfaces in the 
architecture. 

4.1. Global architecture 

The global architecture of the WFM system in its environment is shown in Fig. 3. The WFM system 
itself consists of three main modules (having a dark gray color in the figure to indicate that they are 
decomposed in the sequel of the paper) providing workflow design, central enactment and end user 
functionality: 
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Fig. 3. Global WFM system architecture. 

WF Design Module.  The workflow design module provides services for the design of workflow 
applications. The design data is stored in the central data store and used by the workflow server 
modules. The design module is further elaborated in Section 5. 

WF Server Module. The workflow server module provides all central services for workflow 
enactment. It communicates with workflow clients and possibly other workflow servers. The server 
operates on the data in the central data store. It is further elaborated in Section 6. 

WF Clients Module.  The workflow clients provide decentral end user services for workflow 
enactment and management. They communicate with the workflow enactment server. Enactment 
clients can also temporarily operate in a stand-alone fashion, using local data stores. The local data 
stores are synchronized with the central store using a check-in/check-out mechanism (see further 
Section 4.4). The client modules are discussed in detail in Section 7. 

The WF server module uses the services of the communication system (CS) for information 
exchange with other workflow server modules in the case of distributed, cooperative applications. 
Application systems (AS) are used for application-specific functionalities, e.g. financial report 
generation in a financial workflow application. The operating system (OS) is used for low-level 
system operations, e.g. file system operations. 

A complete workflow environment always contains the three main modules described above. There 
may be situations, however, where the workflow design functionality and the workflow enactment 
functionality are strongly separated into two independent architectures. This may be the case, lbr 
example, in a scenario where an IT-organization performs the complete workflow design in its own 
system context for an end-user organization. Clearly, both sub-architectures have to operate on 
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compatible data stores in this situation to enable transfer of workflow application from developer to 
user context. 

Note that the three modules often run in a heterogeneous environment, in which the various 
modules use different operating platforms. The boundaries between these platforms are indicated by 
the dotted lines in Fig. 3. The heterogeneous environment may require partial replication of data 
stores; this aspect is not dealt with here for reasons of clarity. 

The relation between the global architecture in Fig. 3 and the WFM Coalition standard architecture 
in Fig. 1 can be easily explained. The Workflow Engine in the WFMC standard architecture coincides 
with the WF Server module in Fig. 3. The interfaces in the WFMS architecture are related to those in 
Fig. 3 as follows: IF1 is the interface between WF Design module and DBMS, IF2 and IF5 are the 
interface between WF Server and WF Clients, IF3 is the interface between WF Server and AS/OS, 
IF4 is the interface between WF Server and CS. The fact that IF2 and IF5 coincide in our architecture 
follows from the fact that administration and management tools are considered special-purpose clients. 

4.2. lnte(aces in the global architecture 

In the architecture shown in Fig. 3, a number of important interfaces can be distinguished. Below, 
we discuss the interface to the DBMS, the interface between workflow server and client modules, and 
the interface between multiple workflow servers via the communication system. Further relevant 
details on interfaces are included in the sequel of this paper. 

Both the WF design module and the WF server module use a DBMS for persistent data storage. The 
design module uses the DBMS at workflow definition time to store workflow definitions, the server 
module at workflow enactment time to read workflow definitions and store workflow data. If both 
modules are allowed to access workflow specifications concurrently, the situation can occur where a 
workflow definition is modified that is also in execution. To handle inconsistencies in this workflow 
evolution situation, a versioning mechanism is required in the server module. 

The design and server modules use the DBMS in very different ways: the design module performs 
infrequent high-volume accesses to the database, the server module frequent relatively low-volume 
accesses. As the server module is performance-critical, the DBMS interface should be tuned towards 
its usage pattern. As the vast majority of commercial DBMSs uses a relational data model, the 
interface is mostly of the relational type, i.e. based on the SQL standard. This means that complex 
data structures used in design and server modules must be mapped to the relational model. This is a 
common approach used for example in the InConcert product [30] and the WIDE project [10,13]. 
Details on the DBMS interfaces included in the modules are given in Section 8.2. 

The interface between the workflow server and workflow client modules is used to pass workflow 
events and related information between the central server and a number of decentral clients. 
Communication is usually of a small grain size, but may be of a larger grain size in the case of a 
'thick' client (see Section 7.1). As workflow server and client usually belong to the same software 
suite, the interface is usually of a dedicated nature, based on a client/server protocol. Communication 
standards like CORBA [36] or HTTP can be used, however, to obtain some standardization in the 
infrastructure of this interface. The HTTP standard can be used for example to allow the use of clients 
based on Java [4] that operate in the environment of WWW-browsers (an intranet approach to 
workflow management). 

The interface between multiple workflow server modules (via the communication system) is used to 
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support workflows that span multiple workflow servers. In principle, one can distinguish two 
'ambition levels': process invocation and process transfer. In the former case, the interface is used to 
simply invoke process definitions at a remote site, possibly passing parameters. In the latter case, 
process definitions are passed through the interface to be executed by a remote server. This situation 
can be based for example on the WfMC process interoperability standard [44]. 

4.3. Workflow data sets 

In the global WFMS architecture, a set of data stores is included for storage of workflow data and 
meta-data (see Fig. 3). In these data stores, a number of data sets is distinguished for workflow design 
and enactment. The schemas (and partly the contents) of these data sets depend heavily on the 
conceptual model used for workflow applications, i.e. on the way workflow entities and relations 
between them are modeled (see e.g. [10] for an elaborated conceptual model). 

The context of workflow applications is described in two data sets. The organiz, ation data set 
contains information about the organizational context of workflow applications, like organization 
structure, function descriptions, personnel descriptions, resource descriptions, etc. The product 
definition data set contains detailed descriptions of the products of the organization, the production of 
which is supported by the workflow management application. The descriptions can include 
information on necessary resources for the production of the products. 

The design of workflow applications is described in the workflow definition data set. It contains the 
information on the design and structure of workflow applications, like workflow specifications and 
task specifications. Often, this information is extracted or compiled from workflow specifications in 
some workflow specification language (see e.g. [19,15]). The data in the workflow definition data set 
can be considered the meta-data of the workflow system. 

Workflow enactment data is stored in three data sets. The workflow process data set contains 
information on the current status and history of workflow applications, e.g. the status of tasks being 
performed or having been performed. The data set may be stored in a distributed fashion on multiple 
databases on server (e.g. to store central process data) and client machines (e.g. to store local inboxes 
and outboxes). The management information data set contains aggregated workflow process data for 
management information and evaluation purposes. The data is periodically updated by extracting 
relevant data from the process data set. The data set is used as a data warehouse on which historical 
queries can be formulated. The application data set contains the workflow case data (objects) actually 
processed by the workflow application or descriptions thereof. Workflow cases can be seen as 
intermediate products in the production of the products described in the product definition data. Note 
that the application data may also be accessed directly by application systems. 

4.4. Workflow data management 

Workflow data sets are centrally managed by the workflow server (through one or more database 
management systems, see Section 8.2). It may be necessary, however, to temporarily move parts of 
the data to local databases on client platforms. An operational reason can be to enhance performance 
by local caching of relevant data on client stations. A functional reason is the necessity of off-line 
processing of certain workflow tasks. This situation can occur in geographically distributed workflow 
management applications where data connections are not available in a continuous fashion. The 
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necessity also arises in the context of mobile workflow clients, a situation that is interesting in 
application areas where workflow management extends beyond the traditional office environment (see 
e.g. [33]). 

To enable data caching at client sites, specified parts of the data sets can be checked out of the 
central data store to allow decentral autonomous processing of parts of workflows using local 
databases. After this processing, the data is checked in again into the central database, during which 
attention is paid to possible consistency and versioning problems with the data. Mechanisms for 
check- out and check-in of data have already been described in other application areas of databases 
having comparable transaction management characteristics (see e.g. [27,26,16,17]). 

5. Workflow design module architecture 

This section presents the system architecture for the design perspective of the WFM system, i.e. the 
WF design module from Fig. 3 and its environment. First, the global architecture of the design module 
is discussed, in which the design engine is the central component. Next, the architecture of the design 
engine is described in more detail. Finally, extension modules are discussed that can be used to 
enhance the basic functionality of the design engine. 

5. 1. Global design module architecture 

The basic WFM system architecture for workflow design is depicted in Fig. 4. We can distinguish 
the following modules: 

WF Design Engine. The workflow design engine provides basic workflow design tools. The 
various components of the engine are discussed in detail in Section 5.2. 

UIS/AS/DBMS Interface. The interface modules provide interfaces to UIS/AS/DBMS to hide 

I ......... ~iT~ .......... iii!i A S  

Interlace 

Fig. 4. Workflow design module architecture. 
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platform details. Note that the DBMS interface accesses data sets through the DBMS (not shown in 
the figure for clarity). 

Extension Modules. One or more extension modules can be used to enhance the functionality of 
the design engine. Modules are connected to the engine through a software bus (see Section 8.1). A 
set of extension modules is discussed in detail in Section 5.3. 

Design engine and extension modules are described below in more detail. 

5.2. Design engine architecture 

Workflow design is a complex process with a number of steps, each of which requires attention to 
different aspects of workflow models and specifications. A well defined design process (also refered to 
as way-of-working [34]) is therefore an important aspect of workflow design. The architecture of the 
workflow design engine is consequently derived from the various steps that can be distinguished in the 
workflow application design process. 

In this process, the organization in which the workflow is to be embedded and the products to be 
supported by the workflow are defined first. The organization and product specifications set the 
context for the actual workflow specification. 

In the workflow specification, a global design of the workflow application is constructed first by 
senior application designers in cooperation with functional managers. The emphasis in this phase is 
usually on the global workflow process structure. 

The global design is subsequently further elaborated by expert application designers to result in a 
complete specification of the application. In this phase, process designs are further refined, and 
workflow details like workflow tasks contents, task allocation rules, scheduling information, and 
exception handler routines are specified 

This specification can next be enacted (executed). During enactment of the application, tuning is 
performed on detail aspects by operational workflow managers. The order of the design steps is 
illustrated in Fig. 5. 

In accordance with the five design steps, the workflow design engine consists of five main 
interactive design modules that all operate on the same meta-data and one interface module, as 
depicted in Fig. 6. These modules are discussed below: 

Organization specification module. The organization specification module is used by functional 
(strategic) managers to specify the organization structure, roles, and resources with respect to 
workflow management. The module modifies the contents of the organization data set. 

Product specification module. The product specification module is used to specify products and 
sub- products to be used in workflows. An example of a product is an electronic form to be routed in a 
workflow. The module modifies the product data set. 

Global design module. Given organization and product characteristics, the global design module is 
used to set up the global design of workflow applications. The user interlace of the module should be 
such that it is understandable for non-IT-experts, e.g. a graphical interface to define the process 
structure. The module modifies the workflow definition data set. The organization and product data 
sets are used as input for the design process. Process and application data sets are used as input if 
information on the current application status is necessary (e.g. for simulations). 

Detail design module. The detail design module is used to further elaborate global workflow 
application designs. It offers mechanisms to refine the global process design constructed with the 



44 P. Grefen, R. Remmerts de Vries / Data & Knowledge Engineering 27 (1998) 31-57 

I OrganizatiOn'~i F product ~ili:, design~ L design 

I 

design 
V 

I enactment~i~ t:nin.~.~.~g 3 
Fig. 5. Workflow design phases. 

global design module. It also offers possibilities to specify workflow details, e.g. through a 
form-based interface. This module delivers completely specified and executable workflow applica- 
tions. The module uses the data sets in the same way as the global design module. The detail design 
module may produce a specification that is not directly fit for enactment by the workflow engine. In 
this case, the enactment code has to be produced by a compiler or generator. To allow flexibility in the 
configuration, we see this as a design extension module (discussed in Section 5.3). Tuning module. The tuning module is used to perform small modifications to existing workflow 
applications, like local changes in task allocation. As such, the module is not used to change workflow 
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Fig. 6. Workflow design engine architecture. 
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process structures, but rather to adapt process parameters where this turns out to be necessary during 
workflow enactment. The module provides limited functionality with respect to detail design. The 
module modifies the workflow definition data set to reflect modified parameters. Other data sets are 
used in a limited fashion as described for the two above modules. Clearly, the tuning module should 
not require the use a code generator as described above (small modifications should not require 
extensive regeneration of enactment code, but rather modify some variables used by this code). 

Software bus manager.  The software bus manager is an internal component, providing the 
interface to design extension modules on the software bus. This module is connected to all design 
modules (for reasons of clarity, not all connections are shown in the figure). 
Note that it is possible to combine various design modules, e.g. having one module providing the 
functionality for global design, detail design and tuning. We believe however that the various design 
tasks are that different in nature that different modules are a more adequate solution. 

Further details on the functionality of the design engine modules can be found in [32]. 

5.3. Design extension modules 

As discussed before, extension modules can be added to the basic workflow design architecture to 
support the workflow design process in specific ways. Below, a few extension modules are discussed: 
a more complete list can be found in [23]. 

Extension modules can be used for the static verification of defined workflows. A syntax checker 
module is used to check the syntax of the workflow application components, i.e. the organization, 
product and process models. The module performs syntactical analysis on aspects like completeness 
(e.g. of attributes) and structure (e.g. circular relationships). Further, the module checks cross- 
references between the various models. A semantics checker module can be used to analyze the 
semantics of defined workflow models. Example aspects are: dead ends in workflows, cycles in 
workflows, specified resources that are not actually used in the models, and unreachable paths in 
workflows. 

Depending on the format of the workflow specification produced by the detail design module and 
the format required by the workflow enactment engine, a compilation or generation of enactment code 
may be necessary. This task is performed by a code generator extension module. Having this as 
module as an extension module allows for flexibility with respect to server platforms. In the WIDE 
system [10], a compiler is used to translate the WWPDL language into contents of relational tables 
used by the workflow engine. In the Exotica project, a generator is used to add advanced rollback 
functionality to workflow processes [1]. 

Another important use of extension modules is the dynamic analysis of defined workflows. A 
workflow simulator module is used to dynamically simulate defined workflow applications to provide 
insight in the dynamic behavior of these applications. The module can access application data in the 
database to obtain simulations that are closely related to the actual situation. The simulator can be 
based on a more general dynamic simulation environment like ExSpect [5] or Arena [40]. 

Extension modules can also aid in the management of workflow definitions. A workflow libra©' 
manager module is used by workflow application designers to manage a library of reusable standard 
workflow process blocks. The reuse of workflow 'building blocks' improves the efficiency and quality 
of the workflow design process. 
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6. Workflow enactment server architecture 

This section discusses the architecture of the workflow enactment server, i.e. the central module in 
workflow execution (see Fig. 3). The workflow enactment clients that communicate with the server 
are discussed in Section 7. 

6.1. Global enactment server module architecture 

Below, the global enactment server architecture as shown in Fig. 7 is described. We can distinguish 
the following modules in this architecture: 

W F  Server Engine, The workflow server engine provides basic enactment services by interpreting 
workflow specifications in the workflow definition data store. It records activities into the process data 
store. It can access application data where necessary, e.g. for content-based routing. The engine can be 
operated in dummy (for testing purposes) and production modes. The engine is discussed in detail in 
Section 6.2. 

W F  Client Interface. This interlace module provides the interface between the workflow server 
and workflow management clients (see Section 7) in the client/server architecture. 

CS Interface. The CS interface module is used to communicate with other workflow servers. It 
shields platform-specific details of the communication infrastructure. For its communication, it 
preferably uses a language based on a standard like the WfMC interoperability proposal [44]. 

A S / O S / D B M S  Interfaces. The platform interface modules provide standard interfaces to AS/OS/  
DBMS platforms by hiding platform-specific details. 
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Fig. 7. Workflow enactment server architecture. 
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Extension module. The extension modules provide additional functionality to the basic workflow 
engine. Extension modules can be added in arbitrary numbers using the software bus. The actual 
selection of extension modules depends on the application domain at hand. A set of enactment server 
extension modules is discussed in Section 6.3. 
In the above architecture, the workflow enactment engine is the central component. This engine is 
described in more detail below. Next, extension modules are described that can be used to enhance the 
functionality of the basic enactment engine. 

6.2. Enactment server engine architecture 

The main function of the enactment server engine is processing workflow events, i.e. analyzing 
events and initiating the reactions to these events as described in the workflow specification. As such, 
it implements a chosen basic workflow processing model. This model can be extended by the 
functionality of extension modules, as discussed below. 

The workflow enactment server engine architecture is shown in Fig. 8. It is based on a phased 
processing of workflow events, allowing a high degree of flexibility in this processing. The 
subsequent phases of event processing are event reception, event analysis, action synthesis, and action 
execution. Each phase is associated with a specific engine module. Adding two support modules, the 
following modules can be distinguished in the architecture: 

Clock module. As time events are important in most office applications [35], an explicit clock 

Interface 

Fig. 8. Workflow enactment server engine architecture. 
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module is included. The clock module generates clock events for the initiation of time-triggered 
workflow actions. The clock event granularity and/or clock event priorities can be adapted based on 
information about the current system load. 

Event receptor. The event receptor module receives all events from other modules and normalizes 
them. Event classes are clock events, application system events, communication system events, and 
workflow client events. Events are normalized based on event classes and event sources. Specific 
event classes can be enabled and disabled, providing a filtering mechanism for events. Normalized 
events are prioritized and queued for further processing by the event analyzer module. 

Event analyzer. This module analyzes incoming events on the one hand and cases in the process 
data store on the other hand to select all case identifiers to be processed on a specific event 
occurrence. Cases are selected from process data using event indices attached to the cases. Cases can 
be prioritized based on flexible combinations of case and event priorities. The module queues cases 
for further processing by the action synthesizer module. 

Action synthesizer. The action synthesizer module constructs actions to be performed on selected 
cases based on process definition data, process data, and application data. It can be seen as the module 
that interprets state-transition diagrams representing the life cycle of workflow cases (see for example 
[10]). It analyzes cases and their processing context (e.g. resources and related cases) and evaluates 
routing conditions based on process, definition, and application data. Actions to be performed are 
prioritized and queued for further processing by the action executor module. The action synthesizer 
uses two-way extension modules if available as enhanced replacements of internal functionality. 

Action executor. The action executor module is responsible for the execution of actions 
constructed by the reaction synthesizer module. It accesses and modifies process and application data 
as necessary. Where necessary, it invokes end user applications. It updates process data, e.g. the 
inboxes of workflow clients. It communicates with workflow clients through the workflow client 
interface. Where communication with other workflow enactment services is necessary, it invokes CS 
actions. If appropriate, the action executor communicates with one-way extension modules. 

Software bus manager.  The software bus manager provides a uniform interface to extension 
modules on the software bus. It communicates with server modules and extension modules on the 
software bus. Requests for and answers from extension modules are queued for processing. The 
module administrates availability of two-way extension modules and activates one-way extension 
modules available. It is discussed in more detail in Section 8.1. 
Note that all definition data sets (organization, product, workflow) are shown as one data set (labeled 
'all def. data') in Fig. 8 for reasons of clarity. 

The above architecture presents the functionality from a server process oriented view, i.e., the 
workflow management functionality is located in the server process which operates on the workflow 
data. From an object-oriented point of view, part of the functionality may be located in workflow case 
objects that conceptually contain both the workflow data pertaining to a workflow case plus some of 
the functionality working on that data. 

6.3. Enactment  server extension modules 

The basic workflow enactment server can be extended with extension modules that add additional 
functionality to the basic server. The addition of extension modules is application-dependent: the 
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higher the functional requirements of a workflow application environment, the more extension 
modules will be required. 

We distinguish between two types of extension modules based on the communication pattern with 
the workflow server engine. Two-way extension modules are fed with information from the basic 
architecture and produce information for the workflow server engine. As such, they are extensions or 
replacements of internal functionality of the workflow server engine. One-way extension modules are 
fed with information from the basic architecture but do not return information to the engine. Their 
task is to provide information services to external entities like end users or workflow system 
administrators. Extension modules can further be classifed according to their interaction with their 
users: no interaction at all, interaction through standard client mechanisms, or interaction through a 
dedicated client. 

Important examples of two-way extension modules are modules to intelligently handle resource and 
task allocation, and exceptions occurring in workflow enactment. An intelligent resource manager 
module manages resource allocation to workflow tasks to obtain optimal usage of scarce resources or 
minimal waiting times. Resources can be equipment like a fax machine or a printer, or office space 
like a meeting room. The module can use logistic optimization algorithms to compute resource 
allocations. A policy resolution manager module is used to resolve complex task assignment policies 
according to predefined business rules (see e.g. [8]). It tries to find the best possible actor (office 
worker) to accomplish a given task, taking into account complex information like functions, tasks, 
availability, replacement rules, and authorizations of actors. An intelligent exception handler module 
handles exceptional situations in workflow enactment, as defined in business rules. The module may 
be based on a rule (expert) system that implements a set of business rules. It possibly communicates 
with an authorized user in case of undefined or critical situations to find the best response to an 
exceptional situation. 

One-way extension modules often provide information to workflow actors or managers. The 
workflow monitor module provides management and control information on workflow execution, e.g. 
average waiting times, average processing times, etc. It uses a dedicated client for presentation to the 
user. This client is capable of displaying the information such that it easily supports operational 
decision making. The management information provider module provides aggregated management 
information for workflow application evaluation and tactic/strategic decision making. 

A more complete list of enactment extension modules can be found in [23]. 

7. Workflow client architecture 

This section discusses the workflow enactment client architecture, i.e. the architecture of the 
decentral system modules for workflow enactment. Several client module types can be distinguished: 

Worldtow enactment client. The workflow enactment client provides the interactive functionality 
by which actors (office workers) can perform their tasks in the workflow application. This client often 
uses an inbox/outbox paradigm for the presentation of jobs to be performed by actors. 

Workflow administrator client. The workflow administrator client offers functionality to manually 
control workflows where necessary, e.g. to remove or reroute specific cases. This client is used by a 
workflow supervisor or manager. 

Extension module  client. Extension module clients are dedicated client modules used by extension 
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modules as discussed in Section 6.3. Examples are the workflow visualizer client, a graphical client 
module used by the workflow visualizer extension module, and the workflow monitor client, a client 
module used by the workflow monitor extension module. 
In the context of this paper, only the workflow enactment client is interesting from an architectural 
point of view, as the other client types have very simple architectures. Below, the global architecture 
of the enactment client is described first. Next, attention is paid to the detailed architecture of the local 
enactment engine, which is the 'heart' of the enactment client. 

7.1. Enactment client architecture 

The workflow enactment client architecture is shown in Fig. 9. The architecture provides the 
functionality required by end users to perform their tasks in workflow applications. 

The following components are distinguished in the enactment client architecture: 
WF Engine. The client workflow engine provides local workflow enactment services, enabling 

delegation of specific enactment tasks by the central enactment server. These enactment tasks always 
have a scope local to the engine (usually one actor). The client engine can operate in various modes 
with respect to the delegation by and communication with the central workflow server. These modes 
are discussed in detail below. 

WFS Interface. The workflow server interface provides the interface between the local workflow 
client engine and the central workflow enactment server. It is also responsible for the check-in and 
check-out of data as discussed before in this paper. Its function depends on the mode in which the 
local workflow engine operates. 

UIS Interface. The UIS interface provides specific workflow client functionality that has an 
interactive nature. The most prominent functionality is the handling of workflow inboxes and 
outboxes through which the end users receive and submit workflow tasks. Electronic form handling 
may also be part of the UIS interface functionality. It hides platlorm specific user interface details 
from the local workflow engine and the workflow server interface. 

AS/OS Interface. These interface modules provide interfaces to AS and OS to hide platform 
specific details. The AS interface is used for activating and controlling interactive applications used by 
the end user in the workflow application, like text processors, spreadsheet programs, etc. The OS 
interface is used to provide access to low level platform functionality, e.g. file handling. 

I A ~ O S  ti 

Fig. 9. Workflow enactment client architecture. 
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DBMS Interface. The DBMS interface module provides transparent access to both central 
workflow server database (using the workflow server interface) and local workflow client database, 
depending on the mode in which the local engine operates (see below). 

Note that a communication system interface module is not included in the client architecture, 
because all external communication (beyond the scope of the client) is performed through the central 
workflow server. 

The workflow client can operate in three main modes, determining the way the client interacts with 
the workflow server. In direct synchronous mode, the workflow server interface communicates 
directly with the user interface system interface. The activities of the client are directly controlled by 
the central workflow server. The local client workflow engine and database system are not used in this 
mode. In cached synchronous mode, the workflow client operates with a copy of part of the central 
workflow data. Local and central data are always completely synchronized at relevant points, i.e. the 
local data store is a cache for the central data store. The activities of the client are mainly controlled 
by the local workflow engine. In stand-alone asynchronous mode, the workflow client operates with a 
local copy of the central workflow data that is not necessarily synchronized at all moments. 
Synchronization is perlbrmed at specific points in time using check-out/check-in protocols between 
local and central databases (see Section 4.4). The activities of the client are completely controlled by 
the local workflow engine. A client that operates in direct synchronous mode can be called a 'thin" 
client, whereas the other two modes require a 'thick' client. 

The choice tbr a specific mode depends on the characteristics of the environment in which the 
workflow system is used. The direct synchronous mode is the simplest mode of operation, used in 
tightly coupled environments in which the central workflow server has adequate performance to 
handle all tasks. The cached synchronous mode is useful to reduce communication between server and 
client modules in tightly-coupled environments with high workloads for the central server. The stand- 
alone asynchronous mode is useful when an on-line connection between central server and decentral 
clients is impossible or very costly, e.g. in the case of mobile clients. 
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7.2. Enactment client engine architecture 

The workflow enactment client engine architecture is shown in Fig. 10. The architecture can partly 
be seen as a simplified form of the enactment server engine as depicted in Fig. 8, with the following 
main differences. 

The client engine is not equipped with an event analyzer module, because the limited scope of the 
local workflow process does not require advanced analysis to determine the cases to be processed 
(often, the client is processing one single case). Because of its limited functionality, the client engine 
is not equipped with a software bus manager module. A clock module is not part of the client engine 
architecture because advanced timing functionality is not required for the client; clearly, the module 
can easily be added if necessary. 

8. Interfaces 

In this section, attention is paid to the interfaces between the kernel WFMS and its environment, the 
software environment described in Section 2 and the extension modules discussed in Sections 5.3 and 
6.3. As discussed before in this paper, the interfaces have each been mapped to interface modules to 
obtain platform independence and extensibility. As a detailed description of all interface modules is 
beyond the scope of this paper, we focus on two important interface modules: the software bus 
manager interface and the DBMS interface. 

Work on application and communication system interfaces has already been presented elsewhere. A 
proposal for an application system interface is presented for example in [39]. Here, software wrapping 
techniques are used to standardize the interface to application systems. Part of the communication 
system interface is covered by the interoperability standard currently worked on by the WfMC [44]. 
Further, standards from the field of EDI can be used here. 

8.1. Software bus interface 

As described in the previous chapters, the software bus manager is used to control the software bus 
to which extension modules can be connected to extend the functionality of the basic workflow 
management system. 

The internal architecture of the software bus manager is shown in Fig. 11. The protocol manager 
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Fig. l l. Software bus manager architecture. 
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module is responsible for the communication protocols on the software bus, i.e. for the communica- 
tion of requests and results, the handling of exceptions, etc. The protocol manager directly 
communicates with the extension modules over the software bus. The specification of software bus 
communication protocols are not within the scope of this paper. The request processor module 
accepts request from the workflow engine (WFE) modules and queues them for processing by the 
extension modules. The module is also responsible for delivering results from two-way extension 
modules to the appropriate basic system module. The extension module administration module 
registers the extension modules present on the software bus. 

To obtain a dynamically configurable system, the software bus interface can be based on a dynamic 
interface protocol, e.g. CORBA's Dynamic Invocation Interface (DII) which allows dynamic 
registration and use of interfaces [361. 

8.2. DBMS interface 

The database management system (DBMS) is the repository for data and meta-data of the workflow 
management architecture, as described in Section 4.3. Depending on the type of DBMS, it offers 
specific functionality with respect to supported data structures, definition and query languages, 
transaction support, etc. Further, multiple DBMSs may be used in a workflow management 
application environment. Finally, the workflow system may use non-DBMS systems for data storage. 
An example of this situation has been investigated in the Exotica Project, in which the Flowmark 
WFMS and the Lotus Notes replicated file system have been coupled [2]. The DBMS interface 
module is designed to hide platform specific details of data management systems from the workflow 
management system. 

The architecture of the DBMS interface is depicted in Fig. 12. A separation is made between data 
access functionality and transaction support functionality (see [13] for a comparable approach for the 
FORO DBMS). 

The high-level transaction manager module is responsible for the management of advanced 

L 7 W F M S  ii 

I . . . . . . .  i 

R e s u l t  ~ , DDLiD:'%'ILI i ResuR 
T r a n s l .  1 T r a n s l .  2 ~ T r a n s l .  2 

- - - i  i - J  

i i 

i}: 
, D B M S 2  ii 

Fig. 12. DBMS interface architecture. 



54 P. GreJen, R. Remmerts de Vries / Data & Knowledge Engineering 27 (1998) 31-57 

transaction classes not supported by the underlying database system(s) (see e.g. [16]). The module 
provides additional transactional primitives with respect to the underlying database platform, 
comparable to the transaction adapters in [6]. It provides high-level transaction management on top of 
standard transaction management offered by database platforms. Important transaction classes for 
workflow management are distributed transactions and long-lived transactions. For the class of 
distributed transactions, the high-level transaction manager must provide a two-phase commit protocol 
over local transaction managers [12]. For the class of long transactions, it may provide a saga 
mechanism offering undo functionality through compensating transactions [20]. A more complex 
approach has been developed in the WIDE project, in which the high-level transaction manager 
consists of two levels itself offering two levels of transaction functionality on top of the transaction 
mechanism of a commercial DBMS [13,24]. 

The DDL/DML translator module is responsible lbr the translation of data definition language and 
database manipulation language constructs as used by the workflow management system to the 
specific languages of the underlying database system(s). The result translator module translates query 
results from the database system(s) into the standard internal format used by the workflow system. 
The formats offered by both translator modules should preferably be based on commonly accepted 
standards, like CORBA [36] or ODMG [11]. In the WIDE project, a Basic Interface Layer is used to 
perform the functions of the translator modules [ 10,13]. This BAL module provides an object-oriented 
C + +  interface to its clients and uses a relational interface to the underlying commercial DBMS. 

A number of design questions have to be answered for the interface between the WFMS and the 
DBMS. These questions are related to the data related interface between workflow system and 
database system and to the process-related interface between both systems. The primary question 
related to the data interface concerns the data model offered by the DBMS interface module to the 
various WFMS modules and the data model(s) that the DBMS supports. If the internal format is 
object-oriented and the DBMS is relational, for example, the interlace module should offer a 
conversion from object-oriented language constructs to relational language constructs (DDL/DML 
translator) and a conversion from relational query results to object-oriented constructs (result 
translator). The primary question concerning the process interlace is related to the DBMS operation 
interface granularity and the DBMS activity type. The DBMS operation interface granularity 
determines the kind of operations that are sent from workflow system to database system: object- 
operation, set-operation, basic transaction (see e.g. [30] for a discussion of this issue in the context of 
the InConcert WFMS), or extended transaction (see [16] tbr an overview of extended transaction 
models, [24] for the application of extended transactions in the context of the WIDE WFMS). A 
second important question concerning the process interface is whether the database system is a passive 
server (traditional DBMS) or an active server (ADBMS, see e.g. [22]). If the database system is a 
passive server, all initiative for actions lies within the workflow management system. If the database 
system is an active server, it can trigger actions itself and cooperate with the workflow system or even 
control the actions of the workflow system. 

9. Conclusions 

This paper discusses a reference architecture ~br an 'ideal' workflow management system. The 
system is called 'ideal' because it has been designed using clear design principles, the objective has 
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been to describe complete functionality, and no limitations have been present related to existing 
systems. In the development of the architecture, specialists from various backgrounds (research, 
consultancy and end-user) have contributed, thus improving the completeness of the design. 

The workflow management system architecture presented in this paper goes into deeper detail and 
is more complete than other existing standard architectures. In the first place, the described 
architecture can be used as a reference architecture to analyze and compare existing workflow 
management systems, e.g. with respect to functional completeness or interoperabitity. In the second 
place, the architecture can be used as a solid basis for the development of new workflow management 
systems or modules thereof. Further, the reference architecture can be of help in the configuration of 
heterogeneous modular systems, i.e. architectures that have been configured from modules with 
different origins. 

One obvious direction of possible further work is the realization of a prototype of the architecture 
described in this paper. Given the strict modularity of the architecture, the realization can be limited to 
a selected set of modules in the architecture, depending on the required functionality. A second 
direction of possible further work is the detailed specification of the internal and external interfaces 
described in the architecture. Descriptions of the interfaces are useful in the first place to obtain 
interoperability between heterogeneous workflow management systems. They are also essential to the 
development of heterogeneous modular architectures as mentioned above. 
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