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ABSTRACT 

This paper presents a new algorithm for partitioning a gray-level image into connected 
homogeneous regions. The novelty of this algorithm lies in the fact that by constructing a 
minimum spanning tree representation of a gray-level image, it reduces a region partitioning 
problem to a minimum spanning tree partitioning problem, and hence reduces the compu- 
tational complexity of the region partitioning problem. The tree-partitioning algorithm, in 
essence, partitions a minimum spanning tree into subtrees, representing different homoge- 
neous regions, by minimizing the sum of variations of gray levels over all subtrees under 
the constraints that each subtree should have at least a specified number of nodes, and 
two adjacent subtrees should have significantly different average gray-levels. Two (faster) 
heuristic implementations are also given for large-scale region partitioning problems. Test 
results have shown that the segmentation results are satisfactory and insensitive to noise. 

V 



1 Introduction 

Image segmentation is one of the most fundamental problems in low-level image processing 
and pattern recognition. The problem is to partition (segment) an image into connected 
regions of similar textures or similar colors/gray-levels, with adjacent regions having sig- 
nificant dissimilarity. Many algorithms have been proposed to  solve this problem6. Most 
of these algorithms can be classified into two classes: (1) boundary detection-based ap- 
proaches, which partition an image by discovering closed boundary contours, and (2) region 
growing and clustering-based approaches, which group “similar” (adjacent) pixels into dif- 
ferent regions. Region-based approaches can be further classified into two classes, those 
using global information to do segmentation and those using only local information. Many 
of the global information-based segmentation algorithms are very computationally time- 
consuming, while the local information-based approaches are usually sensitive to  noise. 

In this paper, we present a new region-based segmentation algorithm based on a min- 
imum spanning tree representation of a gray-level image and a tree partitioning algo- 
rithm. The algorithm partitions a gray-level image into a number (not pre-determined) 
of arbitrarily-shaped regions by globally optimizing an objective function, which measures 
similarities among pixels of each partitioned region, under constraints which prevent from 
partitioning a homogeneous region into smaller regions. The computational efficiency of the 
algorithm is the result of a representation of the 2-D image as a tree structure over the pix- 
els of the image, which effectively reduces the region partitioning problem to a simpler tree 
partitioning problem, Test results have shown that the algorithm is robust in the presence 
of noise. 

The basic idea of the algorithm is as follows. It first builds a weighted planar graph 
from the given 2-D gray-level image, and then constructs a minimum spanning tree of the 
graph in such a way that a connected homogeneous region, a region with similar gray levels, 
corresponds to one subtree of the spanning tree. The tree-partitioning algorithm partitions 
a tree into a set of subtrees, whose nodes have similar gray levels. In order to  prevent the 
algorithm from forming many small regions or partitioning one homogeneous region into a 
number of smaller ones, we require that each partitioned region have at least a specified 
number of pixels and that two adjacent regions have average gray levels that differ by more 
than a specified value. The algorithm uses dynamic programming to construct an “optimal” 
segmentation. If we use Z gray levels to represent an image of N pixels the algorithm runs 
in O(max{(N- IC), l}Z(log(Z) + IC2)) time and O(N1CZ) space, where K, li << N ,  is the 
size of a smallest partitioned region. 

The development of this algorithm is a part of the visGRAIL project at Oak Ridge 
National Lablo. visGRAIL is a multi-sensor/neural network based satellite imagery pro- 
cessing/pattern recognition system. The system recognizes areas of significant structure in 
satellite imagery by recognizing regular features from edge detection and geometric shapes 
and by combining the features using a neural network system. In visGRAIL, the region seg- 
mentation algorithm serves as a front-end of the shape recognition subsystem and also serves 
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as a robust edge-detection subsystem (using the boundaries of the partitioned regions). 
This paper is organized as follows. Section 2 explains the minimum spanning tree 

representation of a gray-level image. Section 3 presents a tree partitioning algorithm using 
a dynamic programming approach. Section 4 gives two faster heuristic implementations of 
the algorithm given in Section 3 for larger images and images with special features. Section 
5 describes some applications of the segmentation algorithms. 

2 Spanning Tree Representation of an Image 

As a powerful graph-theoretic concept, minimum spanning trees have long been used in 
pattern recognition and classification p r o b l e m ~ ~ * ~ > ~ .  In this section, we give a minimum tree 
representation of a gray-level image. 

We assume that an image is given as a p x q array and each pixel has an integral gray 
level E [O ,K] ,  Le., the whole gray scale [O, 11 is divided and discretized into K -I- 1 gray 
levels. For a given 2-D gray-level image I ,  we define a weighted planar graph G ( I )  = 
(V, E ) ,  where the vertex set V = { all pixels of I } and the edge set E = {(u,v)Iu,v E 
V and distance(u, v) 5 4 }, where distance(u, v) is the Euclidean distance in terms of 
the number of pixels; each edge ( u , v )  E E has a weight w(u,v) = IG(u) - G(v)l, with 
G ( x )  E [O,K] representing the gray level of a pixel x E I .  Note that G(I )  is a connected 
graph, i.e., there exists a path between any pair of vertices, and any vertex of G ( I )  has at 
most 8 neighbors. 

A spanning tree T of a connected weighted graph G is a connected subgraph of G such 
that (1) T contains every vertex of G, and (2) T does not contain cycles. A minimum 
spanning tree is a spanning tree with a minimum total weight. 

A minimum spanning tree of a general weighted graph can be found using greedy 
methods', as illustrated by the following strategy: the initial solution is a singleton set 
containing an edge with the smallest weight, and then the current partial solution is repeat- 
edly expanded by adding the next smallest weighted edge (from the unconsidered edges) 
under the constraint that no cycles are formed until no more edges can be added. For 
the above defined planar graph G(I ) ,  a minimum spanning tree can be constructed in 
O(llVll log(llVll)) time and O(llVll) space', where 11 - 11 denotes the cardinality of a set. 

We have used Kruskal's algorithm5 to construct minimum spanning trees. The following 
gives a pseudo-code of the algorithm. Let the given graph be G = (V ,E)  and T be the 
(partial) solution to the minimum spanning tree problem. 

T + 0; S +- 0; 
construct a priority queue Q containing all edges of E ;  
for each vertex v E V do add {v} to S; 
while IS1 > 1 do 
begin 

choose (v,w), an edge in Q of smallest weight; 
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delete ( v ,  tu) from Q; 
if ZJ and w are in different sets s1 and sg in S then 
begin 

replace s1 and s2 in S by s1 U s2; 
add (v, w) to  T; 

end 
end 

The main reason we have used Kruskal’s algorithm to  construct minimum spanning trees 
is that the algorithm tends to  group pixels of similar gray levels (edges with small weights) 
together. As a (weak) argument in support of this, we have the following lemma. 

Lemma 1 For a non-negatively weighted connected graph G and its minimum spanning 
tree T constructed by Kruskal’s algorithm, i f  G, is the subgraph of G, formed by deleting 
all non-zero weight edges, and C is a connected component of G,, then the subgraph of T 
induced by the vertices of C is connected. 

Proof. This follows directly from the fact that Kruskal’s algorithm always chooses the edge 
of (globally) smallest weight among the remaining candidates as the next edge. 0 

This lemma implies that if an image contains a number of objects, each of which has a 
uniform gray level, then the pixels representing each object will form a (connected) subtree 
of the spanning tree obtained by Ihskal’s algorithm. 

The following example illustrates the ideas of representing a gray-level image by a min- 
imum spanning tree. Figure l (a)  is a graph representation of an image of a letter “T” on 
a uniform background with some noise in both the letter and the background. Figure l(b) 
is the minimum spanning tree obtained by Kruskal’s algorithm. As we can see from Figure 
l(b), the letter “T” (slightly deformed) and the background form two (connected) subtrees 
of the minimum spanning tree (even in the presence of noise) when we cut the spanning 
tree at “+”. It is not difficult to see that a tree partitioning algorithm as outlined in the 
Introduction Section partitions the image into two regions, the letter “T” and the back- 
ground, assuming that areas formed by noise are all smaller than the (required) smallest 
partitioned region. 

In general, we would expect that if an image consists of a number of objects represented 
by homogeneous regions Kruskal’s algorithm would build a minimum spanning tree so that 
each object forms one (connected) subtree. In the following section we present a tree 
partitioning algorithm that partitions a tree into subtrees based on the similarities of gray 
levels. 
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Figure 1: (a) Each circle (node) represents a pixel. Each node has at most four neighbors 
as represented by the edges (we use four, instead of eight, neighbors for the simplicity of 
drawing). The number attached to each edge is the weight of the edge. Letter “T” is 
represented by the solid circles in the middle of the image with some added noise. 
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Figure 1: (b) Dark lines represent the minimum spanning tree obtained by Kruskal’s algo- 
rithm. If the tree is cut at “+” we get the letter “T” and the background as two (connected) 
sub trees. 
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3 Tree Segmentation Algorithm 

We first give a formal definition of the tree segmentation problem, and then present a 
dynamic programming algorithm to solve the problem. 

3.1 Statement of the problem 
Given is a tree 2‘. Each vertex v of T has a gray level G(v)  E [O,/c]. We want to  partition 
T into a set of subtrees Ti, i.e., T = UiTi and T; n Tj = 0 for i # j ,  such that 

where ci is the average gray level of T;, zi is the j t h  vertex of T;, T; and Til are adjacent 
subtrees, and K and D are two (application-dependent) parameters, both of which are 
positive numbers. 

One of the difficulties in (efficiently) solving this problem is the need for calculating 
averages of partitioned subtrees. In this paper we solve a closely related problem formulated 
as follows, which does not involve calculating averages explicitly. We divide the gray scale 
into Z equally-sized intervals. Now the problem is redefined to find a partition T = Ui  Ti and 
an assignment g; = g ( T i ) ,  where g is a mapping from subtrees to  the centers of gray-scale 
intervals, so the following function is minimized. 

minimize Ci C j ( g ;  - ~(4))~ 

To see the relationship between the two problems consider the following problem. We 
modify problem (P) by replacing centers of gray-scale intervals by the set of averages of 
gray levels of all possible subtrees Ti. It can be shown that the modified problem ( P )  is 
equivalent to the first problem by simply checking the first and second derivatives of the 
objective function of the modified (P) on g;’s. So we can consider the (P) is a “discreti~ed~~ 
version of the modified problem. As Z gets larger the solution to  (P) is approaching to the 
solution of the first problem as illustrated by the following statements. (1) If Ti is one of 
the partitioned subtrees in a minimum solution to the problem (P) then 19; -c;l 5 1/Z; (2) 
Let ( g i , c ; )  denote the corresponding relation of g; and ci. If { g i }  form a feasible solution 
(see Section 3.2) to (P) then { g i }  form a solution to the first optimization problem after 
changing its constraint (2) to IGi - G;tI 

Section 3.2 gives a dynamic programming algorithm to  solve the “discretized” tree par- 
titioning problem ( P ) .  

D - 1/Z, and vice versa. 
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3.2 A dynamic programming algorithm 

We first define some notation. Any partition T = U; T; with an associated assignment (from 
subtrees to  the centers of gray-scale intervals) g; = g(T;) is called a feasible solution to the 
optimization problem (P) if constraints (1) and (2) are satisfied. For any feasible solution, 
a vertex 21 of subtree T; is said to  be labeled in 9; if g; is the center value of the interval 
assigned to  T;. 

The tree-partitioning algorithm first converts a tree into a rooted tree by selecting a 
pixel from one corner of the image (or any other pixel) as the root. Now the parent-children 
relation is well defined. For each tree vertex, the algorithm constructs a minimum solution 
on the subtree rooted at the vertex based on the minimum solutions to  the subtrees rooted 
at its children. It extends a partial solution in such a bottom-up fashion and stops when it 
reaches the root. 

We label the vertices of T consecutively from 1 to IlTll (the labels are given to tree 
vertices in any arbitrary order except that 1 is assigned to the root). We use Ti to denote 
the subtree rooted at vertex i ,  also referred as subtree Ti. Note the difference between Ti  
and Ti, the later denoting one of the partitioned subtrees. 

Let score(i, k , g ; )  denote the minimum value of the objective function among all possible 
partitions and associated assignments on subtree Ti  which satisfy both constraints (1) and 
(2) except that constraint (1) can be violated for the partitioned subtree containing i, which 
has at least k ,  0 5 k 5 I<, vertices and all are labeled in 9;. If we define scores() to be +oo 
for all undefined values (note scores() is not defined everywhere by the above definition) 
we have the following lemma. 

I 

Lemma 2 (a) If il, i p ,  ... ,in are the children of vertex i, n 5 8 ,  and 1 5 k 5 IC, we have 

where D ( i )  is the set of all i's descendants, i is defined to be E D ( i )  and score(ij, 0,g;) is 
defined to be 

(b) min, score(1, K , g )  is a minimum solution of (P) ,  where 1 represents the tree root. 

Proof. The essence of this lemma is the recursive relation of sco~es() 's  on a tree vertex 
and its children. This can be checked by an inductive argument on the number of children. 
0 

Based on Lemma 1, we can solve the optimization problem (P) by calculating score() 
for each tree vertex in a bottom-up fashion using the recurrence from Lemma l(a),  and 
stopping at the tree root. To get the tree partition corresponding to mingscore(l,K,g), 
some simple bookkeeping needs to be done while calculating score()'s. 
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The pseudo-code to calculate score()'s is given below. We omit further details on the 
bookkeeping for recovering the tree partition. The input to the algorithm is the minimum 
spanning tree T obtained by Kruskal's algorithm. To efficiently calculate the recurrence of 
Lemma l(a), we need to introduce an auxiliary quantity scoretemp(i,k,g) for each i , k , g .  
For the simplicity of discussion, in the following we use g E [1,Z] to denote that g is the 
center of one of the gray intervals from 1 through Z. 

~~ ~ ~~ ~ 

Procedure caZscores( i) 
1. if vertex i has more than Ir' descendants t hen  
2. begin 
3. 
4. 
5. for  j = 1 s tep  +1 until n do 
6. for g = 1 step +1 until Z do 
7. for  k =  1 step +1 until  Ir' do 
8. 
k2,kl,k2 L 0; 
9. for k = 1 step +1 until  lr' do 
10. score(i, k,g) + minj>k{SCoretemp(i,j,g) - + (9 - G ( i ) ) 2 } ;  
11. for g = 1 step +1 until  Z do 
12. 
13. e n d  
14. else 
15. begin 
16. for g = 1 step +1 until  Z do 
17. for k = 1 s tep  +1 until K do 
18. 
19. 
20. e n d  

for each of the n children, ij, of i do call caZscores(ij); 
set SCoTetemp(i,k,g) c 0, for all k E [l,K], and g E [l,Z]; 

scoretemp(i, k,g) + min{scoretemp(i, k1,g) + score(ij, k2,g)}, for k = kl + 

set score(i,O,g) + minscore(i,li,g'), for 1s'- gl 2 D,g' E [1,Z]. 

if I = ~ I T ' I I  t h e n  set score(i, k,g) c CpED(i)(g - ~ ( p ) ) 2 ;  
else set score(i, k,g) t +m. 

Theorem 1 shows the efficiency of our tree partitioning algorithm. 

Theorem 1 min, score( 1, K ,  g) can be correctly calculated by the above algorithm in O(max 
{(llTll - K ) ,  l}Z(log(Z) + IC2)) time and O((llTllZ1r') space. 

Proof. The correctness of the algorithm can be checked easily based on Lemma 1. 
It takes O(IlTII) time to calculate the numbers of descendants for all the tree vertices 

using a post-order traversal on the tree. For each tree vertex, Line 4 takes O(ZK) time 
and space; Lines 5 - 8 take 0(K2Z) time and O(ZIr') space; Lines 9 - 10 take O ( K  + 1) 
time and space; and Lines 16 - 19 take O(KZ) time and space. To calculate Lines 11 - 12 
efficiently we can use a seurch tree data structure' to represent the list {score(i ,  0, l), ..., 
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score(;, 0,Z)). So Line 12 can be calculated using two search tree operations, which takes 
O(log(Z)) time and constant space. 

To initialize the search tree data structure takes O(Z) time and space. Lines 2 - 13 
are executed O([lTII - K) times and Lines 15 - 19 are executed O([lTII) times. Hence the 
theorem follows. 0 

In many applications, Z is at most 256, and hence can be considered as a constant. So 
the computational resources used are O(max((llTl1- I<), 1}K2}) in time' and O(llTllIi) in 
space. 

4 Heuristic Implementations 

The algorithm presented in Section 3 works effectively for images of moderate sizes, but 
when images get larger, perhaps 1000x1000 pixels or above, the computational time and 
memory required can become too large for practical applications. This section gives two 
faster heuristic implementations of the algorithm of Section 3, which avoid using I<, the 
smallest region size, as a parameter. 

4.1 Heuristic # 1: using penalty functions 
One way to avoid using the amount of memory and time required for the above algorithm 
is to  use penalty functions to approximately realize the requirement of each subtree having 
at least K vertices, i.e., we penalize each time a division needs to  be done. Instead of 
minimizing the above objective function we solve the following problem. Partition T into 
Ui=* Ti and find assignments gi to each T; to minimize the following function. 

minimize 

subject to: 

where penalty-factor is a fixed positive integer, which can be adjusted based on the practical 
applications. 

'This time bound can be further improved to O(max{(llTII-K), l}Klog(K))) using a theoretically faster 
algorithm to solve the following convolution problem. Let A and B be defined as 

We want to calculate C, with each of C's element c i ,  i E [O,n - 11, defined as 

ci = min aj + b k .  

Using a technique similar to Fast Fourier transform (FFT), this problem can be solved in O(nlog(n)) time'. 

i= j + k ,  j , k l O  
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This problem can be solved as follows. Define score(i, g) to be the minimum score of the 
objective function of (I” among all feasible solutions over subtree Ti under the constraint 
that the vertex i is labeled in g. In the following, we omit discussions on cases where 
llT’ll < K .  

For each tree vertex i, and its children il, i2 ,  ..., in, we can show the following. 
n 

score(i, g >  = min{score(ij ,g),  min scoTe(ij, g’) + penalty-factor) + (g - G(i>l2 ,  
j=1 I9-9’lLD 

and min, score(1,g) corresponds to the minimum solution of (P’). By a similar discussion 
to the one in Theorem 1, we have the following result. 

Theorem 2 The tree partitioning problem using the penalty-function heuristic can be solved 
in O(llTllZlog(Z)) time and O(llTllZ) space. 0 

4.2 

Another heuristic we have used for images with special features is to first “linearize” the 
tree T and then solve a one-dimensional list partitioning problem. Since some relational 
information among pixels may be lost during the linearization this strategy only works 
well when the given image is structurely not very complicated. For example, it works very 
effectively when an image has a number of objects in the same background and no objects 
contains other objects. 

The linearization of a tree is achieved by constructing a mapping from the tree vertices 
to a linear list. We achieve this by first converting the tree into a rooted tree as before, 
and then labeling each tree vertex using the depth-first search order from 1 to  IlTll. By 
ordering the tree vertices in the increasing order of their mappings, we get a linearization of 
the tree (in the following we still use T to represent the mapped list). A useful property of 
this mapping is that when the image is not very complicated each subtree representing an 
object corresponds a very small number of sub-intervals of [l, ~ ~ T ~ ~ ] .  In the ideal situation, 
each object only corresponds to one sub-interval and the background may be divided into 
a number of sub-intervals. 

When this premise holds for a practical application the following algorithm for one- 
dimensional path segmentation has proven to be effective. 

Now we give the formulation of the 1-D list segmentation problem. We want to  partition 
T = UT; and find an assignment y; = g(T;), so the following function is minimized. 

Heuristic # 2: linearization of a spanning tree 

minimize Ei Ejki - G(i)12  

subject to: (1) llTill 2 IC7 
(2) 1% - s:l L D. 

Let score( i ,g ,s)  denote the minimum score of the objective function of (P”) among 
all feasible solutions on the sublist Ti which satisfy both constraints (1) and (2) except 
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constraint ( 1 )  can be violated for the partitioned sublist containing i when s = 0, s is either 
0 or 1. We can show the following. 

score(i,g,O) = min {score(i - l ,g ,O),score( i -  1 ,g‘ ,  1 ) )  + ( g  - o(i))2, 
Id-, I ZD 

h‘-1 

and min,,, score ( l , g , s )  corresponds to the minimum solution of (P”). We have the follow- 
ing. 

Theorem 3 The tree partition problem can be solved using the linearization heuristic in 
O( llTllT log(Z)) time and O( llTllZ) space. 0 

5 Applications and Discussions 

We have implemented the algorithms presented in the previous sections in the visGRAIL 
system to  process satellite imageries and extract features for high-level pattern recognition. 
In one application of the minimum spanning tree representation and the tree partitioning 
algorithms we extracted geometric shape information from different regions (objects). In 
another application we used the region segmentation algorithms to  detect edge lines. We 
have combined traditional edge detection algorithms2 and the region segmentation result 
to  obtained more reliable edge lines. A simple way for such an application is to  use a pixel- 
by-pixel “and” operation on the region boundaries and edges detected by edge detection 
algorithms after some dilation/erosion operations4. The rationale is that edges obtained by 
edge detection algorithms represent pixels in gray-level local optima and region boundaries 
represent delineation lines of regions while true edge lines should satisfy both criteria. 

While the heuristic implementation using linearization is the weakest algorithm the 
performances of the other two algorithms are comparable. In cases with no prior knowledge 
about the minimum size of an object to be recognized, the heuristic implementation using 
penalty functions may even give better segmentation results. In general, the segmentation 
performance of these two algorithms are very adequate for the application of visGRAIL to 
date. 

The Figure 2 gives an example of image segmentation by the heuristic algorithm given 
in Section 4.1. 

Some research work is under way to study the limitations of our image segmentation 
algorithm under different types of noise. In the following we show two test cases. In these 
tests, we used an artificially-made example consisting of two letters, “T” and “E”, in a 
uniform background. Both letters are in gray level 100 and the background is in gray level 
150 (on a 0 to  255 scale). Two types of noise are added separately to the given image and 
the segmentation results in the presence of noise are shown. 
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In the first test, we use the following model to generate noise. Each pixel of the given 
image has probability P to keep its current gray level and probability 1 - P to randomly 
take a gray level E [0,255]. Figures 3 and 4 show the results for P = 0.65 and P = 0.3, 
respectively. 

The second test shows the segmentation results in the presence of additive Gaussian 
noise. We add to  each pixel a random integral value according to  the censored normal 
distribution N ( 0 , a 2 )  to  [-128, 1281. Figures 5 and 6 give the test results for Q = 40 and 
Q = 50, respectively, after a preprocessing of averaging (we average the gray levels of each 
pixel and its 8 neighbors). 

Computational efficiency is gained by reducing a region partitioning problem to a tree 
partitioning problem. But we may have to  pay for this gain by lossing some (region) parti- 
tioning accuracy in some very noisy imagery, as indicated by some preliminary tests we have 
conducted. Part of the reason for lossing some accuracy is due to the “incorrect” configu- 
ration of the minimum spanning tree constructed, e.g., an “object” may be represented by 
more than one (not connected) subtrees due to  noise as illustrated in Figure 6 .  Our current 
scheme in assigning weight to  each edge uses only local information, which is vulnerable to  
noise. Some study is currently under way to  make the algorithm even less sensitive to  noise 
in the level of tree construction. 

6 Conclusion 

We have proposed and implemented an effective and efficient 2-D image segmentation al- 
gorithm. Additional theoretical and empirical analysis is underway to  assess limitations 
of the algorithm in the presence of noisy imagery. Although the algorithm is presented to  
solve 2-D image segmentation problems it can be applied to 3-D gray level images without 
increasing any of the asymptotic complexity results. 
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Figure 2: (a) is a 496x494 gray level image. 
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Figure 2: (b) is the result of image segmentation. 
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Figure 2: (c) shows the boundaries of the segmented regions. 

16 



Figure 3: The image with noise and segmentation results for P = 0.65. 
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Figure 4: The image with noise and segmentation results for P = 0.3. 
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Figure 5:  The averaged noisy image and segmentation results for B = 40. 
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Figure 6: The averaged noisy image and segmentation results for c7 = 50. 
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