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Abstract

We present an approach of modelling and calibration of an active laser beam-scanning triangulation measurement system.
The system works with the pattern of two-dimensional beam-scanning illumination and one-dimensional slit-scanning de-
tection with a photo-multiplier tube instead of a CCD camera. By modelling the system-fixed coordinate, we describe the
formulation of 3D computation and propose a calibration method in terms of LSE using a planar fitting algorithm. As a
sensor-dependent solution, the estimation is refined in the domain of sensing variables. Result of calibration of the real system
and a brief analysis of systematic errors are given.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Since the range images provide 3D data of the
scene directly, they have been extensively used in
autonomous systems as a powerful modality for 3D
interpretation. There exist a multitude of range sens-
ing systems designed for various applications with
different sensing techniques[2–4,10–12]. In general,
optical ranging techniques can be divided into two
types: monocular and binocular systems. The mono-
cular approaches are based on the propagation time
of light, i.e., “time-of-flight” (TOF). The binocular
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approaches are in fact based on the “triangulation”
technique. It uses controlled light, so-called “struc-
tured light”, by which the correspondence between
projection and sensing has been pre-defined. Thus the
distance can be measured with the well-known trian-
gulation algorithm. At moderate ranges, triangulation
systems perform accurate and fast measurement and
are easy to implement[2,11], so they are quite popular
for 3D measurements.

In a triangulation measurement system, the con-
trolled light pattern can be a set of points, lines or
grids, etc., combined with a specific sensing configu-
ration. The illuminating pattern and the mode of light
detection determine the formulation of 3D measure-
ment. The commonly reported laser-scanning ranging
system used the strips or slits illumination pattern
(typically created from a cylindrical lens) with a
one-dimensional scanning procedure and CCD cam-
era as the detector (e.g.[4,12]). However, light pattern
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can also be a set of points, directly projected by the
laser beam onto the target (so-called “flying-point”
scanning way). In this beam-scanning mode, although
a two-dimensional scan mechanism is required, it
shows advantages of high intensity in illumination
and less back scattering in detection. This paper intro-
duces an example of the laser-scanning triangulation
system working with beam-scanning mode. Specif-
ically, the detector of the sensing system is imple-
mented with a photo-multiplier tube instead of CCD
modality. Therefore, formulation of 3D measurement
is not derived from the CCD image geometry, but
calculated in a time-sequence way. Consequently,
modelling and calibration of the system is different
to those existing approaches in literature.

In a broad sense, calibration of a measuring sys-
tem is to formalize data representation under a de-
fined coordinate system. The focus of a calibration
is to determine the system parameters that are in-
volved in the computation of the output data. A
variety of calibration methods have been presented
[1,4–8,11,12,14]. However, no available calibration
routines can be directly applied to the beam-scanning
system introduced in this paper because the new fea-
tures of the system induce new definitions in model
of the measurement. Based on the example of the
beam-scanning laser triangulation system, this paper
introduces a new approach for calibration of the pa-
rameters of the measurement system. Commonly, a
difficulty in calibration is the point correspondence
between the predefined coordinate and the image co-
ordinate[6,12]. Without CCD camera, we proposed
a new algorithm to solve the point correspondence
problem in parameter estimation. Through a planar
fitting scheme, the system parameters are determined
within an optimal framework. Moreover, the esti-
mation is given with a sensor-dependent approach,
by which the uncertainties in sensing processing are
processed with a refined statistical model.

2. The working principles of the laser
beam-scanning triangulation measurement
system

Fig. 1 illustrates the principle of the laser
beam-scanning triangulation measurement system.F
denotes the laser emitter andS denotes the detector.

Fig. 1. Illustration of the measurement track. The laser is emit-
ted from F and the slit-shaped detector is located atS. In one
line-scanning period, the intersection of the laser beam and the
detecting plane forms a near straight line along withy-axis, the
so-called “measurement track”. Intersection of this track and the
object surface is just the sensed point. In one frame-scanning pe-
riod, a number of measurement tracks are generated sequentially,
each of which corresponding to different line-scanning routine.

L is the distance between these components, and is
called the baseline. The laser beam performs scans
in longitudinal direction (denoted asline scanning),
and latitudinal direction (calledframe scanning). A
slit in front of the detector is projected onto the
scene by a rotating mirror, so an imaged “detecting
plane” thus scans in latitudinal direction (calledslit
scanning), whose angleβ can be positioned while
keeping the field-of-view in a fixed longitudinal di-
rection. For any angleβ, all visible illuminated object
points on this detecting plane will be sensed. The
frequency of the line scanning with respect toγ is
much higher than that of the frame scanning with
respect toα and the slit scanning with respect toβ.
So during one line-scanning period, the track of the
laser beam projected on the detecting plane is almost
a straight line perpendicular to thex–z plane. Only
points on this track can be sensed by the detector.
Thus one frame-scanningperiod contains a number
of line-scanning periods, resulting in a set of sequen-
tial tracks moving along the depth direction (z-axis).
All sensed points are the intersecting points of these
tracks and the object surface.

Obviously, to obtain the visible data points overall
the object surface in the view of field, the trace of
tracks should move at latitudinal direction in different
frame-scanning period. This can be done by conse-
quently changing the initial position of the detecting
plane in each frame-scanning period. In[15], moving
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Fig. 2. Implementations of optical scanning and sensing scheme. (a) Illustrates line- and frame-scanning implementation. M1 is a fixed
mirror transforming line scanning to frame scanning. The synchronizing signal for line scanning is generated by laser reflection at a
certain pose of the mirror, detected by detector r1, while the synchronizing signal for frame scanning is generated also by reflected light
at a defined position of the frame-scanning mirror, but an active illuminating source s is used. M2 is a semitransparent mirror by which
reflected light is detected by r2. (b) Illustrates the slit-scanning implementation. A slit positioned at the focus of a lens is imaged onto space
through the lens and the slit-scanning mirror. Then an imaged “detecting plane” is scanned using the mirror rotation. Only diffusion of the
point that lies on the detecting plane can be sensed by the sensor behind the slit. The synchronizing signal is generated by illuminating
source s and a detector r, coupled by the semitransparent mirror M.

of the tracks was controlled by setting a difference
between the frequencies of the slit scanning and the
frame scanning, so the measurement in overall work-
ing space can process automatically.

Particular in this system is that a photo-multiplier
tube was used as the sensing modality instead of the
commonly used CCD camera. This is to improve the
visibility of the optical sensing system[15] because
this 3D measurement system was basically designed
for robotic inspection in underwater engineering tasks
where the dark environment allows the feasibility of
high-sensitivity photo-electronic elements. Therefore,
sensing of object points is finished by the recording the
three anglesα, β andγ through a time sequential way.
Setting the three scanning frequencies with respect to
α, β and γ , the values of the three angles are then
determined by the time recording with a synchronising
mechanism to trigger the beginnings of each scanning
period. More details about the construction of the laser
beam-scanning measurement system were described
in [13,15].

Fig. 2 shows a sketch of the implementation. The
line and frame scanning were implemented with two
orthogonal rotating mirrors by which the reflected

laser beam runs in a two-dimensional scanning way
as shown inFig. 2(a). The detection device is me-
chanically independent to the laser-emanating device.
A slit in front of the photo-multiplier tube is located
at the focus of a lens so that a scanning “detecting
plane” is generated in the scene. Scanning of the
detecting plane is also carried out by a mirror-faced
rotating polyhedron as shown inFig. 2(b).

3. Modelling the triangulation measurement
system

The model of 3D measurement is shown inFig. 3.
Suppose the laser beam originates from a fixed point
F (laser-emanating origin) and scans along longitude
and latitude directions by line and frame scanning.
We defineF to be the origin of the measuring co-
ordinate system and they-axis being perpendicular to
the frame-scanning plane (denoted byΓ ). During the
sensing process, the detecting plane, denoted byΨ ,
scans the space by rotating around a fixed axis whose
direction is represented by the unit vectorns. Suppose
ns and the frame-scanning planeΓ intersect at point
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Fig. 3. Model of the coordinate system.ns is the direction vector of rotation axis ofΨ (the normal vector of planeΓ ), h the distance of
S to Ψ , θ the angle betweenns andΨ and L the baseline betweenS and F.

S, then thex-axis of the measuring coordinate system
is defined alongFS. Having defined thex- andy-axes,
the z-axis follows according to the right-hand rule.
The distance betweenF and S, denoted byL, is the
baseline length.

It should be noted that in this model the rotation
axis ns of the detecting planeΨ is assumed to be
free-oriented with respect to they-axis, the rotation
axis of the laser frame scanning. The detecting plane
Ψ is also assumed to be arbitrarily posed without any
mechanical constraints. This freedom in the definition
of a coordinate system is important because in prac-
tice, it is difficult to guarantee some mechanical con-
straints even there are intentions to do so.

There are four parameters to configure the pose of
ns andΨ . Two are used to describe the orientation of
ns, i.e., azimuthρ1 and elevationρ2 (seeFig. 5) with
respect to thex–y–z coordinate system. Another two
parameters describe the relative pose of the detecting
planeΨ with respect tons, i.e., the angle between
ns and planeΨ , denoted byθ , and the distance from
point S to planeΨ , denoted byh (seeFig. 3). These
four parameters are independent of the scanning pro-
cess. In summary, the parameters involved in a 3D
measurement in the defined coordinate system are:

• α0, β0 andγ 0—three initial angles of the periodic
scanning forα, β andγ .

• ρ1 andρ2—azimuth and elevation angles describ-
ing the orientation of the vectorns referred to the
x–y–z coordinates.

• h—distance betweenS and the detecting planeΨ .
• θ—angle between the planeΨ andns.
• L—baseline determined by the distance betweenS

andF.

The 3D coordinate computation is derived from the
simple fact that the sensed point is just the intersecting
point of the laser beam and the detecting plane. Sup-
pose the pointP (seeFig. 3) is sensed at the recorded
times indicated astf , tl andts, with respect to the frame
scanning, line scanning and slit scanning. Giventf and
tl , the line equation of the laser beam is directly avail-
able inx–y–z coordinates from the knownα andγ in
the form:

x = K


 cosα sinγ

cosγ
sinα sinγ


 = Kq. (1)

Once the equation for the planeΨ is formulated in
thex–y–z coordinate system, the position of the point
P expressed in thex–y–z coordinate system is deter-
mined by solving these two equations.

In order to obtain the equation of the detecting plane
Ψ in the x–y–z coordinate system, an assistant coor-
dinate system with origin atS is defined to describe
the pose ofΨ when scanning. This assistant coordi-
nate system, denoted asx′–y′–z′, is built as described
below.

Perpendicular to the rotation axisns and passing
through the pointS, a so-called “scanning plane” is de-
fined, which is denoted asΓ (shown inFig. 3as shad-
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Fig. 4. The assistant coordinate systemx′–y′–z′ defined inx–y–z.

owed). They′-axis coincides with the vectorns. The
x′-axis is defined in the planeΓ along the intersecting
line with the plane formed by thex- andy′-axis. Then
the z′-axis is derived by applying the right-hand rule.
This assistant coordinate system is shown inFig. 4.

From Fig. 3 it is clear that the rotation ofΨ can
be described by a rotation of the lineST (the distance
from S to Ψ is h). The scanning angle ofST is β =
β0 + ωsts, whereωs is the scanning frequency of the
detecting planeΨ andβ0 is the initial angle.

Firstly, the equation of the planeΨ can be easily
represented in thex′–y′–z′ coordinate system. At any
time, the normal unit vector of planeΨ , denoted ase,
is expressed inx′–y′–z′ coordinates as

e = [ cosθ cosβ, −sinθ, cosθ sinβ ]T. (2)

So, in thex′–y′–z′ coordinates, the equation of the
detecting planeΨ is

x′Te = h, (3)

whereh andθ are the parameters defined inFig. 3.
Defining the translation vectorL as the vector point-

ing fromF to S, we use the transformationx = Rx′+L
to represent the expression of (3) under thex–y–z
coordinate system

(x − L)TRe = h. (4)

Substituting (1) into (4), we get

K = h + (RTL)Te
(RTq)Te

. (5)

Now we further derive the expressions of (5) in form
of the system parameters. Denoting the three basic
vectors of the coordinate systemx′–y′–z′ as (vx , vy ,
vz), the rotation matrixR can be expressed asR =

Fig. 5. Azimuth and elevation angles ofns.

[
vx, vy, vz

]
. According to the definition of the coor-

dinate systemx′–y′–z′, we know thatvy = ns, there-
fore

vy =

 nx

ny
nz


 =


 sinρ1 cosρ2

cosρ1
sinρ1 sinρ2


 , (6)

whereρ1 andρ2 are the azimuth and elevation angles
of ns (seeFig. 5).

Because the axes ofns, x andx′ are coplanar, we can
derive the vectorvx from the following expression:

i = cos(δ)vx + sin(δ)ns, (7)

where i is the unit vector of the axisx, δ the angle
betweenx andx′ (seeFig. 6). Therefore,

vx = i − sin(δ)ns

cos(δ)
= 1

cos(δ)


 1 − n2

x

−nxny
−nxnz


 . (8)

Here we have used the relations ofi = [100]T and
sin(δ) = nx .

Finally, the vectorvx can be derived fromvz =
vx × vy . From (8), we get

vz = 1

cos(δ)
(i × ns) = 1

cos(δ)


 0

−nz
ny


 . (9)

Fig. 6. Definition of the angleδ (x, y′ and x′ are coplanar).
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Now the three basic vectors (vx , vy , vz) have been for-
mulated in terms of the parametersρ1 andρ2 through
(6)–(9).

Denotingq′ = RTq, we can obtain the following
results:

q ′
x = 1

cos(δ)
(sinγ cosα − sin(δ)q ′

y),

q ′
y = 1

cos(δ)
(sinρ1 cosρ2 sinγ cosα

+ cosρ1 cosγ + sinρ1 sinρ2 sinγ sinα), (10)

q ′
z = 1

cos(δ)
(−sinρ1 sinρ2 cosγ

+ cosρ1 sinγ sinα),

sin(δ) = sinρ1 cosρ2,

cos(δ) =
√

1 − sin2(δ).

DenotingL′ = RTL, we obtain

L′
x = 1

cos(δ)
(L − sin(δ)L′

y),

L′
y = L sinρ1 cosρ2, (11)

L′
z = 0.

Expanding (5) in the form of

K = h + L′
xex + L′

yey

q ′
xex + q ′

yey + q ′
zez

(12)

and combining (3), (10) and (11), the parameterK in
(1) can be computed in terms of the system parameters.

4. Calibration method

Although the eight parameters involving in the com-
putation of the measurement model are pre-designed
in the mechanical construction, a calibration process is
necessary to determine these parameters through real
measurements. Unlike the CCD modality, point sens-
ing of the system is finished in a time sequential way,
so the calibration routine is different to those com-
monly used techniques for laser range finders existing
in literatures (e.g.[4,12]). We proposed a new algo-
rithm for the calibration of the laser beam-scanning
triangulation system, by which the calibration is for-
mulated as an optimal estimation of system parameter

and the point correspondences are avoided. The sys-
tem parameters are derived from the least-square es-
timation through a planar fitting routine. A novel fea-
ture of our approach is that the uncertainties in mea-
surement are modelled in domain of sensing variable,
rather than in the domain ofx–y–z form. Because the
errors of the output are treated with a refined descrip-
tion, the computation yields to reliable results in the
sense of statistical optimisation.

4.1. Parameter estimation using a planar fitting
algorithm

In general, reference objects/points are required
as the ground truth to formulate the determined or
over-determined equations by which the parameters
can be derived. Simple and convenient point-matching
algorithms for calibration are commonly based on
the assumption that correspondence between the ref-
erence point and its measured counterpart has been
identified. However, there exist difficulties in the stan-
dard point correspondence method. First, it is difficult
to guarantee the known reference points being illumi-
nated by the laser beam—they may lie in between the
beam tracks in scanning process. Second, since the
laser beam is not an ideal point pattern, there exists
uncertainty in positioning of the target point. To de-
rive the system parameter independently, only relative
positions of the reference points are pre-known with
respect to the defined coordinate system. Thus more
uncertainties will be induced in forming the equation
as constraints in calculating the relative positions.

To avoid the point correspondence problem, alter-
native solutions with co-linearity or coplanarity con-
straints have been used[6,12] for parameter determi-
nation. In notion of[12], we formulate the constraints
using the plane-point correspondence and furthermore,
configure the solution to an optimal estimation of an
over-determined problem.

Suppose a point from an unknown plane is measured
asx(a), wherea denotes the system parameters, then
the planarity constraint yields tonTx(a) = b, where
(n, b) describe the pose of the plane.

Besides the system parameters, also the parame-
ters of the plane, stored in the vectorp = (n, b)T,
should be determined simultaneously. In other words,
the planar constraint implies a posterior positioning
of the measured points, which is also the elementary
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spirit used in the so-called self-calibration approaches
[9,14].

Obviously, assume the parameters are known, three
such constraints with three non-parallel planes give
rise to a point measurement that is just the inter-
secting position of the three planes. It means that
the plane-point correspondence can be interpreted as
“indirect” point correspondence in an alternative man-
ner. But the difficulties of direct point correspondence
in measurement can be avoided.

To formalize the calibration as an estimation prob-
lem, we do as described below. Assume the system pa-
rameters represented bya are known, the plane param-
eters represented byp can be solved by minimizing a
cost function that is defined to test the “goodness” of
fitting data points to the plane.

Suppose the error of the measurement of a planar
point x, denoted as�x, is independent identically dis-
tributed (i.i.d.) noise, then the distance of the mea-
sured point to the planed = �xTn, where n de-
notes the normal vector of the plane has also the same
distribution. For a set of measured planar points, the
function

D(a,p) =
m∑
i=1

d2
i (13)

can be used to evaluate the variance of noise�x as
statistics.

Using a few planes in different poses as the cal-
ibration objects, the cost function can be defined
as

Θ(a,pk) =
K∑

k=1

Dk, (14)

whereK is the number of the planes used for calibra-
tion, a and pk (k = 1, . . . , K) are then derived by
minimising the cost function of (14)

∂Θ

∂a
= 0,

∂Θ

∂pk

= 0, ∀ k = 1, . . . , K. (15)

Because the system parametersa are derived incorpo-
rating with the plane parameters from (15), the solu-
tion of (15) could be ill-posed, even if there are suffi-
cient data points sampled from the plane. To avoid an
ill-posed problem, at least three non-parallel planes
should be used to generate the cost function (14), i.e.,
K ≥ 3. Since three non-parallel planes determine a

3D point at their intersecting position, minimization
of (14) means that the estimated system parametersa
measure the squared error of this generated point being
minimum.

It should be noted that the above formulation for the
LSE solution of the system parameters is based on the
assumption that the error of measurement in geomet-
ric domain, i.e.�x, is stationary i.i.d. noise. Unfortu-
nately, this assumption is usually not correct in reality.
To get a more reliable estimate of the parameters, we
considered the physical sensing process to model the
uncertainties in measurement in the domain of sensing
variable. Thus a sensor-dependent calibration routine
is proposed as describe below.

4.2. The sensor-dependent LSE solution

For the triangulation measurement system, the range
measurement is indexed by angles, i.e. (α, β, γ ), as
illustrated inSection 3. As low-level sensing outputs,
usually the error in the angle measurement can be sim-
plified as a stationary stochastic process. Therefore, it
is feasible to model the error of the input as a noise
with normal pattern. However, after being converted
to the x–y–z form, the errors represented inx–y–z
coordinates usually do not preserve the properties in
the original form of (α, β, γ ). So the LSE criterion
with the noise model in thex–y–z form will yield un-
reliable results.

Generally, such kind of error performance is shared
by all triangulation measurement systems, in spite of
alternatives in sensing patterns. To eliminate the influ-
ence of the non-linear mapping from the input sensing
variables to the outputx–y–z representation, estima-
tion in system calibration should be established in the
domain of the sensing variables, rather than thex–y–z
form.

For the laser beam-scanning measurement system,
the scanning angles are determined by measuring the
scanning timetf , ts, and tl . In the implementation of
the calibration, points on a plane are manually se-
lected, that is,tf andts are pre-determined to position
the instantaneous pose of the laser beam and the cor-
respondingtl positioning the instantaneous detecting
plane is recorded in the scanning process for each se-
lected object point. Therefore, only the error ofts, de-
noted as�ts and thought to be with constant variance,
is involved in the computation.
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Given system parametersa, the coordinates of a
measured point can be expressed in the form

x = X(a, tl, tf , ts).

In first-degree approximation, errors in the coordinates
can be expressed as

�x = ∂X
∂ts

�ts. (16)

Supposex is measured from a planar point. Then the
error will be

nT�x = nT
(
∂X
∂ts

)
�ts (17)

define

w =
[

nT
(
∂X
∂ts

)]−1

and d = nT�x,

�ts can be written as�ts = wd. Therefore,�ts can
be interpreted as the “weighted” distance ofd with
respect to the function of (13).

Given a set of planar points, the statistics of the
error�ts can be formulated as

D̃(a,p) =
∑
i

w2
i d

2
i . (18)

Assuming the total number of the test plane objects is
K, the corrected cost function for calibration is

Θ̃(a,pk) =
K∑

k=1

D̃k. (19)

Minimising the cost function of (19) can be carried
out with numerical methods.

This algorithm was applied to calibrate the laser
beam-scanning ranging system as mentioned in
Section 2. The results are shown inTable 1. The point
sets were sampled from a thin wooden plate (size
280 mm× 140 mm) at three different poses within a
range 0.5–1 m along thez-direction. The variance in
measurements ofts and distance, denoted as�t2s and

d2, were estimated by the residue of
∑

i (�ts,i )
2 and∑

i (di)
2 and the number of points, respectively. The

gradient-descending numerical method was applied
to minimize the cost function of (19). The initial esti-
mate of the parameters was determined from the de-
signed value of the mechanical system construction.
The convergence was reached after 8–10 iterations.

Table 1
Results of the calibration of the laser beam-scanning systema

α0 2.7615
β0 0.9350
γ 0 1.7870
ρ1 0.0784
ρ2 2.4890
h 0.2714
θ 0.8767
L 65.818

�t2s (s) 3.3143×10−6

d2 (cm) 1.0630

a Parameters were defined inSection 3. Total number of sam-
pled points is 500.

A prototype of the system has been implemented for
3D measurement, which has been used in the research
project of man-made object recognition from range
data[13]. Fig. 7 shows an example of the collected
surface data points of a real object (a cup) obtained
with the system. The object was located at a distance
of about 1 m from the system and the sensing time (tf ,
tl andts) was recorded for each sensed surface point.
The plotted points were showed inx–y–z form af-
ter computation using the system parameters obtained
with the calibration method. These 3D data have been
used with surface fitting algorithm in the module of
object recognition[13]. The average squared distance
from the data point to the corresponding object surface
was estimated as about 0.9 cm2, which is the same or-
der of the computedd2 in Table 1.

The errors in calibration measurement were mainly
caused by the systematic errors of the described sys-
tem, i.e., the imperfect performances of the optical and
electronic elements as well as mechanical implemen-
tation. Briefly, the major causes of errors include:

• Uncertainty in recording of the scanning time. In
contrast to CCD imaging, the output of this system
is the recorded scanning time (tl , tf , ts) at which a
point is sensed. Although the clock frequency of the
time counter is high enough (about 10 MHz), there
exist uncertainty at the moment to trigger a time
counting process in each scanning periods, for that
the triggering signal is not an ideal pulse in elec-
tronic realisation. Of course, improvement in circuit
implementation can reduce such kind of errors.

• Expansion of the laser point-beam. Due to the
intrinsic divergence of the laser beam, ambiguity
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Fig. 7. A cup and its measured surface points using the implemented laser beam-scanning triangulation measurement system. Here the cup
was shown in grey-level image and the 3D surface points were plotted with Mathcad.

in positioning an object point is inevitable, which
yields uncertainty in determination of the scanning
angles. This problem becomes significant when the
laser beam hits the object surface oriented around
the projecting direction of the laser beam. In fact,
in data acquisition using the implemented system,
as the example ofFig. 7, larger errors occurred
near the boundary of the object.

• Thickness of the detecting slit. The point detection
was realized by imaging a slit through a rotating
mirror onto the scene, as illustrated inFig. 2(b).
The slit is located at the focus of a lens so that
an image of the detecting plane performs the scan-
ning process. Due to non-ideal focus location, the
imaged “thickness” of the detecting plane could
be expanded, which causes uncertainty in determi-
nation of the angleβ. Only improvement of op-
tical implementation is expected to suppress such
error.

• Instability of scanning frequencies. The precision
of the scanning frequencies is no doubt very im-
portant for the accuracy of laser beam-scanning
measurement. Any instability of the motor rotation
will induce errors in the computation of the scan-
ning angles. The solution of this problem relies on
the improvements of rotating modality used for the
scanning measurement.

5. Conclusions

This paper proposed a practical approach to model
and to calibrate the laser beam-scanning triangulation

measurement system. Unlike most published range
finder, the described system performs a beam illumi-
nation patter with a two-dimensional scanning mech-
anism and a slit-scanning detection. Without the CCD
camera, the point sensing is process with an indepen-
dent photo-electronic transducer through a time se-
quential way. By recording the three scanning angles
at which an object point is sensed, 3D position of the
point is calculated through the triangulation algorithm.
The coordinate system fixed to the measurement sys-
tem was modelled and the formulation of 3D compu-
tation was described.

The system parameters, defined with the measure-
ment model, were determined through calibration. To
avoid the difficulties in point correspondence, we pro-
posed a new approach for parameter estimation using a
planar fitting algorithm. In general, this algorithm can
be extended to solve the calibration problem for the
triangulation measurement system in the sense of opti-
mal estimation. The novelty of our approach is that the
solution is obtained with a refined sensor-dependent
formulation. Considering that the non-linear transfor-
mation from the sensing variable to thex–y–z repre-
sentation leads to the degeneration of the statistics of
the sensing output, we modelled the uncertainties of
measurement in the domain of the sensing variable,
the output of time recording in the scanning process.
Because the errors occurred in the sensing output
is thought to be adapt to an additive noise model,
the determination of the system parameters was ex-
pected to be optimal as the LSE solution formulated
in the domain of sensing variable. The results of the
calibration with respect to the system introduced in
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this paper and an analysis of causes of errors were
given.
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