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ABSTRACT 
In this paper, we investigate a new style for presenting 
information. We introduce the notion of presentation teams 
which - rather than addressing the user directly - convey 
information in the style of performances to be observed by 
him or her. The paper presents an approach to the 
automated generation of performances which has been 
tested in two different application scenarios, car sales 
dialogues and soccer commentary. 
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INTRODUCTION 
Trying to imitate the skills of human presenters, some R&D 
projects have begun to deploy animated characters (or 
agents) in knowledge-based presentation systems. A 
particular strength of animated characters is their ability to 
express emotions in a believable way by combining facial 
expressions with body gestures and affective speech. 
Furthermore, they provide effective means of conveying 
conversational signals, such as taking turns or awaiting 
feedback, which are difficult to communicate in traditional 
media, such as text or graphics alone. Last but not least, 
results of empirical studies show that animated characters 
may have a strong motivational impact - many users 
experience presentations given by animated characters as 
being more lively and engaging [ 13,181. 
Frequently, systems that use presentation agents rely on 
settings in which the agent addresses the user directly as it 
were a face-to-face conversation between human beings. 
Such a setting seems quite appropriate for a number of 
applications that draw on a distinguished agent-user 
relationship. For example, an agent may serve as a personal 
guide or assistant in information spaces like the world-wide 
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web (as the AiA Persona [l]), or it can be a user’s personal 
consultant or tutor (as Herman the Bug [I31 and Steve 
[22]), or it may come as a real estate sales person that tries 
to convince an individual customer (as the REA agent [.5]). 
However, there are also situations in which the emulation of 
a direct agent-to-user communication is not necessarily the 
most effective way to present information. First of all, there 
is no “standard user”. Rather, the members of a user 
population can differ widely with regard to personality and 
individual preferences for a certain style of acquiring new 
information. In fact, some people feel less comfortable 
when being approached directly by an agent. 
In this paper, we investigate a new style for presenting 
information. We introduce the notion of presentation teams 
which - rather than addressing the user directly - convey 
information in the style of performances to be observed by 
him or her. So-called infotainment and edutainment 
transmissions on TV and also some well-designed 
advertisement clips are examples that demonstrate how 
information can be conveyed in an appealing manner by 
multiple presenters with complementary characters and role 
castings. 
To avoid any misunderstanding, we emphasize that our 
work is not intended to argue for degrading,the user to the 
role of a passive viewer with the only difference that this 
time it is not a TV, but a computer screen. Rather, we argue 
that performances by presentation teams are useful 
additions to the repertoire of presentation techniques for 
intelligent presentation systems. In fact, presentation teams 
can contribute to the success of a presentation with regard 
to the following aspects: 
. Presentation teams can convey certain relationships 

among information units in a more canonical way. 
Among other things, this is of benefit in decision 
support systems where the user has to be informed 
about different and incompatible points of views, pairs 
of arguments and counter arguments, or alternative 
conclusions and suggestions. For solving such 
presentation tasks, it seems quite natural to structure 
presentations according to argumentative and rhetorical 
strategies common in real dialogues with two or more 



conversational partners. For instance, a debate between 
two characters representing contrary opinions is an 
effective means of providing an audience with the pros 
and cons of an issue. 

. The single members of a presentation team can serve as 
indices which help the user to classify the conveyed 
information. For example, in a saIes presentation we 
may present financial and technical aspects strictly 
separated from each other by a sales assistant and a 
technician. Or we may indicate the occurrence of 
important events through a unique notification agent 
across different applications. Furthermore, different 
agents can also be used to convey meta-information, 
such as the origin of an information unit and the 
reliability of its source. We are not aware of any 
empirical studies on whether there is a labeling effect 
on the viewer’s recall of information. However, a 
character has an audio visual appearance. Thus, if a 
character is recognized as an index, we might expect 
effects similar to those found in studies supporting the 
dual encoding theory [2 11. 

l Presentation teams can serve as rhetorical devices that 
allow for a continuous reinforcement of beliefs. For 
example, they enable us to repeat one and the same 
information in a less monotonous manner simply by 
employing different agents to convey it. Furthermore, 
arguments may be reinforced by presenting them 
through agents that are more likely to be accepted by 
the audience. For example, it is quite common in TV 
ads to make use of (pseudo-)experts to increase the 
credibility of the conveyed information. 

With regards to recent attempts in the area of collaborative 
browsing, the use of multiple presenters would also allow 
for performances that account to a certain extent for the 
different interest profiles of a diverse audience. 
The rest of the paper is organized as follows. The next 
section discusses related work. After that, we describe the 
basic steps of our approach to the automated generation of 
performances with multiple characters. This approach has 
been applied to two different scenarios: sales dialogues and 
soccer commentary. Finally, we provide a conclusion and 
an outlook on future research. 

RELATED WORK ON ANIMATED PRESENTERS 
A number of research projects has discovered lifelike 
agents as a new means of computer-based presentation. 
Noma and Badler [20] created a virtual human-like weather 
reporter. Thalmann and Kalra [24] produced some 
animation sequences for a virtual character acting as a 
television presenter. The PPP and AiA Personas [l] 
developed at DFKI operate as desktop assistants or web 
chauffeurs. However, all these systems employ just one 
agent for presenting information. 
The Agneta & Frida system [8] incorporates narratives into 
a web environment by placing two characters on the user’s 

desktop. These characters watch the user during the 
browsing process and make comments on the visited web 
pages. In contrast to the approach presented here, the 
system relies on pre-authored scripts and no generative 
mechanism is employed. Consequently, the system operates 
on predefined web pages only. 
Cassell and colleagues [4] automatically generate and 
animate dialogues between a bank teller and a bank 
employee with appropriate synchronized speech, intonation, 
facial expressions and hand gestures. However, they do not 
aim at conveying information from different points of view, 
but restrict themselves to a question-answering dialogue 
between the two animated agents. 
Mr. Bengo [19] is a system for the resolution of disputes 
which employs three agents: a judge, a prosecutor and an 
attorney which is controlled by the user. The prosecutor and 
the attorney discuss the interpretation of legal rules. Finally, 
the judge decides on the winner. The virtual agents are able 
to exhibit some basic emotions, such as anger, sadness and 
surprise, by means of facial expressions. However, they do 
not rely on any other means, such as linguistic style, to 
convey personality or emotions. 
Hayes-Roth and colleagues [7] have implemented several 
scenarios following the metaphor of a virtual theatre. Their 
characters are not directly associated with a specific 
personality. Instead, they are assigned a role and have to 
express a personality which is in agreement with this role. A 
key concept of their approach is improvisation. That is 
characters spontaneously and cooperatively work out the 
details of a story at performance time taking into account 
the constraints of directions either coming From the system 
or a human user. Even though the main focus of the work 
by Hayes-Roth and colleagues was not the communication 
of information by means of performances, the metaphor of a 
virtual theatre can be employed in presentation scenarios as 
well. 

DESIGNING PRESENTATION DIALOGUES: BASIC 
STEPS 
Our approach is based on the observation that vivid and 
believable dialogues are in fact a means to present 
information to an audience. Given a certain discourse 
purpose and a set of information units to be presented, we 
have to determine an appropriate dialogue type, define roles 
for the characters to be involved, recruit concrete characters 
with personality profiles that go together with the assigned 
roles, and finally, work out the details of the single dialogue 
turns and have them performed by the characters. 

Dialogue Types and Character Roles 
The structure of a performance is predetermined by the 
choice of the dialogue type which depends on the overall 
presentation goal. In this paper, we restrict ourselves to 
sales dialogues and chats about jointly watched events. 
Once a certain dialogue type has been chosen, we need to 
define the roles to be occupied by the characters. Most 
dialogue types induce certain constraints on the required 

2 



roles. For instance, in a debate on a certain subiect matter, 
there is at least a proponent and an opponent-role to be 
filled. In a sales scenario, we need at least a seller and a 
customer. 
The next step is the occupation of the designated roles with 
appropriate characters. To generate effective performances, 
we cannot simply multiply an existing character. Rather, 
characters have to be realized as distinguishable individuals 
with their own areas of expertise, interest profiles, 
personalities and audio/visual appearance taking into 
account their specific task in a given context. 
An agent’s personality is represented by a vector of discrete 
values along a number of psychological traits, such as 
extraversion, openness or agreeableness, that uniquely 
characterize an individual. Personality traits are not 
influenced by current events, but remain stable over a 
longer period of time. Closely related to personality is the 
concept of emotion. In contrast to personality, emotions are 
short-lived and are influenced by the character’s current 
situation [ 171. The intensity of an emotion strongly depends 
on the character’s personality. For instance, a hot-tempered 
soccer fan is likely to get more angry if its team misses a 
goal chance than a more balanced character. A further 
important component of a character’s profile is its 
audio/visual appearance. We start from a given set of 
characters and basic gestures which are either freely 
available or have been designed by a professional artist 
with a specific presentation task in mind. In our example 
applications, we offer the user the possibility to select a 
team of presenters from. this set and assign roles and 
personalities to them. Unlike roles and personalities, 
emotions are automatically computed considering the 
character’s momentary situation at runtime. 

Generation of Dialogue Contributions 
After a team of presenters has been recruited by the user, 
our system automatically generates a performance. 
Following a speech-act theoretic view, we represent 
simulated dialogues as a sequence of communicative acts to 
achieve certain goals. To automatically generate such 
dialogues, we are investigating the following two 
approaches: 
l Actors with Scripted Behaviors 

In this approach, the system appears in the role of a 
producer which generates a script for the actors of a 
play. The script specifies the dialogue acts to be carry 
out as well as their temporal coordination. The 
approach facilitates the generation of coherent 
dialogues since the script writer completely controls 
the structure of the dialogue. However, it requires that 
the knowledge to be communicated is a priori known. 
From a technical point of view, this approach may be 
realized by a central planning component which 
decomposes a complex presentation goal into 
elementary dialogue acts which are then allocated to 
the single agents. Knowledge concerning the 

decomposition process is then realized by operators of 
the planning component. 

l Autonomous Actors 
In this approach, the single agents will be assigned a 
set of communicative goals which they try to achieve. 
That is both the determination and assignment of 
dialogue contributions is handled by the agents 
themselves. To accomplish this task, each agent has a 
repertoire of dialogue strategies at its disposal. 
However, since the agents have only limited knowledge 
concerning what other agents may do or say next, this 
approach puts much higher demands on the agents’ 
reactive capabilities. Furthermore, it is much more 
difficult to ensure the coherence of the dialogue. Think 
of two people giving a talk together without clarifying 
in advance who is going to explain what. From a 
technical point of view, this approach may be realized 
by assigning each agent its own reactive planner. The 
agents’ dialogue strategies are then realized as 
operators of the single planners. 

Depending on their role and personality, characters may 
pursue completely different goals. For instance, a customer 
in a sales situation usually tries to get information on a 
certain product in order to make a decision while the seller 
aims at presenting this product in a positive light. To 
generate believable dialogues, we have to ensure that the 
assigned dialogue contributions do not conflict with the 
character’s goal. Characters differ not only with respect to 
their communicative goals, but also with respect to their 
communicative behavior. Depending on their personality 
and emotions, they may apply completely different dialogue 
strategies. For instance, a shy agent will less likely take the 
initiative in a dialogue and exhibit a more passive behavior. 
Finally, what an agent is able to say depends on its area of 
expertise. Both planning approaches allow us to consider 
the characters’ profile by treating it as an additional 
constraint during the selection and instantiation of dialogue 
strategies. 
Even if the agents have to strictly follow a script as in the 
script-based approach, there is still enough room for 
improvisation at performance time. In particular, a script 
leaves open how to render the dialogue contributions to 
make. Agents with a different personality should not only 
differ in their high-level dialogue behaviors, but also 
perform elementary dialogue acts in a character-specific 
way. Furthermore, the rendering of dialogue acts depends 
on an agent’s emotional state. Important means of 
conveying an agent’s personality and emotions are verbal 
and acoustic realization, facial expressions and body 
gestures (see [6] for an overview of empirical studies on 
emotive expression). To consider such parameters, the 
planner(s) enhance the input of the animation module and 
the speech synthesizer with additional instructions, e.g. in 
an XML-based mark-up’language. 

3 



INHABITED MARKET PLACE 
As a first example, we address the generation of animated 
sales dialogues. For the graphical realization of this 
scenario, we use the Microsoft AgentTM package [16] that 
includes a programmable interface to four predetined 
characters: Genie, Robby, Peedy and Merlin. 
Fig. 1 shows a dialogue between Merlin as a car seller and 
Genie and Robby as buyers. Genie has uttered some 
concerns about the high running costs which Merlin tries to 
play down. From the point of view of the system, the 
presentation goal is to provide the observer - who is 
assumed to be the real customer - with facts about a certain 
car. However, the presentation is not just a mere 
enumeration of the plain facts about the car. Rather, the 
facts are presented along with an evaluation under 
consideration of the observer’s interest profile. This 
scenario was inspired by Jameson and colleagues [ 1 l] who 
developed a dialogue system which models non-cooperative 
dialogues between a car seller and a buyer. However, while 
the objective of Jameson and colleagues is the generation of 
dialogue contributions which meet the goals of the system 
which may either take on the role of the seller or the buyer, 
our focus is on the development of animated agents that 
convey information by giving performances. 

Fig. 1: Screenshot of the Inhabited Market Piace 

Character Profiles 
To support experiments with different character settings, 
the user has the possibility of choosing three out of the four 
characters and assigning roles to them. For instance, he or 
she may have Merlin appear in the role of a seller or buyer. 
Furthermore, he or she may ascribe to each character 
certain preferences and interests (see Fig. 2). Personality 
traits may be set by the user as well. We have decided to 
model the following two personality factors: 
. Extraversion with the possible values: extravert, 

normal or introvert 
. Agreeableness with the possible values: agreeable, 

neutral or disagreeable 

In the first version of the sales scenario, we decided just to 
model one dimension of emotional response: valence with 
the possible values positive, neutral and negative. Emotions 
are triggered by the state of goal achievement. For instance, 
an agent that wants to present a product in a positive light, 
will be satisfied if it is asked a question on a attribute with a 
favorable extension. Our characters do not lie in the sense 
that they exhibit emotions which they do not have (even 
though this might be quite common in sales scenarios). 

Fig. 2: Role Casting Interface for the Car Sales Scenario 

Source, Structure and Representation of the 
Information to be Communicated 
Part of the domain knowledge is an ordinary product 
database, e.g., organized in the form of an n-dimensional 
attribute vector per product. In our current scenario, the 
products are cars with attributes, such as model type, 
maximum speed, horsepower, fuel consumption, price, air 
conditioning, electric window lifters, airbag type etc. Thus, 
to a large extent, the contents of the database determines 
what an agent can say about a product. However, products 
and their attributes are described in a technical language 
with which the user may not be familiar with. Therefore, it 
seems much more appropriate to maintain a further 
description of the products - one that reflects the impact of 
the product attributes on the value dimensions of potential 
customers. Such an approach can be modeled in the 
framework of multi-attribute utility theory (e.g. see [27]), 
and has already been used for the identification of customer 
profiles in an electronic bourse for used cars [ 151. In this 
project, the car database was provided from a large 
German/American car producer and retailer, whereas the 
value dimensions for the product “car” have been adopted 
from a study of the German car market [23] that suggests 
that safety, economy, comfort, sportiness, prestige, family 
and environmental friendliness are the most relevant. In 
addition, it was represented how difficult it is to infer such 
implications. The work presented here follows this 
approach even though we employ a simplified model. For 
instance, we use the expressions: 
FACT value "ccarl" 8; 
FACT polarity "ccarl" "environment" "neg"; 
FACT difficulty "marl" "environment" "low"; 

to represent that a certain car consumes 8 liters, that this 
fact has a negative impact on the dimension “environment” 
and this implication is not difficult to infer. 
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Design of Product Information Dialogues 
To automatically generate product information dialogues, 
we use a central planning component which decomposes a 
complex goal into more elementary goals. The result of this 
process is a dialogue script that represents the elementary 
dialogue acts to be executed by the single agents as well as 
their temporal order. Dialogue acts include not only the 
propositional contents of an utterance, but also its 
communicative function, such as taking turns or responding 
to a question. This is in line with [5] who regard 
conversational behaviors as fulfilling propositional and 
interactional conversational functions. 
Knowledge concerning the generation of scripts is 
represented by means of plan operators. In the sales 
scenario, plan operators that implement argumentative 
strategies play a central role. There has been a great deal of 
work on argumentation ranging from formal models of 
argument structure, such as Toulmin’s classical work [25], 
to generative approaches, such as [14] and [28]. Our work 
differs from these approaches in that it does not just 
generate arguments for a single agent, but allocates the 
parts of an argumentative discourse to a team of presenters. 
Consequently, our plan operators do not only handle the 
specification of dialogue acts, but also the distribution of 
these acts onto the individual agents. An example of a plan 
operator is listed in Fig. 3. 

NAME: "DiscussValuel" 
GOAL: PERFORM DiscussValue Sattribute; 
PRECONDITION: 
FACT polarity Sattribute Sdimension "neg"; 
FACT difficulty Sattribute Sdimension "low"; 
FACT Buyer Sbuyer; 
FACT Disagreeable Sbuyer; 
FACT Seller $seller; 
BODY: 
PERFORM NegativeResp Sbuyer Sdimension; 
PERFORM RespNegResp $seller Sattribute Sdimension; 

Fig. 3: Example of a plan operator for discussion an 
attribute value 

The operator represents a scenario where two agents 
discuss a feature of an object. It only applies if the feature 
has a negative impact on any dimension and if this 
relationship can be easily inferred. According to the 
operator, any disagreeable buyer produces a negative 
comment referring to this dimension (NegativeResp). The 
negative comment is followed by a response from the seller 
(RespNegResp). 
When defining dialogue strategies for the sales scenario, we 
implicitly started from the assumption that the single agents 
collaborate with each other in order to achieve a common 
goal, namely to provide information on a certain product. 
Nevertheless, the applied methodology is general enough to 
allow for the synthesis of non-cooperative dialogues in 
which one agent e.g. refuses to provide an answer to a 
question. 
The implementation of the planning approach is based on 
the Java-based JAM Agents architecture framework [IO]. 

The outcome of the planning process is an HT-ML file that 
includes control sequences for the Microsoft Agents. The 
performances can be played in the Microsoft Internet 
Explorer. 

What about this car? Two Generation Examples 
In the following, we present a short dialogue fragment to 
illustrate how the agents’ personality and interest profiles 
influence the contents and the structure of the sales 
dialogue. We use extreme parameter settings for the agents’ 
personality traits and interest profiles in order to 
demonstrate the differences in the agents’ behavior. 
Agent Role Personality factors Interests 
Robby seller extravert, agreeable sportiness 
Peedv buver introvert, disagreeable environment 
Merlin buyer extravert, agreeable safety 

Robby: Hello, I’m Robby. What can I do for you? 
;;; starts the conversation because it is extravert 
Merlin: We are interested in this car. 
;;; responds to the question because it is extravert 
Robby: This is a very sporty car. It can drive 100 miles per 
hour. 
;;; emphasizes a dimension which is important to him and 
;;; mentions an attribute which has a positive impact on this 
;;; dimension 
Merlin: Does it have airbags? 
;;; starts asking questions because it is extravert 
;;; wants to know whether the car got airbags, since this has 
;;; an impact on safety which is important to him 
Rohby: Sure. 
;;; retrieves the value of the attribute airbags from the data 
;;; database 
Merlin: Excellent. 
;;; positive evaluation because it is agreeable, powerful 
;;; language because it is extravert 

. . . 
Peedy: How much gas does it consume? 
;;; gas consumption has an impact on the environment 
Robby: It consumes 8 liters per 100 km. 
Peedy: Isn’t that badfor the environment? 
;;; negative comment because it is disagreeable, less 
;;; direct speech because it is introvert 
Robby: Bad for the environment? It has a catalytic 
converter. It is made of recyclable material. 
;;; questions the negative impact and provides counter 
;;; arguments 

The dialogues are based on just a few dialogue strategies. 
Essentially, each agent asks after the values of features 
which might have any impact - positive or negative - on a 
dimension it is interested in. After that, the value of this 
attribute is discussed. The dialogue terminates after all 
relevant attributes of the car under consideration have been 
discussed. 



GERD & MATZE COMMENTATING ROBOCUP SOCCER 
GAMES 
The second application for our work on multiple 
presentation agents is Rocco II, an automated live report 
system for the simulator league of RoboCup, the Robot 
World-Cup Soccer. Fig. 4 shows a screenshot of the system 
which was taken during a typical session. In the upper 
window, a previously recorded game is played back while 
being commented by two soccer fans: Gerd and Matze 
sitting on a sofa. Unlike the agents of our sales scenario, 
Gerd and Matze have been specifically designed for soccer 
commentary. Furthermore, this application is based on our 
own Java-based Persona Engine [ 11. 

Fig. 4: Commentator Team Gerd & Matze 

Character Profiles 
Apart from being smokers and beer drinkers, Gerd and 
Matze are characterized by their sympathy for a certain 
team, their level of extraversion (extravert, neutral, or 
introvert) and openness (open, neutral, not open). As in the 
previous application, these values may be interactively 
changed. We decided to focus on two emotional 
dispositions which are characteristic of the soccer domain: 
Arousal with the values calm, neutral and excited and 
Valence with values positive, neutral and negative. 
Emotions are influenced by the current state of the game. 
For instance, both agents get excited if the ball approaches 
one of the goals and calm down in phases of Iittle activity. 
An agent gets enthusiastic if the team it supports performs a 
successful action and disappointed if it fails. 

Source, Structure and Representation of the 
Information to be Communicated 
Rocco II concentrates on the RoboCup simulator league, 
which involves software agents only (as opposed to the real 
robot leagues). Thus, the soccer games to be commented 
are not observed visually. Rather, the system obtains its 
basic input from the Soccer Server [12] which delivers: 
player location and orientation (for all players), ball 
location and game score and play modes (such as throw-ins, 
goal kicks, etc.). Based on these data, Rocco’s incremental 
event recognition component performs a higher level 
analysis of the scene in order to recognize conceptual units 
at a higher level of abstractions, such as spatial relations or 
typical motion patterns. The interpretation results of the 
time-varying scene together with the original input data 
provide the required basic material for Gerd’s and Matze’s 
commentary [2]. 

Generation of Live Reports for Commentator Teams 
Unlike the agents in the car sales scenario, Gerd and Matze 
have been realized as (semi-) autonomous agents. That is 
each agent is triggered by events occurring in the scene or 
by dialogue contributions of the other agent. 
For the generation of natural-language, we rely on a 
parameterized template-based generator. To obtain a rich 
repertoire of templates, 13.5 hours of TV soccer reports in 
English have been transcribed from which we manually 
extracted about 300 basic templates. Each template was 
annotated with the following linguistic features: Verbosity 
referring to the length of a pattern, Specificity referring to 
the degree of detail the template provides, Force with the 
values: powerful, normal and hesitant, Floridity with the 
values: dry, normal and flowery, Formality with the values: 
formal, colloquial and slang and Bias with the values: 
negative, neutral and positive. The choice of the features 
has been inspired by Hovy [9] who presents one of the first 
approaches to natural language generation that also 
considers social factors, such as the relationship between 
the speaker and the hearer, when producing an utterance. 
To select among several applicable templates, we apply a 
four-phase filtering process. Only the best templates of each 
filtering phase will be considered for the next evaluation 
step. The first filtering phase tries to accommodate for the 
specific needs of a real-time live report. If time pressure is 
high, only short templates will pass this filtering phase 
where more specific templates will be given preference 
over less specific ones. In the second phase, templates 
which have been used only recently will be eliminated in 
order to avoid monotonous repetitions. The third phase 
serves to communicate the speaker’s attitude. If the speaker 
is strongly in favor of a certain team, templates with a 
positive bias will be preferred for describing the activities 
of this team. The fourth phase finally considers the 
speakers’ personality. For instance, forceful language is 
used for extravert commentators, flowery language for open 
commentators which are characterized as being creative and 
imaginative. 



Another important means of conveying personality is 
acoustic realization. We have not yet addressed this issue, 
but simply designed two voices which may be easily 
distinguished by the user. Acoustic realization is, however, 
used for the expression of emotions. Drawing upon Cahn’s 
pioneering work [3], we have been examining how we can 
generate affective speech by parameterizing the TrueTalkTM 
speech synthesizer. Currently, we mainly vary pitch accent, 
pitch range and speed. For instance, excitement is 
expressed by a higher talking speed and pitch range. 
Unfortunately, the TrueTalkTM speech synthesizer only 
allows for setting very few parameters. Consequently, we 
cannot only simulate a small subset of the effects 
investigated by Cahn. 

Kasuga against Andhill Commented by Gerd & Matze 
In the car sales example, personality is essentially conveyed 
by the choice of dialogue acts. Gerd & Matze portray their 
personality and emotions essentially by body gestures and 
linguistic style which refers to the semantic content, the 
syntactic form and the acoustic realization of an utterance 
[26]. In the first version of Rocco II, each commentator 
concentrates on the activities of a certain team. That is there 
is an implicit agreement between the characters concerning 
the distribution of dialogue contributions. Responses to the 
dialogue contributions of the other commentator are 
possible provided that the speed of the game allows for it. 
Furthermore, the commentators may provide background 
information on the game and the involved teams. This 
information is simply retrieved from a database. We present 
a protocol of a system run with the following parameter 
settings: 
Agent Attitude Personality factors 
Gerd in favor of team Kasuga extravert, open 
Matze neutral introvert, not open 

Gerd: Kasuga kicks off 
;;; recognized event: kick off 
Matze: Andhill 5 
;;; recognized event: ball possession, time pressure 
Gerd: We’re live from an exciting game, team Andhill in 
red versus Kasuga in yellow 
;;; time for background information 
Matze: Now Andhill 9 
;;; recognized event: ball possession 
Gerd: Super interception by yellow 4 
;;; recognized event: loss of ball, attitude: pro Kasuga, 
;;; forceful language because it is extravert 
still number 4 
;;; recognized event: ball possession, number 4 is 
;;; topicalized 
Matze: Andhill 9 is arriving 
;;; recognized event: approach 
Gerd: ball hacked away by Kasuga 4 
;;; recognized event: shot, flowery language since it is 
;;; creative 

CONCLVSION 
In this paper, we proposed performances given by a team of 
characters as a new form of presentation. The basic idea is 
to communicate information by means of simulated 
dialogues that are observed by an audience. We have 
investigated these issues in two different application 
scenarios and implemented demonstrator systems for each 
of them. In the first application, a sales scenario, the 
dialogue contributions of the involved characters are pre- 
determined by a script. Since the knowledge to be 
communicated was a priori stored in a knowledge base, this 
approach seemed adequate. In contrast, the characters in the 
soccer scenario have to respond immediately to a rapidly 
changing environment. Therefore, we decided to realize 
them as (semi-)autonomous agents. A main feature of our 
presentations is that the characters do not only 
communicate the plain facts about a certain subject matter, 
but present them from a point of view that reflects their 
specific personality traits and interest profiles. 
Consequently, our presentations do not only depend on the 
knowledge that is to be communicated, but also on who 
presents it. 
The purpose of our demonstration systems was not to 
implement a more or less complete model of personality for 
characters, such as a seller, a customer or a soccer fan. 
Rather, the systems have been designed as test beds that 
allow for experiments with various personalities and roles. 
First informal system tests were encouraging. Even though 
it was not our intention to make use of humor as the authors 
of the Agneta & Frida system, people found both scenarios 
entertaining and amusing. Furthermore, people were very 
eager about to test various role castings in order to find out 
which effect this would have on the generated 
presentations. These observations suggest that people 
possibly learn more about a subject matter because they are 
willing to spend more time with a system. In the future, we 
will concentrate on more formal evaluations in order to 
shed light on questions, such as: What is the optimal 
number of roles and what should an optimal casting look 
like? Furthermore, we would like to investigate how to 
actively involve humans in a presentation - either as co- 
presenters that are assisted by an animated presenter or as 
part of the audience that is allowed to provide feedback 
during a performance. 
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