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5.0  Concluding Remarks and Challenges

In this paper we have provided an overview of problems with the real world data. We

have also discussed a number of data preprocessing techniques. These are techniques

that are applied in order to: (i) solve data problems, (ii) understand the nature of the

data, and (iii) perform a more in-depth data analysis. Two real world applications, that

contain a number of data problems, were given and the approaches taken to solve data

problems were explained.

The following are some of the important issues to be considered when data has to be

preprocessed for data analysis:

(i) Although data preprocessing is useful and in many applications necessary in order to

perform a meaningful data analysis, if proper techniques are not selected, it may result

in loss or change of useful information to be discovered during the analysis.

(ii) To perform a meaningful data preprocessing, either the domain expert should be a

member of the data analysis team or the domain should be extensively studied before

the data is preprocessed. Involvement of the domain expert would result in some useful

feedback to verify and validate the use of particular data preprocessing techniques.

(iii) In most applications, data preprocessing may be iterative. This means that certain

preprocessing techniques, such as data elimination or data selection, may be used in a

number of iterations until the best data analysis results are obtained.

One of the most important problems in data preprocessing is how do we know what val-

uable information exists in the raw data so that we can make sure it is preserved. This

may depend upon our definition of data preprocessing. Some may argue that data pre-

processing is not a completely “pre” process of data analysis. It needs feedback from

the main data analysis process. After all, the ultimate judgement whether one has done

a good job for data preprocessing is to see if the “valuable information” has been found

in the later data analysis process.

Of the most important challenges in this area of research is development of a tool box

or an expert system that can provide proper advice for selection and use of the best data

preprocessing technique. Given some preliminary information about the data and the

domain and all the data analysis objectives, one should be able to develop:

(i) An expert system that can look at a sample of data and some additional information

presented by the user to provide some advice as the best data preprocessing strategy to

be applied.

(ii) A tool box containing all data preprocessing techniques with examples that can be

used as required. A possible link between the expert system and the tool box can dem-

onstrate how particular data preprocessing techniques can influence the results of data

analysis.
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data analysis algorithms given the data status. In addition, we had to select the data sets

from the following levels of granularity:

• fleet level where we had to select the data sets that contained relevant parameters for

the entire fleet of aircraft,

• aircraft level where the selection was for data sets that contained parameters for a

particular aircraft,

• engine level where we had to select the data sets that contained relevant parameters

for particular engine of an aircraft,

• operation level where the selection was for data sets that contained parameters repre-

senting specific duration of aircraft operation.
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Out-of-range data is the most difficult problem to detect. This is for cases in which the

data for particular parameters does not contain a meaningful value, whether it is a sen-

sor measurement or the value of a parameter that is automatically generated by a soft-

ware under certain conditions. In addition, some technical background (domain

knowledge) may be required to understand the proper range of some parameters, as for

certain parameters a range may be acceptable under certain conditions and not accepta-

ble under others. Two methods that we applied to identify some of the out-of-range data

were data visualization and preliminary analysis of statistical information of numeric

parameters.

(iv) Incomplete records

In parametric data, we encountered cases (data records) in which a substantial number

of parameters were not available. For example, in engine divergence reports, that are

generated when certain engine parameters exceed a threshold, some records did not

contain all snap shots of engine parameters. This caused a problem so that in small time

windows that only 50 records were available, if 20% of them had incomplete records,

the remaining ones were not sufficient for the data analysis.

4.2.2  Use of Data Preprocessing Techniques

There were two objectives for using data preprocessing techniques in the aerospace

application: (i) to solve problems in the data, and (ii) to learn more about the nature of

the data.

For missing parameters, after identifying the percent of missing attributes in each

record, records containing more than 20% were eliminated and the ones with 20% or

less, were kept for data analysis. Of the two analysis engines [15, 36] used for decision

tree induction, one handled missing attributes by replacing them with values derived

from the existing ones.

For improper data types, we treated this problem in two ways: (i) we eliminated all the

records that contained improper data types. This was in the cases where a large number

of parameters (> 20%) were of improper types. This obviously caused loss of some use-

ful data, (ii) we replaced improper data types by N/A’s that were treated similar to miss-

ing attributes.

For range checking, ideally there should be a data range file set up so that all the data

are filtered for out-of-range values before they are used. After identifying data sets and

records with out-of-range data, we treated the out-of-range attribute values the same

way as corrupt ones.

Handling incomplete records required some additional work. This was for particular

data sets that contained up to 8 pairs of snap shots. Data subsets representing records

with up to 4, 6 and 8 snapshots were created and analysed separately.

This application required an in-depth understanding of the domain and handling data

from different levels of granularity. We had to know the domain knowledge for the pur-

pose of: (i) filtering data for corrupt and out-of-range attributes, (ii) selecting proper
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4.2  Aerospace Domain

This application is related to the analysis of operation and maintenance data collected

by a commercial airline that operates a number of highly sophisticated aircraft. The

goal of the analysis was to generate decision trees that can explain either performance

or component failures in the operation of the aircraft. Performance failures are particu-

lar cases of aircraft operation in which a performance parameter is below or above an

acceptable level (e.g. engine-exhaust-temperature > 700). Component failures are cases

in which a particular component fails, it is replaced and the problem is rectified (e.g.

temperature sensor failure).

The data is generated from the aircraft when it is either on the ground or in a flight. The

data consists of several groups, three of which are: (i) logs of aircraft operation prob-

lems or snags (e.g. replaced #2 engine LPTCC), (ii) failure/warning messages (descrip-

tive text) generated by on-board computers when certain parameters exceed a threshold

(e.g. engine 2 exhaust gas temperature over limit), (iii) parametric data of various sen-

sor measurements collected during different phases of aircraft operation (e.g. engine

exhaust gas temperature, shaft speed). Parametric data comes in several groups, gener-

ated at different stages of aircraft operation. Examples are engine cruise and engine

divergence data sets that are generated at different frequencies. Each group consists of

100-300 parameters of numeric and symbolic attributes. For certain groups, such as

engine divergence data, each record may contain up to 16 snap shots of divergence

related parameters, each representing data measured at x number of seconds before or

after occurrence of the incident.

4.2.1  Problems with the Data

Data from the real world is never perfect. The aerospace application discussed in this

paper was not an exception. The extracted Snags and warning/failure messages seemed

relatively clean and complete. However, the parametric group of data, that represents

various conditions of the aircraft and its operation (such as engine parameters) con-

tained several forms of improper and incomplete data. Following are classes of prob-

lems that we observed:

(i) Missing attributes and missing attribute values

Each record in parametric group of data consists of several numeric and non-numeric

parameters. We noticed that, within each record, a number of parameters had not been

measured, recorded, or transferred properly. As a result, the final converted data had

records with missing attributes or missing attribute values.

(ii) Improper types (numeric/symbolic data)

For an efficient and meaningful data analysis, the parameter values in each field have to

be of the same type (numeric or non-numeric). In this application, it was noticed in sev-

eral cases, that the parameter types were not consistent.

(iii) Out-of-range data
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Sensors within a plasma etcher measure several hundred parameters. A subset of these

parameters are periodically captured (approximately once a second) and made available

as in-process data. This constitutes the time sequence data. In a typical scenario, a wafer

can spend more than 200 seconds in an etcher. A hundred parameters measured once a

second yield a maximum of 20,000 measurements for a single wafer. The large amount

of time sequenced data make this a particularly interesting application of machine

learning techniques. Many commercial products exist for this process [43]

Technically, the task we face is that given a set of positive and negative wafer etching

operation examples, each being represented as about 100 data sequences (one sequence

per parameter) with more than 200 time steps, to induce a set of probabilistic rules that

can detect defective wafers during their manufacture process in real-time. Such detec-

tion may occur even before a manufacturing operation is completed so that timely cor-

rections can be made to the process to minimize the loss of productivity.

4.1.1  Problems with the Data

Data problems in semiconductor manufacturing are due to many reasons. Examples are:

(i) sensor related failures at the time of parameter measurements, conversion and trans-

mission, (ii) operator related errors at various stages, (iii) software related errors, such

as data acquisition and others. Following are descriptions of some of these errors:

(i) Incomplete Records with missing information for certain parameters of a lot (a lot

consists of a number of bins each with 20-24 wafers).

(ii) Out-of-range data, especially parametric data where probers measure certain param-

eters on the wafer.

(iii) Corrupt data due to various reasons in the data acquisition, software or hardware.

4.1.2  Use of Data Preprocessing Techniques

The data collected from any semiconductor manufacturing does not normally show

problems at the first glance. However, when large amounts of data is collected, there is

always a chance of having some problems with the data. Use of proper techniques to

solve data problems is very important. This is due to the information contents of the

remaining fields.

Use of a data filtering mechanism is the most common method in dealing with semicon-

ductor manufacturing data. Most companies develop their own “range file” which

depends on the product class, product design, and production process. In other words,

data within certain range is only accepted for certain classes of products or processes

and rejected for others.

Use of data visualization and some statistical techniques are also common. These tech-

niques only allow the process engineers and data analysts to learn about the process

(e.g. sensor failure conditions). It would also help in a more accurate analysis of data

for yield analysis [43] or process optimizations (e.g. for proper thresholds for depend-

ent parameters and problem definitions).
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4.0  Real World Applications

In this section we provide two examples that include data problems from real world

applications and the use of some of the techniques discussed in previous section. The

techniques discussed are related to data transformation and information gathering tech-

niques that have been incorporated into a data analysis tool [15] or have been used as

part of a data analysis activity.

4.1  Semiconductor Manufacturing

This application is related to the problem of plasma process faulty detection. The data

to be analysed are time sequences from the manufacture of semiconductor wafers. Like

many other industrial processes, semiconductor wafer manufacturing requires very

tight process control, yet contains some element of “black art”. The extremely high

costs of the manufacturing equipment and infrastructure, as well as the nature of the

industry provide strong motivation for improving the efficiency of the process, the qual-

ity of the products, and yield.

Semiconductor wafer manufacture consists of four main operations performed several

times over. These operations are: growth or deposition, patterning or photolithography,

etching, and diffusion or implantation. Each operation consists of multiple steps during

which the wafer is subject to specific physical and chemical conditions according to a

recipe. Testing the unfinished product between manufacturing steps is expensive and

difficult. Reworking a bad product is almost impossible. This leads to two problems.

First, when a problem occurs at a particular step, it may go undetected till final test is

performed, thereby tying up downstream processing on a product that has already been

doomed to be scraped. Second, when final test indicates that a product is of bad quality,

it is usually difficult to determine which single step in the manufacturing process is the

source of the problem.

Both of these problems would be solved if it were possible to collect the physical and

chemical conditions (called in-process data) of wafer processing, and to automatically

determine the success or failure of each manufacturing step by inspecting this data.

Until recently, it was difficult to access the in-process data for most semiconductor

manufacturing operations. Recent efforts by semiconductor equipment manufacturers

and semiconductor wafer manufacturers have resulted in the establishment of a com-

mon interface (SECS: Semiconductor Equipment Communications Standard) through

which different manufacturing tools can make their in-process data available.

The thrust of this work is to specifically study metal etch using reactive ion etch tech-

niques in plasma etchers.

A reactive ion etching operation is a process in which reactive gas plasma ions are

accelerated to the wafer surface where both chemical reaction and sputtering take place

in a controlled manner to produce the desired etch profile. Typically, etch follows a pho-

tolithography operation. In the case of metal etch, a wafer is covered with metal in a

metalization step. Then the desired patterns are drawn using photolithography. Finally,

etching is used to remove the excess metal, leaving behind the required patterns of

metal.
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laps with Knowledge Driven Constructive Induction [54] in which domain knowledge

is used to construct a new representation space.

3.3.5  Dimensional Analysis

The principal objectives of the theory of similitude and dimensional analysis are to

establish those relationships necessary to permit reliable predictions to be made from

data collected on processes or models, and to establish the type of relationship existing

among features involved in the associated physical phenomenon in order that the most

pertinent data may be collected and analysed systematically. Dimensional analysis is

based on the dimensions in which each of the pertinent quantities involved in a phe-

nomenon is expressed. The goal of using dimensional analysis is therefore to transform

the existing measurement space into a series of dimensionless terms that can be used for

data analysis. The most important advantage of dimensional analysis is that it generates

qualitative rather than quantitative relationships. When dimensional analysis is com-

bined with experimentation and data collection, it may be made to supply quantitative

results and accurate prediction equations. Dimensional analysis is based on the Buck-

ingham π−Theorem [31] to transform any dimensionally invariant variables A1, . . .,

Am, B1, . . ., Br of the following relation

T = F(A1, . . ., Am, B1, . . ., Br) (3)

into a (simpler) form of r dimensionless variables π1, . . ., πs where:

π1 = f (π2, . . . , πs)

and each of the π terms is represented as:

In the above equation T is the controlled parameter. According to the Buckingham π
theorem, the number of dimensionless and independent quantities s required to express

a relationship among the variables in any phenomenon is equal to the number of quanti-

ties involved n , minus the number of dimensions in which those quantities may be

measured b.

πs

B
j

1
A j1

a

2
A j2

a

m
A jm

a

, ,

-----------------------------------------------------= (4)

where j= 1, . . . r, and  i = 1, . . .  m
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Other forms of creating new attributes is in the form of building high level attributes

[36]. For example, for machine learning applications, appropriate high level attributes

may be defined a priori or during the data analysis process. A priori attributes are

defined as combinations of the primary attributes of a fixed type and size.

3.3.2  Time Series Analysis

When data exhibits too much variation or non-stationary behaviour, the use of time

series models from the data may provide a more reliable approach than some other

techniques such as traditional control charting techniques. Variation is present in data

from most application domains. For example, in industrial processes, this variation

could be due to: (i) process equipment, (ii) raw material used in the process, (iii) proc-

ess environment, (iv) human operating procedures and (v) individual decisions or proc-

ess plans [56]. In most process monitoring applications, time series analysis means

transforming data into a static collection of features that represent a view of the opera-

tion at some time. This is done during the data interpretation phase in which labels are

assigned based on some discriminant relative to the extracted features. Time series

analysis may also be applied to transform temporal data into a new form that temporally

related events (e.g. records in the data set) that contain trends (e.g. increasing/decreas-

ing) be represented into a single record.

3.3.3  Data Fusion

Many types of sensors may be used to gather information on the surrounding environ-

ments. Examples are: visual, thermal (infrared), proximity, and tactile sensors, ultra-

sonic and laser range finders. In these cases, different sensors are designed based on

different physical principles, operate on a wide range of spectrum and possess distinct

characteristics. Individual parameters measured by each of these sensors operating

alone provide limited sensing range and are inherently unreliable due to the operational

errors. However a synergistic operation of many sensors provides a rich body of infor-

mation on the measured parameters and makes the data analysis more reliable and

meaningful. This means that the measurements form different sensors is fused to pro-

vide single parameters that are more meaningful and create accurate results [6]. Some

of these data fusion techniques may only be due to the corrections that have to be made

on certain measurements.

3.3.4  Data Simulation

Data simulation deals with the problem of immeasurable or unavailable parameters in

large measurement spaces. When the model of a process is known but all the parame-

ters are not available, it may be possible to simulate those parameters and incorporate

them into the entire measurement space so that the effects of those parameters can be

investigated. An example is recording some parameters from ambient conditions in a

complex manufacturing process (e.g. semi-conductor manufacturing) that may be either

difficult or expensive to measure. However, the effects of these parameters on the proc-

ess are known, it may be justifiable to measure and control these parameters as

required. When the goal of induction is to induce decision trees, data simulation over-



Data Preprocessing and Intelligent Data Analysis Submitted to Intelligent Data Analysis Journal

24 March 1997 15

• Data-Driven in which a data analysis tool analyzes and explores the data focusing on

interrelationships among parameters in a data set and on that basis suggests changes

to the representation space in the form of new attributes. BACON [21] and ABA-

CUS [14] are examples of systems built based on this approach.

• Knowledge-Driven where the system applies expert provided domain knowledge to

construct and/or verify new representation space. Use of process knowledge for data

correction and creation of new features (e.g. use of thermodynamic properties for

correction of jet engine parameters) are examples of knowledge driven operation.

AM [23] and AQ15 [30] are examples of systems based on this approach.

• Hypothesis-Driven where a system incrementally transforms the representation

space by analysing generated results in one iteration of data analysis and using the

detected patterns in the results as attributes for the next iterations. BLIP [13] and

CITRE [25] are two systems that incorporate Hypothesis-Driven induction capabil-

ity.

If rule-based fuzzy systems are used for data analysis, several parameters have to be

established which do not exist in conventional rule-based systems. Fuzzy rules are most

often formulated as “If-Then statements” where the If-part is called the premise

whereas the Then-part builds the conclusion [57]. The If-part consists of an aggrega-

tion of vaguely described expressions which are defined by membership functions.

Their shape has to be established before such a rule-based fuzzy system can be applied.

Hence, this determination of membership functions based on given data sets belongs to

the step of preprocessing. There are several ways how this task can be done. Here we

show how fuzzy clustering approaches can be used for this determination.

In fuzzy clustering objects are grouped into several classes where each object is

described by its feature vector [2]. The assignment of objects to classes, however, is

done in a fuzzy sense rather than in a crisp one, i.e. for each object a degree of class

membership is computed. One algorithm which is widely used for fuzzy clustering is

Fuzzy C-Means [27]. This algorithm is described in more detail in [2].

If for the construction of rule-based fuzzy systems membership functions are needed to

define the vagueness in terms of specific linguistic variables, like high temperature,

such fuzzy clustering algorithms can be employed in the following way. The objects to

be clustered are the objects given for the main step of data analysis. As one task of pre-

processing their feature values for the respective linguistic variable (e.g. temperature)

are taken as the only feature values for clustering. The number of terms of the linguistic

variable determines the number of classes to be found by clustering. By classifying

objects in this one-dimensional feature space membership values are given as cluster

results. Based on these membership values, the entire membership function can be

derived from the given data set. In this way fuzzy clustering supports the task of build-

ing a rule-based fuzzy system by automatically generating membership functions.

Generation of membership functions is done as part of the definition of the rule base

when a rule-based fuzzy system is used for data analysis. Establishing such a rule base

consists of defining linguistic variables and their terms which are modelled by member-

ship functions [2]. Techniques to select proper linguistic variables for rule-based fuzzy

systems have been suggested in machine learning applications [52].
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retically, selecting X attributes (from Y) is equivalent to selecting X basis vectors, span-

ning the subspace on these X vectors and projecting the database onto this space.

Therefore, identifying principal components allows us to reduce the dimensionality of a

database in which there are large number of interrelated variables, while retaining as

much as possible of the variation present in the database. This reduction is achieved by

transforming to a new set of variables, called principal components, which are highly

uncorrelated, and which are ordered so that the first few retain most of the variation

present in all of the original variables.

Identifying principal components involves checking the linear dependency among inde-

pendent variables in a set of data attributes. Whether this is done automatically as part

of the data analysis or separate from the analysis process, use of principal components

requires domain knowledge. The reason being the importance of parameters reported in

data analysis process. For example, if principal components analysis is combined with

decision tree induction for analyzing data from a particular industrial process in which

all process parameters are not controlled and adjusted at the same expense, the results

of principal components analysis should be carefully reviewed by process engineers so

that parameters are properly selected for decision tree induction.

3.2.5  Data Sampling

Of particular importance to data sampling are cases in which the algorithm used for

data analysis requires a subset of the entire data, either for splitting the data for training/

testing or evaluating the performance of the data analysis algorithm through iterative

process of varying the sample size such as neural networks applications. The important

issue here is the correct choice of samples (e.g. training/testing) in order to obtain and

preserve the best possible performance for the algorithm in use. For example, in neural

networks applications, one usually has only a small set of correctly classified patterns,

known as the training set. The main question is: does the given training set fairly repre-

sent the underlying class conditional probability density functions? A number of sam-

pling techniques have been proposed [32, 53].

3.3  Generation of New Information

Most data analysis applications involve solving problems that are common in day-to-

day operation of an enterprise (e.g. a semiconductor wafer fabrication operation). How-

ever, within the same enterprise, there are always goals for in-depth analysis of data

(e.g. research and development and process optimization). In this case, the goal is to put

some additional effort for an in-depth data analysis and discovery of all valuable infor-

mation that may exist in the data.

3.3.1  Adding New Features

Adding new features overlaps with a number of areas such as constructive induction

[53] and definition of membership functions (fuzzy clustering). The main operation in

constructive induction is to manually or automatically derive new features in terms of

the existing ones. The three common forms of constructive induction are:
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3.2.1  Data Visualization

Visualization of data have progressively evolved from techniques that mimic experi-

mental methods to more abstract depictions of the data. There are at least two reasons

for this evolution. First, many important quantitative parameters are not directly meas-

urable [17]. Second, proper representation of highly multivariate data contained in vec-

tor fields, while at the same time avoiding visual clutter, requires simplification of the

display by extracting and rendering only the relevant features of the data.

3.2.2  Data Elimination

In preprocessing the data through data elimination, sometimes two objectives are

achieved:

• the volume of the data is reduced substantially. Examples are image data analysis

[20].

• the data is partially classified. Examples are associating similar image pixels with

one another.

Other form of data elimination is through Univariate Limit Checking methods such as

“absolute value check”:

if (Xi,min < Xi(t) < Xi,max) then class wj

where, X(t) is the value of the measured variable at any time t and Xmin and Xmax are the

lower and upper mapping limits, respectively.

3.2.3  Data Selection

To solve the problem of large amounts of data, several researchers have developed

methods for accurately analyzing and categorizing data on much smaller data sets. By

preprocessing large data sets by a technique known as vector quantization or clustering,

computational requirements necessary for data analysis and manipulation are greatly

reduced. Advantages to data selection on large data sets are numerous. Many times

working with multispectral data, our goal is grouping together sets of similar data -

something that clustering algorithms do automatically. Kelly and White [20] developed

a clustering technique to analyze large amounts of image data. The basic principle of

clustering in this work is to take an original image and represent the same image using

only a small number of unique pixel values. In some cases, this resulted in reduction of

the data by a factor of seven.

Other forms of data selection for digital data is DSP preprocessing of the raw data to

reduce the raw data volume by a large factor and potentially producing real-time sub-

tracted images for immediate display.

3.2.4  Principal Components Analysis

The use of principal components has been extensively studied [12]. The main goal of

identifying principal components is to select proper attributes for data analysis. Theo-
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either entered by the people who fill the questionnaires or the staff at a statistics centre.

Data editing requires extensive domain knowledge as any incorrect editing of data may

result in loss of useful information. Proper data editing is also important for natural lan-

guage processing and applications in which data is extracted from on-line text in order

to create assertions for a data base.

3.1.4  Noise Modelling

Noise in the data can be attributed to several sources, noise added by amplifiers and sig-

nal conditioning circuitry, aperture error and jittering in the sampling device, nonlinear-

ities and quantization noise in the analog-to-digital (A/D) converter, extraneous noise

picked up from the environment [40], and data transmissions between channels and

sensor thresholds (upper/lower).

Fourier transform is among the most common methods of noise modelling for data pre-

processing. Classic Fourier transform analyzes signals in terms of frequency compo-

nents among the whole spatial domain, which loses time localization. Fourier transform

is therefore appropriate for long time periodic signals. Short time window Fourier trans-

form uses a set of window functions to restrict transform length and can be used to pro-

vide better time localization. Window size is normally determined by the lowest

frequency.

Several adaptive schemes have been proposed for noise estimation. These methods are

classified into Bayesian, maximum likelihood, correlation, and covariance matching.

The first two assume time-invariance of noise statistics and are computationally

demanding. In correlation methods some linear processing of the output is autocorre-

lated, and a set of equations is derived that relates these functions to the unknown

parameters. Covariance matching techniques attempt to make the filter residuals con-

sistent with their theoretical covariances.

Other forms of noise modelling and smoothing, are obtained by data compression,

through omitting low frequency components of the data. Data compression can enhance

and improve interpolation which results in better classifications on the testing data sets

[26]. Smoothing the data, which is quite sensitive to data reliability, may allow the

reduction of measuring time in experiments such as diffraction [33].

One of the most important strengths of noise modelling is that it can help in selection of

relevant data and proper set up of thresholds in data classifications.

3.2  Information Gathering

We can picture a data analysis tool as a system that can unknowingly analyse data that

are clean and sufficient for a given data analysis task. Limited or incomplete results are

obtained when all data characteristics are not known, data analysis is not properly

guided, or different internal parameters within a data analysis tool are not properly set.

Our emphasis in this section is to discuss interactive techniques that are applied to the

data so that we can: (i) better understand the nature of the data and (ii) use a given data

analysis tool more efficiently.
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proper techniques to rectify the problems. Following are a number of techniques that

have been developed and applied to transform data from various domains.

3.1.1  Data Filtering

Data filtering is broad. At one end of the spectrum, data filtering deals with simple

problems such as corrupt data. At the other end, it deals with noisy data. A number of

data preprocessing techniques are based on data filtering to remove undesirable data in

the time domain, frequency domain or time-frequency domain. The ideal filtering tech-

nique should remove irrelevant features with minimal distortion of the relevant signal

features. Of the most common filtering techniques are: (i) time domain filtering, where

the mean or median of the measured data in a window of predetermined size is taken,

(ii) frequency domain filtering, where data is transformed via Fourier analysis and high

frequency contributions are eliminated from the data, (iii) time-frequency domain filter-

ing, where the measured data is transformed simultaneously in the time and frequency

domain and provides the ability to capture a wide variety of signal features in a compu-

tationally efficient manner. The basic assumption in data filtering is that sufficient

amount of domain knowledge is available so that useful information is not lost.

The most common technique is Kalman filtering, which provides the optimum linear

recursive estimator (in the mean-squared form) of the state X(j) at some time tj, given

measurements Z(1) through Z(k), where k > j. Traditional approaches are documented

in [44]. The use of Kalman filtering requires the complete knowledge of noise statistics,

which in some real world applications may not be possible. In addition, in Kalman fil-

tering, the linearity of the system, the Gaussian distribution properties of the system

noise and the observation (background) noise are all assumed at the very beginning of

the analysis [35].

3.1.2  Data Ordering

The most common forms of data ordering are in applications where data are stored in

relational or network database management systems. The main objective here is to

organize data in proper locations (tables) for further retrieval and analysis. A concep-

tual data model (e.g. entity relationship) is usually prepared first. Entities and relation-

ships are identified. Attributes within the entities are listed and the type of relationships

(1-1, 1-n or n-1) are labelled. An example of data ordering for real world application

[39] is automatic preprocessing of patient data from ECG (electrocardiogram) process

where large amounts of data have to be properly ordered for: (i) short-term prior to be

reviewed by a physician, (ii) long-term with the perspective of its future use, particu-

larly for comparison and other forms of data analysis. Data ordering requires a model of

the process or system from which the data is acquired and may overlap with data ware-

housing.

3.1.3  Data Editing

Data editing is applied in preprocessing text or symbolic data types where the data ele-

ments consist of one or more string of characters representing unique information for a

particular attribute. Examples are census related data where data elements have been
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3.1  Data Transformation

The basic limitations in data collection and data analysis are due to the quality and com-

pleteness of the data [7]. Inaccuracies in the measurements of input or incorrect feeding

of the data to a data analysis tool (e.g. a classifier) could cause various problems. It is

therefore the primary task in data analysis to identify these insufficiencies and select

Figure 1: Problems with the data and data preprocessing techniques
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applications, such as neural networks, is the accuracy versus simplicity of the results

[26]. In most real world applications, there is a need for at least one form of data pre-

processing. Almost all applications of inductive techniques require a well planned use

of data preprocessing techniques. Fayyad, Piatetsky-Shapiro, and Smyth [16] empha-

size use of data preprocessing techniques as an essential part of any knowledge discov-

ery from data base project.

To provide a context for presenting a comprehensive listing of data preprocessing tech-

niques, we will first look at the definitions and requirements of these techniques. We

will then present a framework for the existing techniques that have been reported in the

literature. Each technique may have several strengths and weaknesses. In addition, one

must also be aware of the assumptions to properly apply each of these techniques. For

example, of the techniques related to too much data, data filtering and data elimination

throw away data while others like data sampling, help to select the important data sets,

yet others like noise modelling and principal component analysis assist in summarizing/

compressing the data.
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2.2  Preparation for Data Analysis

When problems with the data are solved and the data is prepared, there are still a

number of steps that can be followed before the actual data analysis starts. All actions

taken to understand the nature of data and advanced techniques to perform in-depth

data analysis are in this category.

2.2.1  Understanding the Nature of Data

When all known problems with the data are solved, understanding the nature of data

would be useful in many ways:

• Proper use of most data analysis tools and interpretation of large and complex data

sets are beyond the capability of human brain. It is therefore useful to perform some

form of data preprocessing for better understanding of the data. Examples are data

visualization and principal component analysis.

• Most data analysis tools have some limitations related to data characteristics. It

would therefore be useful to know these characteristics for proper selection and set

up of data analysis process. An example is percent of missing attribute values in the

entire data set.

• Sensor problems cannot be identified if some form of data preprocessing is not per-

formed. Sensor/measurement problems cause unusual data distribution and inaccu-

rate data representations. Examples are Analog-to-Digital and Digital-to-Analog

conversion processes used in measurements of Analog and Digital Signals.

2.2.2  Data Preprocessing for In-depth Data Analysis

Ordinary data analysis tools and techniques provide means of analyzing data up to a

level that may not be sufficient in all applications. In-depth data analysis requires addi-

tional support facilities for data preprocessing, that have to be properly used before the

actual data analysis starts. For example, if the data is analyzed for inducing rules and

the data is taken as records representing single events, temporal and other forms of

trends in the data would not be properly recognized through the induction process.

However, if the data is transformed so that records represent trends rather than single

events, the results of data analysis would be more meaningful.

Other forms of data preprocessing for in-depth data analysis are: (i) manual or auto-

matic addition of new features that are derived from the existing ones, which overlaps

with constructive induction, (ii) data simulation for creating parameters that are not nor-

mally measured, (iii) data fusion which is performed for integrating data from multiple

sources, and (iv) dimensional analysis which provides support for creation and use of

qualitative rather than quantitative relationships.

3.0  Data Preprocessing Techniques

Data preprocessing is beneficial in many ways. In classifications with neural networks,

one can eliminate irrelevant data to produce faster learning due to smaller data sets and

due to reduction of confusion caused by irrelevant data. The common trade-off in many
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contain very useful information. Traditionally if more than 20% of attribute values are

missing, the entire record is eliminated.

iii Small amount of data

In this case, although all data attributes are available, the main problem is that the total

amount of data is not sufficient for all kinds of data analysis. For example, most data

analysis algorithms require around 100 examples of training data to be properly trained

to classify future examples. The reliability of the concepts learned or rules generated

may not be sufficient if enough examples are not available.

2.1.3  Fractured data

i. Incompatible data

Data compatibility becomes important when data is collected by several groups. This is

specially true in domains where sensor data are collected and analyzed. Sensor data

consists of a lot of text and symbolic attributes where groups of data have to be com-

bined. The incompatibility problems could be due to human way of representing the

text or even use of natural language understanding/processing capabilities in the data

collection process.

ii. Multiple sources of data

In large enterprises, data could be scattered in a number of departments and on different

platforms. In most cases, the data is even acquired and maintained using different soft-

ware systems. The goal, depth and standard of data collection may vary across the

enterprise. As a result, when data from more than one group is required for data analy-

sis, problems related to the use of data from multiple sources may arise.

iii. Data from multiple levels of granularity

In some real world applications data comes from more than one level of granularity.

Examples are semiconductor manufacturing and aerospace. In semiconductor manufac-

turing, data is collected at all stages of production. At the lowest level, data may be col-

lected from each integrated circuit on a wafer. These represent measurements for each

unit of production (a typical wafer may contain over 200 integrated circuits). These rep-

resent all the measurements that have to be done on all wafer production units. At the

next level, data could come from particular sites on a wafer that are called test sites.

This data is collected to estimate similar properties of all the sites on a wafer. Other lev-

els are wafer level and bin (batch) level. At the wafer level, the data represent an entire

wafer, whether before the production stage such as raw properties of a wafer or after the

production stage, such as overall thickness [48]. The bin level is the highest level where

the data represent parameters for a group of wafers in a container (bin).

Similarly, in aerospace domain where data for a large fleet of aircraft are analysed, lev-

els of granularity may consist of: (i) fleet level (e.g. all aircraft of a particular type), (ii)

aircraft level (e.g. a particular fin-number), (iii) system level (e.g. a particular engine of

an aircraft), and (iv) system operation level (e.g. operation of the engine for a particular

duration or cycle).
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In many domains such as space (e.g. image data) and telecommunications (e.g. large

network operations), the volume of data and the rate at which data are produced may be

a limiting factor on performing on-time data analysis. The amount of data is sometimes

beyond the capability of the available hardware and software used for data analysis. For

example, interpreting remotely-sensed data requires expensive, specialized computing

machinery capable of storing and manipulating large amounts of data quickly.

vi. Numeric/Symbolic data

When data is organized for analysis, it generally consists of two types:

• numerical data that result from measuring parameters that can be represented by a

number. Numeric data may be either discrete or continuous.

• symbolic or categorical data that result from measuring process or system character-

istics. This class of data is usually qualitative.

Analysing data involving both numeric and symbolic parameters is a complex task that

requires attention during data preprocessing and proper use of the data analysis tool.

2.1.2  Too little data

i. Missing attributes

Missing or insufficient attributes are examples of data problems that may complicate

data analysis tasks such as learning and hinder accurate performance of most data anal-

ysis systems. For example in the case of learning, these data insufficiencies limit the

performance on any learning algorithm or a statistical tool applied to the collected data

- no matter how complex the algorithm is or how much data is used. On the other hand,

the data could look perfect at a glance but may be out-of-range, due to improper sensor

measurements, data conversion/transmission problems. Most factory management soft-

ware systems, have access to data range tables which are used to filter out-of-range

data.

Corrupt and missing attributes create several problems. Following are two examples

focusing on induction as the data analysis process:

(i) In decision tree induction, missing attributes cause vectors to be of unequal length.

This results in a bias when either the information value of the two vectors representing

two attributes is compared or a test is to be performed on the values of an attribute.

(ii) Many data analysis applications involve splitting the data into training and testing

sets. Although the splitting process may be iterated several times, missing attributes

may cause inaccurate evaluation of the results.

ii. Missing attribute values

In this case, the data records are not all complete, some contain missing attribute values.

These data records cannot be eliminated because on one hand the total amount of data

may not be sufficient and on the other hand the remaining values in the data record may
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2.1.1  Too much data

i. Corrupt and noisy data

Corrupt data could be due to reasons such as sensor failure, data transmission or

improper data entry, many of them may be unknown at the time of data collection.

Noise in the data can be attributed to several reasons:

• data measurement or transmission errors,

•  inherent reasons such as characteristics of processes or systems from which data is

collected.

Regardless of the reason, corruptness and noise in the data have to be correctly identi-

fied and proper solutions have be found to deal with the problem. In general, noise in

the data would weaken the predictive capability of the features. For any given applica-

tion, data sets may be completely noisy, to somewhat noisy, to completely free of noise.

On the other hand, data sets that may look noisy on their own and through data visuali-

zation, may be highly predictive and noise free.

ii. Feature extraction

In complex on-line data analysis applications, such as chemical processes or pulp and

paper applications, although there may be hundreds of measurements, relatively few

events may be occurring. The data from these measurements must therefore be mapped

into meaningful descriptions of event(s). This is a difficult task without proper data pre-

processing facilities. Preprocessing the data for proper interpretation is a form feature

extraction that conditions the input data to allow easier subsequent feature extraction

and increased resolution [9]. An example of feature extraction is numeric-symbolic

interpretation where numeric data from a process are mapped into useful labels. The

problem boundary is defined backwards from the label of interest so that feature extrac-

tion is associated only with the input requirements to generate the label.

iii. Irrelevant data

Many data analysis applications require extraction of meaningful data from large data

sets. When human beings are in the loop, they select the relevant data by focusing on

key pieces of information and sometimes using the rest of the data only for confirma-

tion or to clear up ambiguities. On-line expert systems used for data analysis are exam-

ples in which one has to be able to extract relevant information from raw data [4]. The

main goal of eliminating irrelevant data is to narrow the search space in data analysis.

Complexity may be significantly reduced if irrelevant data are eliminated, and only the

most relevant features are used for data analysis. Reducing the dimensionality (through

eliminating irrelevant data) may also improve the performance of a data analysis tool,

since the number of training examples, needed to achieve a desired error rate increases

with the number of measured variables or features.

iv. Very large data-sizes
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2.0  Data Preprocessing

Data preprocessing consists of all the actions taken before the actual data analysis proc-

ess starts. It is essentially a transformation T that transforms the raw real world data

vectors Xik to a set of new data vectors Yij

                                    Yij = T (Xik) (1)

such that: (i) Yij preserves the “valuable information” in Xik, (ii) Yij eliminates at least

one of the problems in Xik and (iii) Yij is more useful than Xik. In the above relation:

i = 1, . . . n  where n = number of objects,

j = 1, . . . m  where m = number of features after preprocessing,

k = 1, . . . l  where l = number of attributes/features before preprocessing,

and in general, m ≠ l.

Valuable information are components of knowledge that exist in the data (e.g. meaning-

ful patterns) and it is the goal of data analysis to discover and present them in a mean-

ingful way. Fayyad, Piatetsky-Shapiro, and Smyth [16] define four attributes for

valuable information. These are: valid, novel, potentially useful, and ultimately under-

standable. Data problems are situations which prevent efficient use of any data analysis

tool or they may result in generating unacceptable results.

 Data preprocessing may be performed on the data for the following reasons:

• solving data problems that may prevent us from performing any type of analysis on

the data,

• understanding the nature of the data and performing a more meaningful data analy-

sis, and

• extracting more meaningful knowledge from a given set of data.

In most applications, there is a need for more than one form of data preprocessing.

Identification of the type of data preprocessing, is therefore a crucial task.

2.1  Problems with the Data

There are always problems with the real world data. These are best shown in Figure 1

and discussed below. The nature and severity of problems depend on many reasons that

are sometimes beyond the control of human operators. Our concern is due to the effects

of these problems on the results of data analysis, the goal being to either rectify the data

problems ahead of time or recognize the effects of data problems on the results. Data

problems can be classified into three groups of: too much data, too little data, and frac-

tured data which will be discussed in the following.



Data Preprocessing and Intelligent Data Analysis Submitted to Intelligent Data Analysis Journal

24 March 1997 3

In practice, the first operation on any sets of data is preprocessing. Data preprocessing

is a time consuming task, which in many cases is semi-automatic. Growing amounts of

data produced by modern process monitoring and data acquisition systems has resulted

in correspondingly large data processing requirements, and therefore, efficient tech-

niques for automatic data preprocessing are important [34]. Our goal in this paper is to

discuss problems that we normally encounter with the data, methods we apply to over-

come these problems and how we benefit from data preprocessing using these tech-

niques.

This paper first provides a brief overview of data preprocessing, focusing on the reasons

as why it is needed. We then discuss a number of frequently encountered real world

problems in data analysis. These are problems, related to data collected from the real

world, that may have to be dealt with through data preprocessing. We then explain what

additional forms of data preprocessing are performed to understand the nature of the

data and to perform an in-depth data analysis. Various forms of data preprocessing tech-

niques are explained in Section 3.0. Section 4.0 includes two examples of real world

applications in which data has to be preprocessed. The paper ends with concluding

remarks and a list of challenges specific to real world applications.
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1.0  Introduction

Data analysis is the basis for investigations in many fields of knowledge, from science

to engineering and from management to process control. Data on a particular topic are

acquired in the form of symbolic and numeric attributes. The source of these data varies

from human beings to sensors with different degrees of complexity and reliability.

Analysis of these data gives a better understanding of the phenomenon of interest. The

main objective of any data analysis is therefore to discover knowledge that will be used

to solve problems or make decisions. However problems with the data may prevent

this. In most cases, imperfections with the data are not noticed until the data analysis

starts. For example, in the development of knowledge based systems, the data analysis

is performed to discover and generate new knowledge for building a reliable and com-

prehensive knowledge base. The reliability of that portion of the knowledge base that is

generated through data analysis techniques such as induction, therefore, depends on the

data.

Many efforts are being made to analyse data using commercially available tools or by

developing an analysis tool that meets the requirements of a particular application.

Some of these efforts have ignored the fact that problems exist with the real world data

and some form of data preprocessing is usually required to intelligently analyse the

data. This means commercial or research tools should provide data preprocessing facil-

ities to be used before or during the actual data analysis process. Various objectives may

exist in data preprocessing. In addition to solving data problems, such as corrupt data,

irrelevant or missing attributes in the data sets, one may be interested in learning more

about the nature of the data, or changing the structure of data (e.g. levels of granularity)

in order to prepare the data for a more efficient data analysis.

In comparing data preprocessing with human way of processing information, Bobrow

and Norman [3] make a similar comparison:

“Consider the human information processing system. Sensory data arrive

through the sense organs to be processed. Low level computational structures

perform the first stages of analysis and then the results are passed to other

processing structures. ... The processing system can be driven either conceptu-

ally or by events. Conceptually driven processing tends to be top-down, driven

by motives and goals, and fitting input into expectations: event driven process-

ing tends to be bottom-up, finding structures in which to embed the input.”

Various explanations have been given to the role and the need for data preprocessing. In

the case of modelling, variations in the data which are caused by the changes in process

or system conditions, as well as in data collection/transmission can be modelled in con-

junction with the target information. Proper data preprocessing can eliminate these

effects beforehand, which result in more parsimonious models. These models may not

necessarily have better predictive abilities, but are expected to be more robust [10].

Data preprocessing would therefore lead to a smaller number of phenomena to be mod-

elled, but it may also result in an increase in variance because of estimation errors. In

the case of learning, data preprocessing would let the users to decide on how to repre-

sent the data, which concepts to learn and how to present the results of data analysis so

that it’s easier to interpret and apply them in real world.
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Abstract

This paper first provides an overview of data preprocessing focusing on problems of the

real world data. These are primarily problems that have to be carefully understood and

solved before any data analysis process starts. The paper discusses in detail, two main

reasons for performing data preprocessing: (i) problems with the data and (ii) prepara-

tion for data analysis. The paper continues with details of data preprocessing techniques

to achieve each of the above mentioned objectives. A total of 14 techniques are dis-

cussed. Two examples of data preprocessing applications from two of the most data rich

domains are given at the end. The applications are related to semiconductor manufac-

turing and aerospace domains where large amounts of data are available and they are

fairly reliable. Future directions and some challenges are discussed at the end.
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