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Abstract—We investigate the fairess, smoothness, responsiveness, andhe same as that of TCP. However, it has been observed in exper-
aggressiveness of TCP and three representative TCP-friendly congestion jments [12], [11], [17] that flows with TCP-friendly long-term

control protocols: GAIMD, TFRC, and TEAR. The properties are eval- . . L
uated both analytically and via simulation by studying protocol responses mean sending rates can still have large rate variations when loss

to three network environment changes. The first environment change is rate is high.

the inherent fluctuations in a stationary network environment. Under this Furthermore, fairness is only one of several desirable proper-
scenario, we consider three types of sending rate variations: smoothness,.. - . . .
short-term fairness, and long-term fairness. For a stationary environment, ties of a conggstlon control pr_Ot‘?CO'- We identify fPUV desired
we observe that smoothness and faimess are positively correlated. We de-properties: 1jairness small variations over the sending rates of
rive an analytical expression for the sending rate coefficient of variation for competing flows; 2smoothnesssmall sending rate variations
_each of the four protocols. These analytlcal results match well with exper- over time for a particular flow in a stationary environment: 3)
imental results. The other two environment changes we study are a step . . .
increase of network congestion and a step increase of available bandwidth. reSp0n3|VeneS$_aSt deceleration of protocol s_endmg rate when
Protocol responses to these changes reflect their responsiveness and aggrethere is a step increase of network congestion; analggyes-

siveness, respectively. sivenessfast acceleration of protocol sending rate to improve
Keywords—Congestion control, TCP-friendliness network utilization when there is a step increase of available
bandwidth.
l. INTRODUCTION The objective of this paper is to evaluate these properties by

IN a shared network such as the Internet, end systems shdilflying the transient behaviors of several congestion control
react to congestion by adapting their transmission ratesftptocols under three network environment changes. Proposed
share bandwidth fairly, to avoid congestion collapse, and to keegngestion control protocols in the literature fall into two major
network utilization high [1]; the robustness of the Internet is dugdtegories: AIMD-based [6], [7], [8], [12], [13] and formula-

in large part to the end-to-end congestion control mechanism&ased [4], [5], [3], [9], [11]. For our study, we select TCP [2] and
TCP [2]. However, while TCP congestion control is approprGAIMD [12] as representatives of the first category. GAIMD
ate for applications such as bulk data transfer, other applicati@@gieralizes TCP by parameterizing the congestion window in-
such as streaming multimedia would find halving the sendiégase value and decrease ratio. Thatis, in the congestion avoid-
rate of a flow to be too severe a response to a congestionafce state, the window size is increasedabper window of
dication as it can noticeably reduce the flow’s user-perceivedckets acknowledged and it is decreased tof the current
quality [3]. value whenever there is a triple-duplicate congestion indication.

In the last few years, many unicast congestion control proté- our evaluation, we choose@ = 7/8 because it reduces a
cols have been proposed and investigated [4], [5], [6], [7], [§]low’s sending rate less rapidly than TCP does. Bor 7/8,

[3], 191, [10], [11], [12], [13]. Since the dominant Internet trafficwe choosex = 0.31 so that the flow is TCP-friendly [12]. In

is TCP-based [14], it is important that new congestion contrihat follows, we use GAIMD to refer to GAIMD with these pa-
protocols beTCP-friendly By this, we mean that the sendingameter values. We select TFRC [11] as a representative of the
rate of a non-TCP flow should be approximately the same #smula-based protocols. In addition to these three protocols,
that of a TCP flow under the same conditions of round-trip timée select TEAR [13] which uses a sliding window to smooth
and packet loss rate [4], [15]. sending rates.

Evaluations of these protocols, however, have been focusedhe first environment change we study is the inherent net-
mainly on protocol fairness in stationary environments. Twaork fluctuations in a stationary environment. We evaluate three
methods were proposed to establish the fairness of a prototypes of sending rate variations: smoothness, short-term fair-
The first is Chiu and Jain’s phase space method [16], which gz@ss, and long-term fairness. For a stationary environment, we
be used to show that a protocol will converge asymptotically tadpserve that smoothness and fairness are positively correlated.
fair state, ignoring such operational factors as randomness of flsequantify the smoothness of a flow, we derived an analytical
loss process and timeouts. The second method is to show gxiression for the sending rate coefficient of variation (CoV) for
the long-term mean sending rate of a protocol is approximategch of the four protocols. We found that our analytical results

) match experimental results very well. We observe that with in-
Research sponsored in part by NSF grant no. ANI-9977267 and ONR grant _ . .
no. N0O0014-99-1-0402. Experiments were performed on equipment procu%@asmg loss rate, smoothness and fairness become worse for
with NSF grant no. CDA-9624082. all four protocols. However, their deteriorating speeds are dif-
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ferent. In particular, at 20% loss rate, TFRC CoV increasesttte loss process when background traffic consists of ON/OFF
be the highest. TEAR maintains a relatively stable smoothnessirces, which can generate web-like traffic (short TCP con-
and fairness performance, but it scores the lowest in experimeméstions and some UDP flows). In our experiments, we set the
on responsiveness and aggressiveness (see below). Also, whigan ON time to be 1 second, and the mean OFF time to be 2
TFRC and TEAR have smoother sending rates than thosesetonds. During ON time each source sends at 500Kbps. The
TCP and GAIMD, they have undesirable fairness behaviorssitape parameter of the Pareto distribution is set to be 1.5. The
high loss rate, i.e., TFRC sending rate dropping to almost zeromber of ON/OFF sources in our experiments is 5.
and TEAR sending rate being too high compared with TCP.  The fourth loss model is the loss process whérilows are

The second environment change we study is a step increesmpeting with each other. We consider this loss model as a
of network congestion. Protocol responses to this change reflegiresentative for low multiplexing environments.
their responsiveness. In our experiments, TCP is the most re-
sponsive of the four protocols. However, TCP overshoots aBd Simulation configurations
has to recover from its overshot state. We also found an undesir: . .
able behavior of TEAR. This shows that our evaluation fram rOur network topology is the well-known single bottleneck

. . umbbell”) as shown in Figure 1. In this topology, all access
work can be a valuable tool for evaluating congestion contr, . .
: : . inks have a delay of0 ms, and they are sufficiently provisioned
protocols and detecting undesirable protocol behaviors.

The third ) h dv i . to ensure that packet drops due to congestion occur only at the
e third environment change we study Is a step Increase|Qlyenack link from R1 ro R2. The bottleneck link is config-

available bandwidth. Protocol responses to this change refl &4 to have a bandwidth af5 Mbps and a propagation delay

their aggressiveness. In our experiments, we found that T P30 ms. We repeat each simulation twice by configuring the
is the most aggressive of the four protocols to use newly avaBI

. . e ottleneck link as either a drop-tail or a RED link. For drop-tail
able bandwidth. Again TCP overshoots. TFRC with hlstorg/nk, we set a buffer size 050 packets with packet size 1000

discounting and_GAIMD.I_”nave similar a_ggressivene;s. TEAR Eﬁ/tes. The parameters of RED link are scaled as in [11]. For
the lest aggressive to utilize newly available bandwidth. most cases, the results for drop-tail and RED are similar. There-

_ The balance of this paper is organized as follows. In Sege the reported results are for drop-tail link unless we state
tion I we discuss our evaluation methodology. In Section Iiiharwise.

we evaluate protocol responses in stationary environments. In

Section IV, we evaluate protocol responses to a step increase source1 O O sink1
of network congestion. Protocol responses to a step increase in §\R:1 Re” :
available bandwidth are shown in Section V. Our conclusion Q/ 2:5Mbps/30ms \O
and future work are in Section VI. sourcen O 10Ms Sink N

Fig. 1. Network topology
Il. EVALUATION METHODOLOGY

A. Loss models We use GAIMD based on TCP/Reno. Most of our repqrted re-
sults on TCP are based on TCP/Reno unless we explicitly point
Network loss process is a major factor in determining the pgjut. TFRC is based on the code fraraJune 12th, 2000 snap-
formance of a congestion control protocol. In our simulationshot. In our initial set of TEAR experiments, we used the code
we use four simple and representative loss models. We distizm the authors’ web site. However, we found that the timeout
guish between loss models for high multiplexing environmenigechanism described in their paper [13] was not implemented.
and low multiplexing environments. By high multiplexing enviTherefore, we modified their code to implement timeout. For
ronment, we mean that loss is relatively insensitive to the senfpst of the experiments, differences between the modified and
ing rate of the flow under study. This is intended to be a modghmodified versions are small. However, there are big differ-
for backbone routers. By low multiplexing environment, w@nces in some experiments; in those cases, we will point them
mean that loss is somewhat sensitive to the sending rate ofa.
flow. To avoid phase effects [21] that mask underlying dynamics of
Ouir first loss model is deterministic periOdiC loss. Thougﬂhe protoc0|3, we introduce randomizations by Settinm_
this model may be unrealistic, it is simple and protocol rereadparameter of TCP, GAIMD, and TFRC to a small non-zero

sponses for this model are representative and clear. value.
The second loss model is Bernoulli loss. In this model, each
packet is lost with probability, which is independent and iden- I1l. RESPONSES TASTATIONARY FLUCTUATIONS

tically distributed (i.i.d.) for all packets. We consider this model We first i tigat tocol in stati .
as one representative for high multiplexing environments. For € first investigate protocol responses n stationary environ-

example, in today’s Internet, packets are dropped by routé‘?gnts: The properties we study in this section are smoothness

without regard to which flows they belong to when buffers ove?‘—nd fairness.

flow. Though packet losses can be correlated, a number of styd-

ies [18], [19], [20] show that loss bursts in the Internet are sh

and any loss correlation does not span long, typically less tharwe use coefficient of variation (CoV) to measure protocol

one RTT. smoothness and fairness. First, we clarify three types of co-
The third loss model for high multiplexing environments igfficient of variation.

Performance metrics
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A.1 Three types of coefficient of variation as(> x;)?/(K Y z%), where{z;}X | are the sending rates of

The definition of CoV depends on measurement timescalk .mpeting row}s{. LefX' denote the underlying 2randor;1 variable
the longer the timescale, the smaller the CoV is. For od samples(z;};—,. We observe thaF" ~ E[X]*/E[X"]. Re-

purpose, we measure smoothness and short-term fairness ranaing, we have

timescale of round-trip time; we define long-term fairness at a F(X) ~ 1

timescale of multiple round-trip times. ~ (1+ CoV(X)?)

1. Smoothnes€'oV;ime. Consider any solid dot in Figure 2a, . . . .
In summary, the performance metrics we use in this section

which represents the sending rate during a round-trip time of CoVh hich h - which
a specific flow. We defin€oV;inme as the coefficient of varia- areC'oViime, Which measures smoothneds; which measures

tion of this time series. We observe tiG@bV;;,,. measures the ihort—teHrmWfa\;rnretSﬁ ; zn@tlol}/ifd \évhrl‘cr\]/imreafs urﬁ S\,l,ongr_,tnertmbfa:cr_"
smoothness of a flow. ess. However, the detailed behavior of a flow cannot be fully

characterized by these metrics. Moreover, our analytical results
Rate Rate are derived for specific loss models. Therefore, to gain intuition,

' W we will also show sending rate traces and the fluctuations of the
bottleneck queue length for some simulations.

. " Time t
(@ Time fluctuation (b) Short term fairness

®3)

Time

B. Analytical results

Fig. 2. CoV time andCo V¢ We present our analytical results ofio Vme for TCP,
2. Short-term fairnesg’o V. Consider the solid dots in Fig_GAIMD, TFRC, and TEAR. The derivations of these results are

ure 2b, which are samples of the sending rates of several cdibtrivial and require several pages to present. They are omitted
peting flows during the same round-trip time. The coefficient gerein dug to page limitation. The derivations are presented in
variation Co V¢ of this data series measures short-term fairne@4r technical report [23].

among competing flows. B.1 AIMD

3. Long-term fairnesg’oVj¢. Instead of measuring the send-

ing rates of competing flows during the same round-trip time, At low loss rate, assuming Poisson loss arrival, we derive
we can measure their sending rates during multiple round-tf V time for AIMD (including GAIMD and TCP Reno as spe-
times. Therefore, we define long-term fairnéaslj; as the co- cial cases) to be:

efficient of variation over the sending rates of competing flows
in a longer time period. CoVAIMD _ /ﬂ (4)
With the definitions above, next we discuss their relation- 1+5

ships. First consider the relationship between smoothness Wfﬂereﬁ is the reduction ratio of congestion window size when
fairness at ggiventimescale. Assuming competing flows a“f[}ere is a congestion indication
i

Li.d. (the flows will then have the same mean sending rate It 5,1 oina3 — 1/2 for TCP into Equation (4). we have
the measurement interval is infinity) and ergodic, we know that 9gings / g @)

time distribution and population distribution are equal, that is, 1
Pop d CoVECP = \/; ~ 0.58 (5)
C'oViime samples — COVpOpulatiOn samples (1) . . .
Pluggingg = 7/8 for GAIMD into Equation (4), we have
Thus we observe that generating smoother traffic (measured by
time samples) improves fairness (measured by population sam- CoVEAIMD _ \/1— ~ 0.26 (6)

ples).

Next, consider the relationship between short-term and long\When loss rate is high, both GAIMD and TCP Reno will be in
term CoV. Itis intuitive that long-term CoV will be smaller thartimeout states most of the time. Modeling timeout as a Marko-
short-term CoV. Define an epoch as a time interval long enougian process, we deriv€o V g;,. to be:
such that the sending processes of a flow between epochs are in-
dependent and identically distributed. Lg&tdenote the flow’s CoV
average sending rate during tligh epoch, and defin&(n) = ) ) ) _
Z;z:l S;/n as its average sending raterinepochs. Since we wherep is paqket loss rate, arids the ratio of timeout interval
assume the random variablgs;}7_, are i.i.d., by the central t round-trip time. _ _
limit theorem, we know that the distribution &(r) can be ap- _ Pluggingp = 20% and¢ = 4 into the expression above, for

AIMD __ 64(¢—1)+32p+16p>+8p3+4p*+2p5+pf
time T 64—32p—16p2—8p® —4p*—2p% —pb

proximated by normal distribution whenis large: GAIMD and TCP Reno, we have
CoVI[{S;}74] CoViime” ~ 1.7 @
CoV[R(n)] » —— === @ B2 TEAR
. At low loss rate, assuming Poisson loss, we detid/ ;..
A2 Metrics for TEAR to be:
In our evaluations, instead of usirgp Vs; to measure short- TEAR
term fairness, we follow [22] and use fairness indéxdefined CoViime =~ 0.21 (8)
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B.3 TFRC 120000 T T T

TCP o
Atlow loss rate, assuming Bernoulliloss, we derVeV ;im. g 100000 [CAIMD i
for TFRC to be: 8 80000 |- TEAR ]
CoVTERC .22 9 & eoo00t | -
. . = 40000 | i 4
At high loss rate (about 20%), we derive th@a V4., for & 1 ‘
TFRC will be between 0.8 and 2.4 [23]. © 20000
o Lz
C. Simulation results 500

.1 High multiplexing environmen
c 9 ultiplexing e onments Fig. 5. Sending rates (Bernoulli logs—= 20%)

We start our simulation with periodic loss. Figure 3 shows

flow sending rate traces when the loss rate is 5%. For this fig- 25 Top T T T T T T T
, [GAIMD - |
M TFRC :--3%-- T3
80000 ' ' ' TEAR B s x 1
TCP ¢ FE 1
o5 /0000 GAIMD ---—--- 7 _ 15r . § 1 E
2 L TFRC N I ¥ x4
§ 60000 TEAR 38 RERE
8 50000 F o ocn or oo 6o one e oo on A 1t L g EEF LR i
@ 40000 fr  E ox *®
2 30000 |- 05 =7 & = o %X oD s o
© i B w8 Eppwmooe@EEE
§ 20000 i o 0 1 1 1 I I I I I I
10000 4 0 002 004 006 008 01 012 014 016 018 0.2
0 I I I Loss rate
500 550 600 650 700
RTT Fig. 6. CoViime Of sending rates (Bernoulli loss)

Fig. 3. Sending rates (periodic logs= 5%)
0, .
ure, the horizontal axis is measured in the number of round-tf t the ]ow_loss rate of 1%, TCP has the largéstVime of .
r¢ 1, which indicates that TCP smoothness at low loss rate is

times (RTT), and the vertical axis is the flow sending rate duri . .
a round-trip time. This simple experiment shows that the sent € worst. GAIMDC'oVtime atthis loss rate is the second largest

ing rates of TFRC and TEAR are smoother than those of T .h Ia valu?[ of Otr31 T::RC afng ;:ISEARdhgvzezﬂmlI@ngti.meIat W
and GAIMD at low loss rate. Figure 4 shows flow sending rai IS ossﬂr]ateﬂ:/w values o t.I Tm 0 Si rgzpzcz'\ée y.d 0 22
traces under Bernoulli loss model at the same loss rate. Coppoc Ve (hat these expermental values, 1.4, 9.3, U.2o and J.22,

. : g e close to the analytical predictions of 0.58 from Equation (5),
paring Figure 3 with Figure 4, we observe that because of t ! X
randomness of Bernoulli loss, all four protocols exhibit much 6 from Equation (6), 0.22 from Equation (9), and 0.21 from

. . . tion (8), respectively.
larger fluctuations even at this relatively low loss rate. qua .
9 y o At 8% loss rate, GAIMDCoV;;me increases to be the same

120000 . . . . . as that of TCP. This is not surprising since at high loss rate,
TCP - timeout dominates AIMD approaches. From Equation (7), we

100000 4;#:\48 7777777 ;‘j . i anticipate aC'oV yime 0f 1.73 at 20% loss rate. We observe that

80000 - TEAR = ‘ 1 1 this analytical prediction is close to the measured value of 1.6.

e TFRC CoVyime Stays low for up to 4% loss rate. Then it
increases very fast and exceeds TCP and GAIMD at 15% loss
rate. At 20% loss rate; oV i;me Of TFRC increases to 2, which
is in the analytical prediction range of 0.8 to 2.4. Since TFRC
has the highegt'oV iime at high loss rate, it indicates that TFRC
smoothness and fairness become the worst at high loss rate.
o TEAR keeps a lowCoV ;e Of 0.2 to 0.4 across the range
of measured loss rates. These experimental values agree with
The result for 20% Bernoulli loss is even worse. We olihe analytical prediction of 0.21. These results show that TEAR
serve from Figure 5 that at 20% loss, the sending rate of TFRE@n maintain a relatively stable smoothness and fairness perfor-
drops to almost 0 and the average sending rate of TEAR is musBnce over a wide range of loss rates.
higher than those of TCP and GAIMD. Therefore, at high loBesides Bernoulli loss model, for high multiplexing environ-
rate, the behaviors of neither TFRC nor TEAR are desirable. ments, we have also conducted experiments with the ON/OFF
Figure 6 summarize€'oV;ime from simulations for all four loss model. We found that under ON/OFF loss the smoothness
protocols when Bernoulli loss rates are varied from 0.5% td a protocol is slightly worse than that under Bernoulli loss.
20%. We make the following observations: To understand the reason for the higher fluctuations, we inves-
« For all protocols, the overall trend is th@bV;i,e iNncreases tigated the bottleneck queue length. We found that ON/OFF
with increasing loss rates. In other words, the smoothness of ieekground traffic causes large fluctuations of bottleneck queue
protocols reduces with increasing loss rate. length [23]. Therefore, we can expect large fluctuations in send-

60000

40000 |-

Rate (bytes/second)

20000 [

o Wi i H i I i
450 500 550 600 650 700 750

Fig. 4. Sending rates (Bernoulli logs= 5%)
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ing rates of responsive competing traffic. are smaller. Similar to TEAR, the cycle of TFRC queue length
) ) ) fluctuation is much longer than those of TCP and GAIMD.
C.2 Low multiplexing environments Following the simplest low multiplexing environment, we
next consider an environment with several competing conges-

350000 tion avoidance flows. Figure 9 shows flow sending rate traces

2 300000 | 160000
8 140000
€ 250000 £ 120000
g 8 100000
£ 200000 fGAIND . 2 80000
= TFRC —— 2 60000 [
TEAR —— ‘ b
150000 L— ' ' ' ' ' g 40000 [
o
600 650 700 750 800 850 900 20000
RTT o : ray
Fig. 7. Sending rates (1 flow) 300 350 400 450 500 550 600 650 700

RTT

We again start from the simplest environment. Figure 7 shows ' .
Fig. 9. Sending rates (1 flow + 7 TCP)

flow sending rate traces when a single flow is sending across the
bottleneck link. From simulation configuration, we know thawvhen 7 TCP flows are competing with the flow under study. We
the bandwidth delay product is about 30 packets and the bottidserve that TFRC and TEAR can maintain relatively smooth
neck link has a buffer size of 50 packets, therefore, there cggnding rates, while the sending rates of TCP and GAIMD fluc-
be only 80 outstanding packets. When the congestion windtwate.

size of a TCP/GAIMD flow exceeds 80 packets, a packet will

be dropped and the flow’s window size will be reduced. How- 1 ' ' '
ever, since most of the time the congestion window allows send- i
ing at a rate that is higher than the bottleneck link speed [23}
the achieved sending rate is limited by ACK arrivals. There<
fore, TCP/GAIMD sending rates are stable at the bottleneck
link speed until they experience packet loss and the window size
drops below 30 packets.

50 L T T T —T T T T T
45 £ s e 1 et T
40
35
30 | .
25 |/
20 |
15

Fig. 10. Fairness index (1 flow + 7 TCP)

Since in this environment 8 TCP-friendly flows are competing
against each other, we investigate the fluctuations of short-term
L - L ‘ fairness index. Figure 10 plots fairness index at each round-
10 p i [ Lo trip time. As we stated in Section IlI-A.1, short-term fairness
> . Y A . /Z is correlated to sending rate smoothness. We know that TCP
0500 550 600 650 700 750 800 850 900 950 1000 smoothness metri@ovggﬁ’ is 0.58, and the 7 TCP flows dom-

RTT inate in this experiment. Therefore, pluggig®V = 0.58
into Equation (3), we predict a short-term fairness index of
F = 1/(1+0.58%) = 0.7. From Figure 10, we see that the

As in the previous ON/OFF case, to understand the reasong$onulation results fluctuate around the analytical value. We have
sending rate fluctuations, we plot in Figure 8 the fluctuations afso repeated this simulation with RED link, which has a differ-
the bottleneck queue length. We make the following obserent loss model; the result is similar.
tions: 1) The queue length under TCP exhibits large variations.Figure 11 presents this experiment from another perspective:
TCP builds up the queue very quickly; when the queue is fuhe fluctuations of the bottleneck queue length. Comparing Fig-
and a packet is dropped, TCP backs off, and the queue drains 11 with Figure 8, we observe that the queue behavior in
to be empty very quickly. 2) GAIMD behavior is similar, butthis experiment is similar to the queue behavior of a single TCP
the fluctuations of queue length are much smaller than thoseflofv, but the fluctuations have shorter cycles. Therefore, we get
TCP. 3) TEAR queue behavior is similar to TCP — fast ramp upgher fluctuations in sending rates.
to the peak and quickly drain out, but the cycle of TEAR queue Protocol behaviors are different in an environment consist-
fluctuation is about two times of TCP. We notice that durinigpg of flows that belong to the same protocol. Figure 12 shows
half of the cycle TEAR queue is almost empty. The reason, #®wv sending rate traces when the 7 competing flows belong to
we will see in Section V, is that TEAR is very slow in accelthe same protocol as the flow under study. Comparing with
erating its sending rate. 4) Similar to GAIMD, TFRC does ndtigure 9, we observe that in single protocol environment the
drain the queue to be empty, and its queue length fluctuati@moothness of GAIMD, TFRC, and TEAR improves.

Queue length (packets)

Fig. 8. Queue length (1 flow)
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Fig. 11. Queue length (1 flow + 7 TCP) Fig. 14. Queue length (same protocol, 8 flows)
100000
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= GAIMD --—---—-
'g 80000 TFRC ——— ]
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Fig. 12. Sending rates (same protocol, 8 flows)

0.02 0.04 0.06 008 0.1

Loss rate
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Figure 13 investigates the fluctuations of short-term fairness.
It is particularly interesting to notice that the short-term fairness
indices of TFRC and TEAR are close to 1, and the indices do

not exhibit large variations. Therefore, it shows that TFRC and !N the ast éxperiments in stationary environments, we evalu-
¢ the long-term fairesSoVis. Figure 15 shows the simula-

TEAR have better short-term fairness performance than that ”
TCP. tion results forC'oVi¢ of 32 flows belonging to the same protocol
en Bernoulli loss rates are varied from 0.5% to 17%. In this

We next compare our analytical results of short-term fairne¥: : X
index with those from simulations. First consider TFRC anﬂmulatmn, TCP is based on TCP/SACK, and the measurement

TEAR. We know that theilC'oV;;me are about 0.21. Plugging !Inte;vallzlls 15 fssgcc;nds. V\/fetobsdervedthalt :_h|s f|g;re IS very St'hm
this value into Equation (3), we hadé — 1/(1 +0.21%) — ilar to Figure 6 in terms of trend and relative orders among the

0.96, which is close to 1. As for GAIMD, we know it§oV, .. four protocols. This is not surprising given the relationship we

is 0.26. Plugging this value into Equation (3), we hae— observed from Equation (2). In another experimen't, we have
1/(1+ 0.262) = 0.93, which is slightly higher than the experi_also evaluated'oVis when the measurement interval is 60 sec-

mental result in Figure 13. onds, which is 4 times longer. We observed that, at low loss rate,

Figure 14 investigates the fluctuations of the bottleneck que\%«%vlf with 60 second measurementinterval is about half of that

length for this experiment. The queue behaviors are differenﬁh 15 second measurement interval. These results validate the

between Figure 14 and Figure 11. In particular, when all flows ationship in Equation (2).

belong to TFRC or TEAR, they can maintain a high and stable |\v ReEsSPONSES TO STEP INCREASE OF CONGESTION
gueue length. The queue length of GAIMD is also relatively ) _ )
high and stable. Therefore, for these three protocols, we cadl this section, we evaluate protocol responsiveness. In the

expect smaller delay jitter and smoother sending rates than thgginology of control theory, what we study are protocol re-
sponses to a step increase function.

We first define the metric. Our metric to measure protocol re-
sponsiveness is the number of round-trip tinkefor a protocol
to decrease its sending rate to half under a persistent congestion,
i.e., one loss indication for each round-trip time. This metric has
also been used in [11], [17]. We notice that this metric does not
measure the complete responding process. We have also defined

Fig. 15. CoVj¢ (same protocol, 32 flows, 15 second average)

Fairness index

TCP oo

protocol adaptation speed to meaure the complete responding

350 400 450 500

RTT

550 600

650

Fig. 13. Fairness index (same protocol, 8 flows)
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0.2 ! ! ! ! ! TEAR A. Analytical results

700
Since TCP takes only one round-trip time to reduce its

sending rate to half, its responsiveneBgcp 1. For
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GAIMD, Dgamp = logr;;30.5 ~ 5. As for TFRC, show here is the behavior of TEAR with timeout mechanism
from [11], we haveDrrrc = 5. For TEAR, denotelV added. In our initial experiments, where TEAR timeout mecha-
as the steady state window size just before persistent coism is notimplemented, TEAR does not reduce its sending rate
gestion. We know that TEAR sending rate 3§V /4 per atall. Another potential problem with TEAR is that TEAR puts
RTT before persistent congestion, and that all of the 8 eall control functionality in the receiver. Therefore, if the feed-
tries in its history window are8WW /4. After 5 consecutive back channel from the receiver to the sender is totally congested,
congestion indications, the 8 entries in its history window béhe sender will keep on sending at previous rate. To rectify this
come {W/32,W/16,W/8,W/4, W /2,3W/4,3W/4,3W/4}. potential problem, we suggest that TEAR sender should reduce
Therefore, TEAR sending rate after 5 loss indications will bes sending rate if no feedback has arrived for a certain amount

reduced to half, and we hav@rgar = 5 [23]. of time.
B. Simulation results 180000
160000
180000 E 1‘2‘8888
160000 o
S 140000 @ 100000
8 120000 fz, [ nfl Sl
ﬁ 100000 [ g 28888 i
S 80000 000 ‘
s 60000 0 . I i ! I
g 40000 900 950 1000 1050 1100 1150 1200
20000 RTT
O 1 s 1 1
900 950 1000 1050 1100 1150 Fig. 18. Sending rates (Bernoulli loss, p=1% p=4%)

RTT
Protocol responses in the previous experiment are mainly de-

termined by their timeout mechanisms (either at the sender or
We start our simulation with periodic loss model. Figure 18t the receiver); they show different responses when data pack-
shows protocol responses when loss rate is increased from 1%tscan still go through the bottleneck link. Figure 18 tests the
4% at round-trip time 1000, which is indicated as a vertical lingrotocols when Bernoulli loss rate is increased from 1% to 4%
in the figure. Clearly, TCP is the fastest of the four protocolt round-trip time 1000. Since these loss rates are relatively
to respond to loss rate increase; GAIMD follows; TFRC, arldw, we expect a TCP-friendly protocol to reduce its sending
TEAR have similar responding speed and are obviously slowate to half. From Figure 18 we observe that TCP is the fastest
than TCP and GAIMD. However, we observe that TCP ovete respond, and GAIMD follows. However, TCP drops below
reacts and drops its sending rate to almost 0. Due to this behide new target state and recovers slowly from its over-reaction.
ior, TCP takes as long to reach its new stable state as the otf&n the other hand, GAIMD, TFRC, and TEAR have slower

Fig. 16. Sending rates (periodic loss, p=1%p=4%)

three protocols response speed than that of TCP, but none of them has over-
reaction.
350000 . . . v — Instead of controlling loss rate directly, next we test the pro-
o 300000 |- GAIMD ------- 4 tocols by introducing new flows into a steady environment. We
§ 250000 F , | TERS | first consider the case when 8 new TCP flows start at time 1000
S 200000 Flif i 1 when one flow of the protocol under study and 7 competing TCP
%] i .
% 150000 [ | flows are in steady state.
£ 100000 ; e
5 A 50
50000 \- - a5 [

40
35
30 §
25
o 20
Next we consider protocol responses to Bernoulli loss rate 15

change. Figure 17 shows protocol responses when at roun§—10
trip time 1000 Bernoulli loss rate is increased from 0.5% to g I | (i
100%, i.e., all data packets are dropped at the bottleneck link 900 950 1000 1050 1100 1150
from the sender to the receiver. Since no data packet can go RTT

through, we expect that a responsive protocol would reduce its
sending rate to almost 0. Among the four protocols, TCP re-

sponds at the highest speed and reduces its sending rate to dh this experiment, we find the queue behavior is particularly

most 0. GAIMD is the second; it also reduces its rate to almdateresting. Figure 19 shows queue length traces at the bottle-
0. TFRC is the third with a reasonable responding speed. Tieck link. At about round-trip time 1025, the queue lengths for

responding speed of TEAR is very slow. Furthermore, what vedl four protocols exhibit large dips. This suggests that the old

0
900 1000 1100 1200 1300 1400 1500 1600
RTT

Fig. 17. Sending rates (Bernoulli loss, p=0.5%p=100%)

ngth (packets)

Fig. 19. Queue length (1 flow + 7 TCP 1 flow + 15 TCP)
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flows back off due to introduction of the new flows. Thus, the

bottleneck queue length decreases. 0.9
« 08
() ih
100000 . T T T T . 2 o7
TCP o 2 o6
7777777 %] .
80000 |- G#‘F'“FQE - g
TEAR E 05

60000 | of -

40000

Rate (bytes/second)

20000 [

T HH‘ ”:: “u,}}
]
}H"P“ ‘Jh ! HH

1250 1300

1050 1100 1200

RTT

900 950 1000

Fig. 20. Sending rates (same protocok-816 flows)

reduce gradually to the new states.

1

04
0.3

0.2
400

600

1000
RTT

1200 1400 1600

Fig. 22. Fairness index (same protocok-816 flows)

V. RESPONSES TO STEP INCREASE OF BANDWIDTH

Next, we Study protoco| responses ina Sing|e protoco| envi_We evaluate pr0t0C0| aggreSSiveneSS in this section. In the
ronment. Figure 20 shows the response of a flow as 8 new flot@gminology of control theory, what we will study are protocol
start at time 1000 when the flow and the 7 competing flows dfSPonses to a step increase function of available bandwidth.
in steady state. Itis clear from this figure that TCP and GAIMD As in the previous section, we first define our metric. Our
respond very fast, but both protocols overshoot to 0. TFRC agiigle-number-of-merit metric to measure protocol aggressive-
TEAR reduce their speeds slower. However, they do managd@$s is a protocol’s increasing spekger RTT. Since proto-

col increasing speed depends on other factors such as feedback

interval, what we derive is an upper bound. However, we do

50 T T ] T T T T
45 Ee T T =TT T

40 :
35
30
25
20

Queue length (packets)
T T T Iv ‘I } I‘ ‘I‘ 1T
1 1 1 1 | I S N

1 1 L) 1 1 1
960 980 1000 1020 1040 1060 1080
RTT

1100

Fig. 21. Queue length (same protocok-816 flows)

from ¢

W+i
=0 ¢41

A. Analytical results

observe that the metri€ can be used to optimize application
performance [24].

TCP increases its rate by 1 per RTT in congestion avoidance
state. Thus its aggressiveness meligpr equals to 1; like-

TCP )
1?) ‘ GAIMD -~ wise Igamvp = a = 0.31. As for TFRC, from [11], we have
5 3 TERC Itrre = 0.12 without history discounting anfirprc = 0.22

with history discounting. For TEAR, we know that, when there
is no loss, the receiver increases its estimation of the sending rate
(= W + L) at round-trip timet to W + ££L at
round-trip timet + 1. Since the weight of the most recent epoch

We next study the behavior of the bottleneck queue. We d%-1/6, the upper bound dfrgar is1/12.

pect that the queue will be in overload state for a longer period

of time for a less responsive protocol. Figure 21 investigatBs Simulation results

gueue lengths before and after we increase the number of flows.
In this figure, increasing the number of flows generates a large
dip of queue length for TEAR at round-trip time 1050. This

)

dip indicates that the responses of TEAR flows are much long@r 140000
delayed. E 1(2)3888 5
As another measure of protocol transient behaviors when nei— 80000

work congestion is increased, we consider fairness indices bg- 60000

fore and after the disturbance. Figure 22 shows the fluctuatiogs
of fairness indices when the number of flows belonging to the
same protocol is doubled. The fairness indices of TFRC and
TEAR reduce from close to 1 to 0.5 right after the increase. Af-
terwards, their short-term fairness indices gradually increase to

180000
160000

40000 [EHHHE

20000

0
900

950

1000

1050
RTT

1100 1150 1200

Fig. 23. Sending rates (periodic loss, p=4%p=1%)

1 and become stable at a value close to 1. The slow increase

of TEAR's index indicates that the new TEAR flows are slow We again start with periodic loss. Figure 23 shows protocol
in increasing their sending rates, which is also observed in Figsponses when loss rate is decreased from 4% to 1% at round-
ure 21. As we have already observed in Section lll, the fairndsip time 1000. It is obvious from this figure that TCP is the
indices fluctuate for both TCP and GAIMD. We also notice thdastest to utilize new bandwidth. GAIMD and TFRC with his-
their fairness indices reduce after the number of flows is dawry discounting have similar increasing speed but GAIMD is
bled. This decrease of fairness index is a result of increased Iskghtly faster. TEAR is the slowest to increase its sending rate.
rate. For this experiment, we observe that the relative order of the
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protocols to increase their sending rates conforms to our analyt- 160000
ical result. __ 140000
2 120000
100000 —r—— ; ; ; ; 8 100000
= 90000 [GAIMD -----— 7 . é 80000
2 | TFRC —— ’ . ‘ - 3
§ 80000 | TERE — o i i € 60000
% 70000 Mo moinr ’\L‘ V’T L‘ 5 ok i |7 it \J B § 40000
2 60000 Hryphiyri i ey SRR 20000 F- ] L i
§ 50000..’:“: i I ,Lj i ‘TJ i L o L LR i ; B i
2 o000 | | 950 1000 1050 1100 1150 1200 1250 1300
4 RTT
30000 | .
20000 L L L L L L Fig. 27. Sending rates (1 flow + 15 TGP 1 flow + 7 TCP)
960 980 1000 1020 1040 1060 1080 1100
RTT

Fig. 24. Sending rates (periodic loss, p=3%p=2%)

We first consider the case when 8 of the 15 TCP flows stop at

time 1000 in Figure 27. Since we decrease the total number of

Figure 24 shows another experiment where periodic loss rifyvs from 16 to 8, the sending rates of remaining flows should
is decreased from 3% to 2%. In this experiment, the history df€ doubled. In this figure, TCP and GAIMD respond almost

counting mechanism of TFRC is not activated, and we obset S

that TEAR and TFRC become similar.

Next, we consider Bernoulli loss model. In Figure 25, w

reduce Bernoulli loss rate from 10% to 0%tat 1000. Since

no loss event occurs when= 0, TFRC uses history discounting
and increases its sending rate faster than usual. We observelcﬂgp'

pstantaneously, while TFRC and TEAR take much longer to
utilize the newly available bandwidth. From a control theory

perspective, it appears TEAR is over-damped.

Next we study protocol responses in a single protocol envi-
ronment. In this experiment, 8 of the 16 flows stop at time
Figure 28 shows the adaptation of fairness indices. While

TCP is the fastest, and GAIMD is faster than TFRC. TEAR {&imess indices of TFRC and TEAR do not change when the
very slow compared with the other three protocols.

number of flows decreases, those of TCP and GAIMD increase
almost instantaneously. This conforms to the behaviors in Fig-
ure 22, where TCP and GAIMD fairness indices decrease when

100000 e
the number of flows is increased.
T 80000
o
g 1
g 60000 0.9
i)
& 40000 x 08
o ‘ TCP oo e 07FlC
g . GAIMD ------- 4 - f e
o 20000 o TERC ﬁ 06 [ -
RN L TEAR c 05 [ -
O [ IHT 1 1 1 1 T N = TCP .
950 1000 1050 1100 1150 1200 1250 % 04} | GAIMD - e
RTT 3L TFRC —— |
0.3 . . | TEAR —
Fig. 25. Sending rates (Bernoulli loss, p=10%p=0%)
960 980 1000 1020 1040
RTT

Instead of testing the extreme case when there is no loss

at all, Figure 26 shows protocol responses when we reduce Fig. 28. Fairness index (same protocol,168 flows)

Bernoulli loss rate from 4% to 1%. As is shown in the interval
(1000, 1050), TCP is the fastest in increasing its sending rate.

GAIMD, TFRC, and TEAR follow it.

RTT

Fig. 26. Sending rates (Bernoulli loss, p=4%p=1%)

Another point to notice is how fast each protocol occupies
newly available bandwidth. Figure 29 shows queue length traces
for this experiment. For all four protocols, queue lengthes drop
to zero when the 8 flows stop. TCP takes only 20 RTT’s to fill

180000 T T T
160000 the queue again. GAIMD and TFRC takes 42 and 45 RTT's, re-
’g 140000 spectively. TEAR takes more than 200 RTT's because its send-
g 120000 ing rate increasing speed is very slow.
% 100000
5 80000 V1. CONCLUSION AND FUTURE WORK
g 60000 . . i . . i
g 40000 We studied analytically and via simulation the transient be-
20000 | haviors of TCP, GAIMD, TFRC, and TEAR. Table | summa-
o L , , , : > . . i
950 1000 1050 1100 1150 oo 'iZes our quantitative results. The first row shows fairness mea

sured by the short-term fairness indéxiscussed in Section I11.
From this metric, we infer that TFRC and TEAR have better
fairness performance at low loss rate than TCP and GAIMD.

Instead of controlling the loss rate directly, next we test théowever, they have undesirable behaviors at high loss rate, i.e.,
protocols by stopping some flows in a steady environment T&-RC sending rate dropping to almost zero and TEAR sending
increase available bandwidth to remaining flows. rate being too high compared to TCP. The second row sum-
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[ TCP GAIMD TFRC TEAR |
Fairness F =0.7 at low loss F =0.9 at low loss F~ 1 at low loss; F~ 1 atlow loss;
sending rate drops to 0 at high loss| sending rate too high at high loss
Smoothness 0.58 at 2% loss, 0.26 at 2% loss, 0.22 at 2% loss, 0.2 at 2% loss,
(CoViime) 1.7 at 20% loss 1.7 at 20% loss 2 at 20% loss 0.4 at 20% loss
Responsive- 1RTT 5RTTs 5—6RTTs 5 — 6 RTTs, slower if no feedback
ness P)
Aggressive- 1.0/RTT 0.31/RTT 0.12/RTT wo/ history discounting 0.08/RTT,
ness {) 0.22/RTT w/ history discounting slower with delayed feedback

Queue length (packets)

TABLE |

SUMMARY OF QUANTITATIVE RESULTS

[6]
[7]
[8]
1
900 950 1000 1050 1100 1150 1200 1250 1300 1350 1400 [9]
RTT
Fig. 29. Queue length (same protocol,-168 flows) [10]

marizes protocol smoothness measured@¥;;,,.. From this [11]
metric, we observe that TFRC and TEAR have better smooth-
ness performance at low loss rate. While TEAR can maintgi,
a stable smoothness performance up to 20% loss rate, TFRC trol,” in Proceedings of the 8th International Conference on Network Pro-
becomes the worst of the four protocols at 20% loss rate. 'I;ng]
third row summarizes protocol responsiveness measurdd b

defined in Section IV. From this metric, we see that TCP is the partment of Computer Science, North Carolina State University, Raleigh,

most responsive among the four protocols. The other three hﬁ‘ﬁ‘f

periments with a layered transmission scheme over the Internet,” Research
Report No 3296, INRIA, Nov. 1997.

Dorgham Sisalem and Henning Schulzrinne, “The loss-delay based ad-
justment algorithm: A TCP-friendly adaptation scheme,’Pimceedings

of NOSSDAYV '98July 1998.

Shanwei Cen, Calton Pu, and Jonathan Walpole, “Flow and congestion
control for Internet streaming applicaitons,” Pmoceedings of Multimedia
Computing and Networking 1998an. 1998.

Reza Rejaie, Mark Handley, and Deborah Estrin, “RAP: An end-to-end
rate-based congestion control mechanism for realtime streams in the Inter-
net,” in Proceedings of IEEE INFOCOM '9ar. 1999, vol. 3.

Jitendra Padhye, Jim Kurose, Don Towsley, and Rajeev Koodli, “A model
based TCP-friendly rate control protocol,” Rroceedings of NOSSDAV
'99, June 1999.

Lorenzo Vicisano, Luigi Rizzo, and Jon Crowcroft, “TCP-like conges-
tion control for layered multicast data transfer,” Rmoceedings of IEEE
INFOCOM '99, Mar. 1999, vol. 3.

Sally Floyd, Mark Handley, Jitendra Padhye, and Jorg Widmer, “Equation-
based congestion control for unicast applicationsPrioceedings of ACM
SIGCOMM 2000Aug. 2000.

Yang Richard Yang and Simon S. Lam, “General AIMD congestion con-

tocols Osaka, Japan, Nov. 2000.
Injong Rhee, Volkan Ozdemir, and Yung Yi, “TEAR: TCP emulation
at receivers — flow control for multimedia streaming,” Tech. Rep., De-

North Carolina, U.S.A., Apr. 2000.
Kevin Thompson, Gregory J. Miller, and Rick Wilder, “Wide-area Internet

similar responsive speed. The last row summarizes protocol ag- traffic patterns and characteristicsiEEE Network vol. 11, no. 6, Nov.
gressiveness measured bylefined in Section V. This metric

shows that TCP is the fastest protocol in utilizing extra banf?

5]

width. TFRC, with history discounting, is slightly slower than
GAIMD. TEAR is the slowest to increase sending rate.

Some issues that we have not studied include the impact[ﬁgﬁ
different round-trip times, and the transient behaviors of con-

gestion control protocols in diffserv environments. Also, it wiIL
: . . . . - 117
be interesting to investigate the impact of variations of sendi

g

rates (especially for TCP and GAIMD) on protocol responsive- o
ness and aggressiveness. We defer these issues to a future S{tfl'ji(]_jy]ean—Chrysostome Bolot, “End-to-end packet delay and loss behavior in
t
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