Newcastle
University

ePrints @

Abdelkareem AE, Sharif BS, Tsimenidis CC.
Adaptive time varying doppler shift compensation algorithm for OFDM-based

underwater acoustic communication systems.
Ad Hoc Networks 2016, 45, 104-119

Copyright:

© 2016. This manuscript version is made available under the CC-BY-NC-ND 4.0 license

DOI link to article:

http://dx.doi.org/10.1016/j.adhoc.2015.05.011

Date deposited:
20/09/2017
Embargo release date:

04 July 2016

[@lolsle]

This work is licensed under a
Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International licence

Newcastle University ePrints - eprint.ncl.ac.uk


https://creativecommons.org/licenses/by-nc-nd/4.0/
http://eprint.ncl.ac.uk/
https://myimpact.ncl.ac.uk/ViewPublication.aspx?id=226585
https://myimpact.ncl.ac.uk/ViewPublication.aspx?id=226585
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://dx.doi.org/10.1016/j.adhoc.2015.05.011

Adaptive Time Varying Doppler Shift
Compensation Algorithm for OFDM-based

Underwater Acoustic Communication Systems

A. E. Abdelkareem, B. S. Shari§enior Member, IEEE
and C. C. TsimenidisMember, IEEE
Email: a.e.abdelkareem@tu.edu.iq
Mobile: (+964) 7705802111

Abstract

This paper presents an adaptive approach to address the &awopmoblems associated with the time varying
Doppler shift, the first being the acceleration effects andixclic-prefix (CP) correlation and the second, the efféct o
a sudden change in the velocity direction between packethem®ntire orthogonal frequency division multiplexing
(OFDM) symbols. In addition, this paper considers the neglidDoppler shift or carrier frequency offset (CFO)
that was estimated iteratively within a range according tdeaign based on the sub-carrier spacing using pilots,
which are basically utilized for the purpose of channelneation. Furthermore, the proposed algorithm adopts three
estimations of the symbol timing offset. These estimatiares centroid-based localization over an anticipated CP
window, first order expectation and autocorrelation of teeeived CP with its replica. Subsequently, a penalization
algorithm is applied in order to drop the anomalous paramateong them. Therefore, the consequences of the
inflection point that accompanies the abrupt change in thacig are mitigated and a reliable time varying Doppler
shift is obtained. This Doppler shift is fine tuned in an ite&f& manner. Compared with the block-based Doppler
compensation approach, the proposed technique works \aiflable speed during packet duration. In addition, it
exploits the available bandwidth more efficiently by utitig a single preamble of linear-frequency-modulation ()FM
to detect the start of the packet. The proposed receiver vedisatded through simulations and sea trials conducted over
500 m and 1000 m channel ranges. In simulations, a model wsigrdel to imitate the time varying Doppler shift
with two scenarios (expansion/compression) in combinatiith a various multipath delay spread. The simulation
results confirm that the proposed system accommodates afemton up to1 m/s? during the packet time.

Index Terms

Time varying Doppler, weighted centroid localization, OBPunderwater acoustic communication, bit interleaved
coded modulation, iterative decoding.
I. INTRODUCTION

Several time-domain receivers that adopt coherent maduolatith an emphasis on channel equalization in order

to increase communication reliability have been suggestedever, the time varying doubly-spread characteridtic o



the underwater acoustic (UWA) channel requires a highlymemequalizer. Recently, an alternative low-complexity,
high-speed multi-carrier communication system, in thanfaf OFDM, has attracted considerable interest in the
field of underwater acoustic communication (UWAC). This iginfy due to its simplicity of operation by means of
the fast Fourier transform (FFT) for the purpose of modal@tlemodulation. This system deals with the frequency
selectivity of the channel by dividing the broadband data parallel narrowband channels. Additionally, in a delay-
dispersive environment, adopting a CP of a length greatar the maximum delay spread provides an excellent
way to assure the orthogonality of the carriers. Howeverppagation is considered to be time-selective due to
the Doppler shift in which one sub-carrier may introduce t€lthe adjacent sub-carriers [1]. The Doppler shift
sensitivity is proportional to the OFDM symbol durationetkfore even slightly moving platforms can cause serious
impairments as far as synchronization is concerned.

Previous studies in the field of UWAC have addressed sev@@ioaches for synchronization in the presence
of Doppler distortion. As far as multi-carrier transmissies concerned, the authors in [2]-[4] have addressed
the performance of the OFDM systems under the Doppler sffant investigated the Doppler scale methods,
respectively. Researchers in [5] employed the principlgsjrand null sub-carriers for the purpose of re-sampling
factor estimation and residual Doppler compensation, eesgely. Although these algorithms do attain precise
estimation by adopting preamble and post-amble, the batibwitilization factor is compromised. A point estimate
of the Doppler shift is adopted in [7]; therefore it is sul@kbor situations where the Doppler shift stays constant or
varies slowly during the packet time. The concept in [8] wateeded to work in UWAC by [9] with an iterative
cyclic prefix correlation. To estimate the Doppler shifte tauthor employed the symmetry of the guard interval
with its replica. This parameter is estimated iterativelgpending on the peak location and its phase with respect
to the new sampling interval; therefore it is a computatilgnexpensive search.

A number of previous studies have based their criteria fopfer-shift and CFO estimation on utilizing signal
space and statistics. For instance, the authors in [10] ieed maximal likelihood estimation (MLE) and ESPRIT
to estimate both CFO and Doppler shift in wideband OFDM, w/ihil [11], HTLS (Hankel Total Least Square)
has been used for joint channel and Doppler estimation. Fisee®m requires no estimation of the CFO, and
there is no need to re-sample the signal. An extension to §8]lieen suggested by [12] for symbol by symbol
Doppler estimation. This method adopts marginal maximualitiood estimation (MMLE) to track the Doppler
variation between symbols. Despite its precise estimafibllE has a number of problems in terms of hardware
implementation, where it necessitates high complexity.

Although re-sampling the signal removes the Doppler shifmajor problem with its residual or CFO is the
destruction of the orthogonality of the sub-carriers duthtoresulting inter-carrier interference (ICI). A consialale
amount of literature on combating ICI has been publishe@sé&lstudies [13]-[16] have presented conclusions that
mitigating ICI will result in successful communication.

All the aforementioned papers assume that the Doppler ishdbnstant during the symbol period and all paths
have equal Doppler shift; therefore re-sampling the sigvitli a unique time scaling factor is valid and a symbol

by symbol approach works effectively. A recent study by [& highlighted the need to estimate the optimal time
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Fig. 1. Proposed transmitter structure, where the opefateepresents the real part of the signal.

scaling factor in a multipath channel of different Doppléifisin each path. However, in our proposed method, it
is assumed that the channel variation is mainly caused bynthiten of both transmitter and receiver, leading to a
significant time varying Doppler shift. Consequently, thigl create acceleration that may exceed 1stndue to
speed alterations; therefore, ignoring this effect yieldsgnificant ICI. In this paper, the acceleration is consde
and the Doppler shift is assumed to be changing linearlyndutihe symbol time, but constant in all paths. This
variation is dealt with by measuring the time expansion/sassion frequently within a fraction of a sample period
and then compensating the Doppler by means of an efficienbdtbr Lagrange interpolation.

In this paper, the proposed algorithm adopts an iteratipecgeh in estimating the first order moment that results
in minimum phase and decoding errors. A cyclic redundan®ckH{CRC) is employed to detect bit errors after
decoding. Additionally, the iterations rely on the criteidf minimum phase error estimation to compensate the
residual Doppler shift. In the proposed technique, theredion errors are subject to penalization by enabling a
learning and punishmenfLP) action to fine tune the estimated shift in samples itegbt Only the minimum
phase error which accompanies ttle iteration is chosen with its associated time expansiaticarcompression,
therefore an accurate Doppler shift is obtainedldarning mode(LM), the acceleration of the previous packet
is observed to designate an adaptxpectation rangéER), whereas theunishment modé”M) drops an out of
range estimation.

The rest of this paper is organized as follows. In sectiohk, proposed OFDM system and channel model are
introduced. The acceleration effects are demonstrateddtios Ill. In section 1V, the proposed adaptive receiver is
presented. In section V, system design, simulation andrerpatal results are presented. Finally, section VI draws

the conclusions.

Il. SYSTEM AND CHANNEL MODEL

The proposed system contains the transmitter depictedgiri.FAt each instant, the encoder receives a vector
of information bitsb; of length K; at its input to produce a binary code of length = K,/R. encoded bits,

whereR,. € (0, 1] is the coding rate of the nonsystematic convolutional (NE@)e. The coded bits are permuted



by a random interleaver, then converted, in groups:aguccessive bits, into alphabet symbols of constellatine si
M = 2™. This mapping operation generates a sequend¥,0& K./m : s = {sg....sny,-1}, wheres;, € C andC
denotes the set of complex symbols. Subsequently, in theND&Pnbol to be constructed, pilot symbols of phase
shift keying (PSK) with unit amplitude are embedded with tla¢a symbols in a comb method. These pilot symbols
are used for the purpose of estimating channel response aéteiver. A PAPR reduction is introduced using the
SLM technique [18]. To implement this technique, a sequefgehased) are added in the transmitted signal to
be multiplied by the input data sequences and the symbokseguof minimum PAPR is selected for transmission.
The resulting OFDM symbol, containiny, pilots andN,; data-bearing sub-carriers, whe¥g + N, = N, is then
modulated by an IFFT of siz&. and the last samples are copied and prefaced to the symhmwitatifie CP-OFDM
frame. The guard interval of length, is chosen to be longer than the channel dispersion time ieragoedminimize

the inter-symbol interference (I1SI). The resulting fraraeulse shaped, using a pulse shape filter (PSF), and then
up-converted using carrier modulation. LEf denote the OFDM symbol duration afig the guard interval. The
total OFDM frame duration i§" = T,; + T,. Let f,, = f. + nAy, being the carrier frequency corresponding to
each of the sub-carriers of the OFDM spectrum, whare= 1/T; is the frequency separation between alternate
sub-carriers and is the carrier frequency, so the bandwidths= N.A;. The time-domain representation of

the ith OFDM symbol is given by

Iit

Zd opt ) ]27TT (t—=Ty—iT) *prc(t—iT),
v N° nez (1)

for «T <t < (i+1)T,
whered;(n) is the symbol transmitted over thgh sub-carrierJ°?" is the optimum phase sgt; (1), u;(2), ....u;(n)]
for lower PAPR withu,(n) = /%", ¢, € [0,27], T denotes the set of modulated sub-carriers andt — iT) is
the pulse shaping filter, which is realized as an up-samg@egd cosine FIR filter. An equivalent passbhand model
of (1) is
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It is assumed that the signal is transmitted over a multifeding channel

Zhl T—Tl )] (3)

where{h,(t)} are the path amplitude$7;(¢)} are the time varying path delays afds the total number of paths.
As in [19], we assume the path delayand the gaing,; are constant over the frame duratién
1) For perfect OFDM synchronization, and providing that ti@ximum delay spread is within the guard interval,

the received passband signal can be written as



7(t) :§R{ di(n)ud?" (n)es?mfnt
2wl

neZl

L1 (4)
X Z hy * pre(t —m)e 927 Inm } +w;(t),
=0
wherew; (t) is a white Gaussian noise with varianeé.
L—-1 v
t) = 1+ -)t— 5
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wherewv denotes the induced speed due to the mobility of the tratemnaihd/or receiver andis the acoustic
propagation speed of 1500 m/s. The (+) sign indicates annsipaof the signal since the distance is increased
and vice versa. It is assumed that all paths have a sim|atherefore,

2) when the Doppler shift is present, the received signa#t)nc&n be rewritten as

= 1 .
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Based on the assumption that the speed of the motion chaingesly during theith OFDM symbol interval

t € [iT,T(i + 1)), the Doppler shift is varied with time; therefore the consta = £ does not hold to
accommodate this variation and it should be replaced\bs). Thus, the time varying Doppler shift can be

modeled as

wherewv(t) represents the speed variation during the symbol time.

3) Based on (7), the received passhand signal in (6) with a tiarying Doppler shift can be rewritten as,

=1 _
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and its corresponding complex baseband signal model carridermas
r(t) =Y Y Hi(n)di(n)ug™ (n)e/>mm At A0 M 4 (¢), )

=0 nel
whereH,(n) is the channel transfer function of tlih symbol atath sub-carrier with a time varying Doppler-shift

that can be written as

L—1
Hi(n) =Y hy e ™7 p [1+ At)t — 7 —iT]. (10)
=0



As referred to in [20], it is clearly shown in (9) that the effeof the Doppler shift on the received signal is
twofold. Firstly, it scales the received OFDM frame duratib by a factor ofl + A(t), yielding sampling frequency

errors that result in a symbol timing error [22]. Secondhgre is a time varying CFO.

A. Sampling frequency errors

In discrete time, the sampled transmitted signgi7] in (5) is equivalent to a scaling of the sampling period
(interpolation or decimation)

7kTs] = z[k(1 F A@®)Ts — 7], (11)

wherek is an integer, andy and7(kTs) are the sampling period and Doppler shifted received sainggnals
respectively.

The bidirectional effect of the Doppler shift causes symtioling errors, which are increased or decreased
proportionally toA(¢). To align the symbol within its period, samples should beoeed if (A > 0) or added if
(A < 0) at regular intervals [21].

Let £¢ be the deviation of samples of the received sequence for ®@&&M symbol due to the speed change;
the sampling period results in expansion or compressiohetamples’ length, hence the Doppler-shifted received

frame’s length is modeled by
= (LsF9), (12)

whereL; = B]Yi represents the transmitted passband samples’ lengthaipiarent thal ; is only affected byl’

and any expansion/compression in the timescale will résut Therefore, (12) is implicitly equivalent to (11). To
remove both CFO and symbol shift, an inverse time scalinghefreceived (compressed/expanded) signal should
be achieved providing that the amount of Doppler shift) is known. This is equivalent to changing the sampling
rate of the passband signal by+ A(t) in discrete-time processing. From (12), it can be inferteat increasing

or decreasing the length of samples is equivalent to adgistie sampling frequencf by the same Doppler shift
1+ A(t); thus (11) is rewritten as

i = LT A0

where f/ = f.(1 F A(¢)). By substitutingf. in (13), 7[k] = z[k], the signal received is then in conformity with

— Tl], (13)

the transmitted signal.

B. Carrier frequency offset errors

The factore??72() /=t in the received signal in (9) represents a time varying CF@enaA(t)f,, = A(t)f. +
A(t)nAy. The CFO §) is due to the residual Doppler shift. It is destructive heeait deviates the sub-carrier
spacingA; and introduces ICI, which must be removed prior to the FFTdsigh an optimum receiver [22]. The
re-sampling process removes the Doppler shift and contlegtsvideband system into narrowband. However, the

residual Doppler shift produced by the fractional part & thme expansion/compression degrades the receiver.
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IIl. ADAPTIVE OFDM RECEIVER STRUCTURE

The receiver structure is comprised of an acquisition stageestimation of the cyclic prefix position (symbol
timing), an adaptive Doppler shift estimation and comp#@osaand channel decoding. The receiver block diagram
is presented in Fig. 2. This receiver deals with three dffiércases of an OFDM symbol subject to Doppler
shift as shown in Fig. 3. The first case is where there is no Bopghift or A = 0. In this case, the OFDM

symbol coincides with the exact timing, preserving the agttmality among sub-carrier frequency components. In



the compression case, the symbol time is reduced and thelisgnfigquency must be increased to compensate
for the Doppler shift whereas in the expansion case, the eytithe is increased and the sampling frequency is
reduced. In addition, the received signal within the FFT deiw contains a part of the current OFDM symbol
and part of the proceeding OFDM symbol. This causes an ISlaantCl, which implies that the orthogonality
has been compromised. In open-loop receivers, the Dophléris approximated based on one-shot estimation.
The iterative receiver, instead of depending on a singleanasibn of the centroid-based localization and linear
prediction to estimate the Doppler shift, combines coneaat autocorrelation and then averaging based on three
estimations. Furthermore, the pilot has been utilized faage error detection and correction in addition to channel
estimation. The proposed system adopts an iterative esimaf the first order moment that results in minimum
phase and decoding errors. In a practical communicatiaiesyghere is a CRC to detect bit errors after decoding
and an action such as retransmission or repeat decodingeis.tadditionally, the iterations rely on the criteria of
minimum phase error estimation to compensate the residojpBr shift. In the proposed technique, the estimation
errors are subject to penalization by enabling a LP actidimtune¢ iteratively. Only the minimum phase error
which accompanies thih iteration is chosen with its associatgdtherefore an accurate Doppler shift is obtained.
In LM, the acceleration of the previous packet is observeddsignate an adaptive ER, whereas the PM drops an

out of range estimation.

A. Signal acquisition

The frontend of the receiver consists of bandpass filter jRPEarrier frequencyf. to remove the unwanted low
frequencies due to the ambient noise. The subsequent stagadentify the start of the packet through the finite
impulse response (FIR)-correlator with the chirp signdde Tesulting peak signal represents the coarse estimation
of the packet starting point, which contains the received passband Doppler-shiftegksmand is directed to the

symbol synchronization stage.

B. Estimation of symbol timing expansion/compression

By considering the effect of acceleration on the chirp datien is small, then in the case of multiple OFDM
symbols within a packet, the symbol timing error in each OFDBlekck is accumulated with acceleration during the
packet time. Hence, adopting a single estimation of the lmypmization point¢ for the whole packet is no longer
accurate. Therefore, in order to mitigate the acceleragftett on the symbol timing erro¢, needs to be fine tuned.
Performing the fine tuning necessitates updating the positf { after each symbol time. Leh, i denote the range
of the timing offset around the leading and the trailing edgang the OFDM symbol, respectively. It follows that

a two dimensional timing function is written as

Ny—1

A(m,i) & r(C+m+n)r((+n+N+0)*
7;0 (14)

me{-W/2.--W/2}; ie {-"'/2...1"/2},



where, W corresponds to the region around the synchronization goinid Y’ represents the region around the
tail of the OFDM symbol. Thené,m- can be estimated from obtaining the maximum peak of the pligiition

and it can be written as

Orm,; = arg max maxA(m, i)
o (15)
me{-W/2.--W/2}; i e {-Y'/2...1"/2},

and the fine tuned’ is obtained. The implementation of this fine tuning algaritbf the coarse packet synchro-
nization can be summarized as follows:
1) compute the coarse packet synchronization poiwhich represents the time position of the maximum peak
of the chirp correlation,
2) compute the timing functiot(m, ) for m € [-W/2,W/2],i € [-Y'/2,7"/2],
3) choose the maximum of(m, ) as the estimated packet timing offset,

4) update to be fine tuned which is given as
(= ¢+ O (16)

It should be noted that a two dimensional search (keandi) is included in the proposed timing functior(m, i).
This is the main difference from the single synchronizapomt estimation in [23], where only coarse estimation of
the packet synchronization point is adopted. The first $epacameter isn, corresponding to the first search region
in the range around the coarse synchronization ppiMeanwhile, the second search parametér corresponding
to the range in the region around the tail of the OFDM symbalctvtyields the expected Doppler shift. Once the
fine tuned¢’ is obtained, the subsequent stage is the estimation of Steofler momeng. In existing techniques,
[8] and [23], due to the acceleration and the inherent 1S¢yehis a fluctuation in the maximum of the timing
function and the channel conditions have a direct effecthi®m tnaximum. Therefore, centroid-based localization
is adopted to estimatg, because it reduces the position uncertainty caused byattiegf channel, and the search

range is built on the fine tuned, which can be written as

TD6[C'—l—N—(g)—l—i,g'—i—N—i—Nq—(g)—ki], (17)

and the centroid-based first order momepis given as in [23].

Fine tuning of the coarse symbol timing facilitates an alé¢ive approach to estimating the first order moment
of the correlation lag. The suggested approach here aimsctedse the confidence of estimation by considering
the first order moment that results from two correlation lafse first correlation lag is estimated by means of
centroid-based localization, in accordance with the graied window mentioned earlier. This type of correlation
gives an accurate indication of the fractional part of timeetiscale expansion/compression. However, the centroid-
based localization is severely affected due to the velgmétsturbation. This perturbation degrades the estimation
performance of the timing function and ultimatefy. Therefore, an alternative approach has been adopted by
involving another estimation point based upon full cortiela of the received CP with its replica. Adding of this

correlation is derived upon the idea of increasing the aastaf the first order moment estimation. This is based on
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the assumption that the OFDM timing is approximately al@jdee to the fine tuning of the packet synchronization

¢’. By definition, the cross correlation between a pair of epeaignals,z [n] andy [n], is given by [24]

Tey = Z x[n]y[n_X]a X:()a:tlai2a"'a (18)

n=—oo0
where the parametey is calledlag and it indicates the time-shift between the pair. Based s ttieory, the
time-shift in samples for either expansion or compressiam lse measured with respect to a reference sequence
length of the guard intervalV,. In the case of the existence of Doppler shift, the receisdmes are shifted to

the right in expansion or left in compression with respecthi® reference. To be more specific, once the start of
the packet(’ is identified, it can be deemed that the symbol timing ideratfon is reliable and the correlation

between the received CP and its replica is computed to medisartime-shift in the samples.

Ny—1
Ac2 | D (¢ +n)r(¢ +n+ N =),

n=0 (19)
x=0,+1,42,---.

Considering that the reference sequence of the transn@ffei N, N , where N, denotes number of samples per

symbol, then the first order moment of the Doppler shifj can be approximated as

¢,y = arg maxA, — N, Ny,
(20)
Y =0,41,42, - .

In this paper, instead of a single estimation of the first ordement, it has been estimated by the collaboration
of centroid-based localizatiog;, auto correlation of the cyclic prefix with its Doppler-dieidl replicag,,, and first

order expectatiomg. In such a case, the conditional expectationydé given as

b= E(6/9) = E [6/6(0),6/0(1),6/5(2)] (21)
where the symbaF denotes the expectation operator ane {él, by éE} is a row vector of scalar real values that
contains noise within the measurements. For the first OFDMbsy j, the estimation of the first order moment
¢, is based on averaging, and ,,. However an additional parameter is added which is basecheriinear
expectationp; as mentioned in [25], therefore the estimated mean shifainpdesé is given as

d‘)_f&l‘i‘ﬁgyy‘i‘dsE
J 3 ’

for j > 2 (22)

1) Control range and PM algorithmsThe parametetr; can only be considered reliable with increasing or
decreasing gradient, i.e., when the speed change is uttidinal during a packet time. However, this is an unrealisti
condition, where the speed could be steepening and levefinduring the packet time. Therefore, it is crucial to
govern the estimation within a specific range to detect ahmunsasituations. This range is the first part of the PM

and it is built on the assumption that the speed is increasittythe packet time at constant acceleration.
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Based on that, the system is capable of predicting the driflaimples in the next symbol. Let us define a new

variable, to buffer the absolute difference betwegnand ¢,

¢a = |(lgc - ép'a (23)

where ¢, and gf;p represent the current and previous estimation at tjineed j — 1 respectively determining the
mean valuep, of (23) over the OFDM blocks. Accordingly, we formulate a geal expected range in samples

and it can be written as
bc — dj—1 + 2|dal, (24)

where the (+) sign indicates an acceleration in the exparsidhe signal since the distance is increased and vice

versa. An algorithm is developed in (1) to deal with thesenages.

input : Parameters,, ¢, 1

output: Range fordcp, den

=

if Flag>10then// <Flag represents the synmbol index>
2 dcp  djo1 + 2|l

s | don — djo1 — 2|¢dl

4 else

5 bop  djo1+4

6 bon — ¢A>j71 -4

Algorithm 1: Range algorithm

It can be noticed from algorithm (1) thatcp and ¢n p ranges are assigned for the positive and negative
acceleration, respectively. For instancegil;-f_l = 5 samples and the average drift in samples of the the previous
10 OFDM blocks werep, = 2 samples, then, it is expected thatwill be ¢;_; F 2. Accordingly, in algorithm
(1), lines 2 and 3, we expand the range to a square half of defficient. In this case the range is expressed as
(01— 2|@al, dj—1 + 2|da|] instead of(¢; 1 — |dal, dj—1 + |dal]. In lines 5 and 6 on the other hang, | T4 is
based on the assumption that= 1m/s’. In this case the speed will chang®.25m/s in each OFDM symbol and
this can be interpreted in terms of samplesft® samples. As in lines 2 and 3, the tolerance is also increag&d b

The second step in the PM is to set the conditions that areedetedmake an action to correct the estimation.
There are three cases adopted here to perform the PM. In aaehtwo out of three parameters are considered and
the third one is dropped. This procedure is necessary inr d@odaccommodate the abrupt change in the direction
of the velocity, hence the range control detects this peation in the speed while the PM applies the appropriate
action by ignoring the nuisance parameter. Consequeh#yaterage of the reliable parameters are considered and

utilized in the search. This procedure of PM is shown in atbor (2)
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input : Parameters(i), ¢cn, dcp
output: Parameters within the expected range
1 for I=1:3do
2 | if (B(I) < ¢on || &(I) > dcp) then
3 switch (I) do
4 case (1)
5 (1) = 0.5(6(2) + 9(3))
6 case (2)
7 $(2) + 0.5((1) + (3))
8 case (3)
9 $(3) = 0.5(0(1) + (2))
10
1 endsw
12 else
13 o(I) + ¢
14 end
15 end

Algorithm 2: PM Algorithm

C. Early termination search algorithm

In this algorithm, we are trying to estimate and compenshaéestime varying Doppler shift recursively. An
adaptive step-size is formulated in accordance with a numibigerations to obtain an optimal search that results in
a minimum number of errors. The criteria of optimality is ptexl here in the sense of performance investigation,
therefore, the CRC is employed to terminate the search lgvafice there is zero decoding errors. On the other
hand, this search algorithm reveals the minimum phase anmitheir accompanied parameters that give the lowest
BER to be utilized later in the outer iteration. This outerdtion is enabled when the search algorithm fails to
produce zero decoding errors.

1) Selection of step-sizeiX and correction factor ;): For a closed-form system that contains several instan-
taneous variables, the estimation of the required parariseteenerally not possible [26]. An alternative solution to
approximate the parameter is adopting an iterative apprddte estimation of the parameter at iteratiorepresents
the initial expectation and then this estimation is resumealirsively to improve it. Based on this approach, the
parameterp;_; which was fine tuned earlier to produce the minimum numberrafre among three estimation

agents, is utilized. The adaptation factor is shown as

sgn(1/2) [11/2]]

n= 03377

)" (25)
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Fig. 4. Effect of exponents on step-size and correctionofaconvergence.

wheren is a positive integer exponent aridrepresents the search points. The search is chosen to genter
correction term given in (26) towards minimizing the phas®rand reliable estimation of. This correction term
is initialized to 1 and then approximated iteratively. THea behind selecting a cubic exponent step size is to search
in a convergent manner as the cardinality of estimationgs lait the beginning and once it diverges the estimation
error is expected to be increased. In terms of complexifg, $skarch algorithm is better than a linear approach,
where it requires higher execution time. In addition, tlyiset of search has an automatic early termination (AET)
condition. This termination depends on:

1) The CRC results O errors,

2) Reaching the maximum search points.

Resorting to the iteration is to practice another step-aizé correction term that should be selected closer to
those at previous iteration. In this manner, it is deviseat the search algorithm diverges one step per iteration
around the rang€//2] towards left and¢/2] towards right. An action is taken in case of reaching the ffaiige

by considering the estimateti at iterationi.

K, — p+1 mod(i,2) =0 (26)
w—1 otherwise
As shown in Fig. 26, the exponentof the step-size in (25) plays an important role in reduchegdrrors. Although
a higher degree of exponent indicates that the estimatiogligble, there is a level at which no improvement gain
is obtained.
It is shown in Fig. 4(b) that abh = 3, the horizontal asymptote starts smoothly during the fitstcandidate
points of the search range, whereas the smoothness persodaiter whenn = 2. On the other hand, in a linear

casen = 1, the step-size is constant.



14

The implications of the step-size in (25) are shown in Fig)4in this figure, the correction factéf; is changing
in accordance with the step size to ultimately forgeto converge. However, failing to attain an improvement and
ultimately converging to AET condition 1 results in an ingsed estimation error, hence the correction term in (26)
diverges and then the search algorithm starts to chooseer lstep-size.

2) Time varying Doppler shift estimation and trackinigr terms of performance, when= 3, it can be inferred
that the reliability of estimating. in (18) is high and is only needed to fine tune the approximattbus it
necessitates adjusting the step size closer towards therleifght around the middle of the search range. In this
case fine tuned. is obtained. It represents the timing offset at the starhef®FDM symbol, which is approximated

as

The paramete:z@c contributes to the improvement of other dependent parasgbarticularly, the tracking step.
Therefore, the iterative approach represented by thelsé&anmportant to approximate the Doppler shift estimation.
To be more specific, let us assume that the speed betweeratisnitter and receiver is 1 m/s, which is equivalent
to 8 Hz for a carrier frequency of 12 kHz and sampling freqyent.., therefore A =1.0006 and the estimatet
should be 2.048 for 12288 FFT up-sampling. Actually, theslewations yield that there is a demand on estimating
and compensating such Doppler shift that has a fraction afiable time expansion and/or compression. Therefore,
dealing with such time varying Doppler shift necessitatasking this variation within the symbol time. In [25],
this Doppler is dealt with by deriving a tracking step to mstie this variation based on dividing the time varying
Doppler shift into an integer part for re-sampling and itsideal or CFO is represented by the fractional part of
the Doppler shift and smoother Doppler shift estimation lisaoed. However, in the proposed adaptive system,
recursive iteration to fine tune, is adopted and the time-varying Doppler shift contains #aampling factor

with its residual. Furthermore, it has been dealt with CF@negtion separately, hence the Doppler shift is given

as
Ak) = Lf—iqj(k)’ (28)
Ly
where¥ (k) is the sampling frequency offset initialized with, at k=1 and its update is approximated as
\Ij(k) = \Ij(k - 1) + éstepv (29)
where .., is given as -
n ¢e - d’s
step — . 30
¢ tep Lf ( )

Utilizing the 4th order Lagrange interpolation polynomial [27] for re-saimglbased upon the parameté(k)

to producer’(k), this re-sampled signal can be mathematically written as
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N
v (k) = Zm k(1 + A(K))]V;(m), (31)

1=0
where
N —m!
Vi) = [ ——* (32)
. .m; —m
i=0,n#i ¢ n

whereV;(m/) represents the polynomial of degraeassociated with each nodavherem’ = m/ + A(k) initiated
with 3,n € {1,2,..N}, R = |m/| andm = R,_». Therefore, for five pointsV = 4, the current point, the two
previous points and next two points are considered to fit tiberpolation curve.

3) Residual Doppler shift estimationPost-FFT CFO estimation is adopted. When all angles of tbeivednth
pilots Y, (n) are shifted by the same angle, the ZFE is capable of corgethia rotation. However, this is not the
case where each sub-carrier is rotated depending on tliuadgdoppler-shift. In order to estimate this residual, a

range of these parameters are assumed. Startévétid for each candidate the phase error vector is determined

as
Np—1
&in) = Y Z(Yy(n) = £(Xy(n)), (33)
n=0
considering the mean phase error between the transmitttdearived pilots that is given as
€ = m’ (34)

Np

therefore, the estimated residual phase error at the idiscarriers indices can be formulated as

Np—1
n=0
and the CFO can be approximated as a function of this pilsethaesidual phase error estimation

é=c(é). (36)

min
This criteria denotes the CFO candidate that accompanesdothest phase error. Hence, after re-sampling, the

resulting received signat (¢) is then down-converted to baseband with the ch@emd can be written as

r(t) = r’(t)e—jQTr(fc-ﬁ-é/)kTs ' -

After compensating the CFO in (37), the resulting sigrn@) is converted to the frequency domain and delivered
to the ZFE. To improve the receiver performance, post-FREEkKing is useful to mitigate the remaining CFO
[22]. Although this residual is small, it degrades the reeeperformance due to the accumulated phase rotation

consequences along each OFDM symbol in the packet [28]. ®adbumption that the CFO is compensated earlier,
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Fig. 5. Structure of the transmitter used in simulation.

it is worth eliminating its phase rotation effect. Here instiproposed technique, we utilize the pilots to estimate

the residual phase error of the current OFDM symbol which lmanvritten as
0; = Z(Y(n)) — &, (38)
and the residual phase error correction is written as
P =Y(n)=e", (39)

which is the OFDM signal after residual phase corrections Vields to deliver reliable information to the BICM-ID
decoder.

Based on the CRC, a decision is made to terminate the seareBume the iteration. In Fig. 2, it can be seen that
once the search points are completed and there is an ereorpaftforming the CRC, which is assigned a dashed
line, the outer iteration is enabled as a final trial. To deith\this case, the phase error given in (33) is utilized to
buffer the associated parametér;sandé” that result in minimum phase error during previous iteraidExploiting
é’c updates the Doppler shift and produces a new interpolatotof whereag” is utilized in compensating the
CFO. In order to distinguish the CFO at each stage, we use dhable ¢”’, which denotes the output of the

multiplexer among three estimations.

IV. SYSTEM DESIGN, SIMULATION, AND EXPERIMENTAL RESULTS

Fig. 5 depicts the structure of the transmitter used in sitimh. For the sake of simplicity, it is assumed that
the system under consideration does not account for the PARR the experiment. As mentioned in (Il), the
binary information bitsh; are applied to the FEC to produce a codewasd, The interleaved bit sequencsg,
is then converted in groups ef successive bits into alphabet symbols of constellatioa 8iz= 2™. After this
mapping operation, the OFDM frame which contains CP is canttd. The resulting frame is pulse shaped and
then up-converted using carrier modulation.

The transmitted signat; (¢) in (3) is passed through the channel model shown in Fig. 6s Wodel is adopted
to imitate the case of the time varying Doppler-shift witmstant acceleration. Performing this type of simulation
necessitates designing a packet structure which contaidgpia OFDM symbols to accommodate the required
acceleration. As mentioned earlier, the LFM signal is z#itl for packet synchronization, however, the effect of

acceleration on the chirp is not negligible with such a typeacket transmission. Therefore, the chirp also undergoes
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Fig. 6. Simulation model.

this effect in the simulation, hence it is involved in the @lecation and deceleration of the first and second packet,
respectively. It should be stressed that there is an a@ti&lrrin the expansion case or in the compression, similarly
for deceleration. This is illustrated in Fig. 7 where the illggnd downhill of the solid line mean there is a change
in the direction of the velocity with time, i.e. inflection ijpd from acceleration to deceleration, whereas the flat
line means that the relative velocity between the traneméhd receiver is constant or zero acceleration over the
duration of the packet. Likewise for the dotted line in th&se, the velocity increases towards the negative in the
first packet then starts decreasing towards the positiveérsecond packet. Accordingly, the simulation uses two
consecutive packets to imitate the proposed system, napaelet 1 and packet 2. The first was accelerated and
the second was decelerated.

In simulating the time varying Doppler shift, the speed wssuaed initially equal to zero and then the terminal

speed of the packet is given as

Vinaz (t) = Y 7a(t>fpac
=0 (40)

Amax
= Z a(t) . Tpac,
a=0
where,a(t), amax represent the acceleration and its maximum, respectiggly,is the total samples of the packet,
fs is the sampling rate an@p, is the packet duration. Therefore, the associated Doppiér @ the end of the

packet relative to the propagation speed can be written as

Ammas(t) = ¢ = Vinax(t) (41)

c )
where A, (t) represents the Doppler shift at= 7),,.. Based on the assumption that the speed is changing
linearly during the packet duration, then at each sample timthin the OFDM symbol, the first order Doppler

shift is formulated as

A7naz (t) - AO

Aste‘p - Lpac )

(42)
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Fig. 7. Scenarios of time-varying Doppler shift.

wheret = T},,.. Based on this step, the Doppler shift is speeds up untilingriat the last symbol in the first packet
and then starts slowing down. It is well known that there ate bf UAC channels that have been characterized,
yet there are no standards as in the case for RF channelsTf2®jefore, the channel model in [30] is adopted and
the subsequent stage is to convolve the time dispersiomehavith the Doppler shifted incoming signal, prior to

adding the AWGN for investigating a more realistic case.

A. System design parameters

1) Transmitted packet structureThe packet structure used in the simulation is shown in Figrt& system
bandwidth of 8 kHz (8 kHz- 16 kHz) is swept by a 50 ms chirp whickfixes a packet. The signal packet comprises
10 CP-OFDM frames of QPSK. The length of each QPSK OFDM framagspan important role in controlling
the performance of the Doppler shift estimation and comgiéms. In addition, required Doppler resolution and
acceleration contribute in determining the OFDM frame aadket length, respectively.

2) Parameters of cyclic prefixDue to the symmetry of the CP with its replica, there is a goodetation
property of this guard interval denoted as cyclostatiormeyause there is a cyclic convolution with the channel in
the time domain. However, depending on the transmitted desalting envelopes of the correlation peaks and their
sidelobes are varied. Particularly, if the transmittecadate random, the peaks and sidelobes are variable whereas
with symmetrical data (the start and end of the frame coritansame data) the peak-to-average power ratio is
symmetrical. Since the Doppler is changing with time, thsr@ mismatch in the CP correlation, where the Doppler

affects the first part of the CP by a different amount to theosdcCP part. This mismatch appears in the position
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of the CP and this case is dealt with by searching within aifipagndow around the leading and trailing edge of
the OFDM symbol. Furthermore, there is a mismatch in thetlendthe CP windows. To be more specific, let us
assume the acceleration is 1sshand the Doppler frequency shift at CP1AS, then we expecF, 4+ 2Hz at CP2
when the symbol time is 0.25 s. This frequency shift is igdadative tof; and N, - N,. Therefore, reducing the
CP length could be useful in terms of its sensitivity to theppler shift and bandwidth.

The bandwidth of the cyclic prefix is chosen to accommodagectiannel impairments and to minimize the loss

of data rate. In this case, the coherence bandwidth lowend@igiven as

B_(lower) = %Alf. (43)
g

Furthermore, the BT product is subject to the required armotigain to achieve reliable detection. A gain of (18
dB) (BT=64) was determined in accordance with the OFDM digiesign to be sufficient, and therefore, the cyclic
prefix is a 16 ms period.

B. Simulation results

In this section, we present the simulation results of theopsed system based on the simulation model described
in Fig. 6. The CIR wash(n) = 0.67085(n) + 0.50(n — 1) 4 0.38730(n — 2) + 0.31626(n — 3) +0.22365(n — 4). In
order to investigate the system performance, two scenar@msonsidered: acceleration (expansion) and deceleratio
(compression) up to 1.1 B¥. Fig. 9 shows the output of the centroid-based correlatiaran be seen in this figure

that the length of the correlation window in the x-axis is K#nples and the centre is 50 as in the case of zero
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Doppler shift, therefore any drift relative to this centigedto an expansion or compression is exploited to estimate
the timing offset. Fig. 10 shows a plot of the BERs at SNR=15at8l a maximum delay spread of 10 ms for
N. = 1024. In order to assess the proposed system with the two scenalifferent accelerations and various
CP lengths were used. For CP=32 or 8 ms, the system fails iscaflarios and at different accelerations. This is
due to the severe ISI that introduces a delay spread gréeterthe CP length. However, for CP=64 and 128, the
receiver achieves a satisfactory performance throughnsitipated accelerations and scenarios. A clear benefit of
increasing the CP length over shorter CP is in the low acatder case. This is palpable in Fig. 10(a)aat 0.3
m/s2. This means, at low accelerations we need to increase totuties of the estimation by extending the CP
length. In contrast, at higher accelerations, the impaéhafeasing the CP length on the performance is marginal
as shown in Fig. 10(b).

Fig. 11 shows the performance of the time varying Doppléit-slompensation versus the delay spread of the
channel. There was a significant reduction in the BER overaat stelay spread. A possible explanation for this
might be that shorter delay spread increases the certairthedCP correlation peaks due to the increased area of
the ISI free region, hence an accurate Doppler-shift isinbth Accordingly, these simulation results confirm a
trade-off in the design of an OFDM frame structure betweendpectral efficiency, the desired acceleration and
ICI reduction. This means the guard tiriig should not only be chosen to achieve the conditiom,,,., rather it
should also consider what is the required maximum velot¢igt &ttain the optimal performance. Therefore, with
the design parameters @}, = 16 ms andN, = 1024, it is verified from these simulation results that the system
can attain a BER o0~ ata = £0.5 m/s? and 7,,,4,=5 ms.

Fig. 12 depicts alternative scenarios when a higher aai@eris simulated. In order to investigate the system
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Fig. 11. Effect of the maximum delay spreag,q. on the BER performance at= 0.5 m/s? andT; = 16 ms.

performance at higher acceleration, the simulation resutt firstly obtained with AWGN at = +1 m/s? and then
under the influence of the multipath channel. It can be shdvan the performance of the proposed system in a
combination of broadband time varying Doppler-shift andtipath channels can achieve an acceptable performance.
These results suggest that the proposed adaptive receimeaccommodate a multipath channelf,,.=10 ms

and time varying Doppler-shift of = +1 m/s? in the case of expansion and compression with an acceptdie B
The maximum speed that associates this acceleration agriméntl (OFDM symbol number 10) of 272 ms packet

duration is42.72 m/s.
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TABLE |
MAIN SYSTEM SPECIFICATIONS

Parameter Value
System bandwidth 4 kHz
Carrier frequency 12 kHz
Sampling frequency 48 kHz
Cosine roll-off factor 0.98
Code rate 1/2
Convolutional code polynomial| [23,35]4

C. Experimental results

1) Experimental setup and channel characteristi@$tis experiment was conducted by Newcastle University at
the UK coast. The system parameters for each OFDM frame anenauized in Table I. The transmission power
was set at 108 dB/4Pa. It is known that in UAC, the multipath delay spread is isety proportional to the distance
between the transmitter and receiver and the delay spretite afhort range channel is usually long. Furthermore,
the presence of the Doppler shift due to the transmittezfvec pair motion increases the burden on the receiver
due to the synchronization impairments’ consequences.ldigand 15 show the detected channel profiles for the
1000 and 500 m ranges, respectively. These figures depidirttee varying CIR which is normalized to unity

and the CIR of a single packet which is selected randomly. ilipulse response of the channels is determined
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by the FIR-correlator of the LFM chirp. It can be seen that mh@ximum delay spread is up to 11 and 10 ms,
for 500 and 1000 m channel ranges respectively. Howevem @paloser inspection of the CIR at the 500 m
range, it can be inferred that it is more severe as it exhlbitger delay spread and some of their paths have a
comparable amplitude relative to the direct path. Conseifjyesynchronization impairments challenge the receiver
performance, particularly for the ZF estimator. Furtheredn the case of 500 m range, it can be observed that
the time difference of the arrival paths is quite significaherefore the CIR also becomes larger [31].

2) Performance evaluation of the proposed receivir:addition to the simulation mentioned in the preceding
section, this experiment is carried out to asses the sys@formance. The performance of the adaptive receiver
is evaluated using the packet structure shown in Fig. 8 mnétesd through the multipath channels described in
Section IV-C1. The chirp was used for the purpose of packettspnization. This synchronization is achieved by
correlating the LFM signal with its replica after the BPF.eThighest correlation peak has been chosen to indicate
the start of the packet. The performance of the proposedverds evaluated based on the criteria of the decoding
BERs over 500 and 1000 m channel ranges and different OFDM slatictures. CP-OFDM was used with a
guard interval ofl, = 16 ms for each OFDM symbol. The number of sub-carriers used énettperiment were
N, =512, 1024 and 2048 with a sub-carrier spacikg= 7.81, 3.906 and 1.9531 Hz, and OFDM symbol duration
T, = 1/A;=0.128 s, 0.256 s, and 0.512 s respectively. The code rateligablSC and a QPSK modulation
scheme was utilized. Each packet comprises respectivelyl@and 5 OFDM framed/; for N. =512, 1024, and
2048 where the frame includes CP and OFDM symbol. The totalb®u of information bits per packet are 8880,



24

o
o)

o
)

©
i

Normalized magnitude

Normalized amplitude

o

. 0 0.005 0.01 0.015
Delay (s) Delay (s)

(a) Time varying CIR. (b) Sample of CIR.

Fig. 14. Channel measurements for 1000 m range.

0.8

0.6

0.4

Amplitude
Normalized magnitude

0.2

0
0 0.002 0.004 0.006 0.008 0.01 0.012
Delay (s) Delay (s)

(a) Time varying CIR. (b) Sample of CIR.

Fig. 15. Channel measurements for 500 m range.

8920 and 8940 foN, = 512, 1024, and 2048 respectively. Fgr = 512, 19 packets were sent whereas 20 packets
were sent for both cases of 1024 and 2048 sub-carriers. Bacip @f them was sent separately and at different
time intervals over both channel ranges.

Fig. 16 presents the average BERs over each transmittec{pfmk1000 m channel range and different sub-
carriers spacing. It can be shown from this figure that th@@sed scheme surpasses the block-based Doppler-shift
compensation in approximately all received packets. lalt@& out of 20 packets have decoding errors in the case
of 1000 m channel range and 1024 sub-carriers as shown il&{g). The number of errors in these packets were

marginal and contributed by OFDM symbol number 2 and 6 of ptcB and 19, respectively. This result is very
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encouraging, especially with 1000 m range and the consegsesf the associated transmission loss. On the other
hand, for 512 sub-carriers, 3 out of 19 packets have decaglimys as shown in Fig. 16(b). This is an expected
result, where the immunity of the OFDM sub-carriers agaiihstISI are proportional to the OFDM symbol length
while the sensitivity to the Doppler-shift is increasedwitymbol time.

Fig. 16(c) presents the BER performance comparison of tlopgsed system technique with a block-based
approach for long OFDM symbol times. It can be observed tBabut of 20 packets are error-free. It is evident
that the adaptive system is capable of achieving satisfagterformance despite its tight sub-carrier bandwidth.
Additionally, this result reveals that without a CFO comgeation, the receiver deteriorates as in the case of a block-
based method, therefore estimating the coarse re-sanfplitgy is not enough to achieve reliable communication.

As can be seen in Fig. 16(d), there are recurrent high BERSFIDND symbol index 1 for the whole transmitted
packets in the case of 1000 m range afid=2048. The underlying reason for this case is due to the fadgsedn
detecting the maximum peak of the chirp signal which resualtsynchronization impairments. Furthermore, block
bit error rates (BBERS) in this figure showed that the systepable of recovering the rest of the symbols within
the packet and tracking the Doppler-shift variations, \eltée errors are reduced dramatically with the packet time
as shown in OFDM symbol 2 and 3. The reduction of the errorsatestnates that the PM is working perfectly in
the process of dropping the extraordinary parameters.

Comparing the two experimental results in the cas&/of= 1024 and 20484 over 500 m channel range, it can be
seen in Fig. 17 (a) and (b) that despite a significant redadétidhe BERs with respect to the block-based technique,
the performance of 1000 m range surpasses 500 m. Thesesrasalhot surprising because it confirms that the
associated ISl in a long distance is short due to the reduatidhe delay spread length and vice versa. Through
the effective contribution of the CP in estimating the Dapgghift, this delay spread of the channel will affect the
certainty of the correlation peaks, therefore room for CRatation should be given. The suggestion here is to
choose the CP longer than the channel dispersion time byast fems to achieve reliable communication, hence
this reveals a trade-off between the bandwidth efficienay @R length. Furthermore, longer OFDM symbol time
increases the immunity against the ISI, therefore in the cd&00 m channel range aid. = 512, the system fails.
The aforementioned results confirm that the proposed sclammeves near error-free transmission over 1000 m
range with a sub-carriers length 8f. = 1024 or 512. In addition, although there is a narrow sub-carraardwidth,

a satisfactory performance is achieved with = 2048.

3) Search points, exponents and CFO range selectiime search points, exponents selection and CFO have a
direct impact on the success of the receiver operation.drsétarch points, reducing the complexity of the receiver
is crucial, and in such a case, a limited number of inner tiena is preferred. Consequently, we resort to early
termination strategy in order to reduce the computationglerity. That is, the iterations are terminated once the
BER of the current OFDM symbol attains zero error on the CR@uit, otherwise the receiver resumes to reach
its predetermined iterations. At each iteration, two partars are updated adaptively in accordance with the search
points and the exponents. These parametergand K; fine tune¢. and an accurate Doppler-shift is obtained.

Fig. 18(a) demonstrates the adaptive change of the tragdrgmeters., ¢s, and¢. of symbol index 8 of packet
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Fig. 16. BER performance of adaptive time varying Dopplaftcompensation receiver over 1000 m channel range fdéereifit sub-carriers
length , where the label0—5 represents zero error.

6 with time. It is palpable from this figure that at the first#gon, the difference between them is significant which
results in a large tracking step. Accordingly, the CRC tessdnot indicate zero error, therefore the iterations are
continuing to investigate the system with further fine tupadameters. Clearly, the step size should be controlled
to correct the values around the estimated parameters. \Howas the iterations increase, the step size is diverged.
This is shown in Fig. 18(a), wherg, starts to change its step size automatically after itemaio

This step size, through the use of exponents ordeiven in (25), will contribute to how large the correction
term K; will be at the next iteration and will contribute ultimately update the interpolation factor adaptively. In
particular, Fig. 18(b) shows two values of the exponents hiaze been chosen to investigate the performance of

packet 6 over 1000 m channel range. In this figure, it can be teg atn = 2, the system exhibits an acceleration
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length, where the label0~° represents zero error.

of ~1 m/s? due to the change of estimated speed, which is given as

ue(t) = [A(t) — 1] x 1500, (44)

during the symbol time that results in decoding errors in ®@FBymbol 8 of packet 6 even with 10 inner
iterations and 2 outer iterations. On the other handnset3 demonstrates the speed is changing very smoothly
during the symbol time and the acceleration is almost zéerefore an evidence of the smoothness caused by the
exponents order is interpreted in the resulting of zerorerrgacket 6 with 8 iterations as shown in Fig. 16(a).
It is worth mentioning that no specific rule has been adoptedhbose the exponents orderin the proposed
receiver. However, it has been noticed that the order ise®aroportionally with the sub-carriers, therefarayas
set equal to 2, 3 and 4 faV,. = 512, 1024, and 2048, respectively. This is basically true onassumption that
it is likely the velocity changes with longer symbol timepesially with high acceleration, hence an adaptive step
size is required.

The residual Doppler shift or CFO [19] destroys the orthadiby among sub-carrier frequency components.
Consequently, in order to maintain the receiver perforreattis CFO is estimated. As explained in Section Ill, a
range of CFO candidates are chosen based on the sub-caa@Eng for each OFDM symbol length and a CFO
that results in minimum phase error is selected among thgeraBtarting withe = A¢f.7s = 0.25A ¢, where

fs =1/Ts = 4f., and for each candidate repeat
€ = €€, (45)

where{e; e R: —1 < ¢; < 1} for N. = 1024 and 2048 ande¢; € R: —2 < ¢; < 2} for N, = 512. To reduce the

CFO search points, a step based®pwas employed and can be formulated®s/8 in the case ofV, = 1024 and



28

-1.8 0.35
—8— ¢, —o— 0, —— 0, n=3
-2 n=2
i Q)
-2.2 E 03
e}
g [}
1S - 0.25
Z -2.6] g
W E
28 i 02
-3
_32 n L
2 4 6 8 0 1 2 3
Search points Symbol time (s)
(a) Estimation of the parameteér at n = 3. (b) Exponents effect on speed estimation of packet 6, symbol

8.

CFO (Hz)

2 4 6 8 10
OFDM symbol index

(c) CFO estimation for packets 6 and 8.

Fig. 18. Effect of exponents on the estimationof and K;, search points and smoothing the tracking stepVat= 1024 over 1000 m
channel range.

2048, whereas the step was; /16 for N. = 512. Fig. 18(c) illustrates how the CFO changes within the darat
of packets 6 and 8. It can be inferred that there is no relatian governs the change in the residual Doppler-
shift between packet 6 and 8; the CFO changes randomly buétsoes constant. The residual Doppler-shift is

depending on the accuracy of estimating the re-samplintpifac

V. CONCLUSIONS

The focus of this paper was on the Doppler effect caused bpdheleration due to the relative motion between
the transmitter and receiver. This acceleration affeascthrrelation behaviour of the cyclic prefix and destroys the

orthogonality of the sub-carriers due to the synchronimatmpairments. The proposed system is assessed through



29

simulations at different scenarios and at different chhnoeditions to imitate the realistic case. Additionallget
suggested method is investigated with an off-line data Wt recorded and processed from an experiment at the
North Sea. This paper presented a technique to tackle teet@f a broadband time varying Doppler shift in UWC.
This technique adopted laarning and punishmerdpproach to iteratively estimate the Doppler shift paranset
These parameters were estimated by the cooperation of adimb gstimation of the normalized correlation of the
first order moment in addition to the linear prediction of #meed change. This method is very robust when the
relative velocity is changing linearly and capable of deglivith the velocity inflection. The suggested algorithm

is capable of tackling an acceleration up#a m/s? during the packet time and correcting a speed up to 3 m/s.
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