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Abstract
Offloading data traffic from Infrastructure-to-Device (I2D) to Device-to-Device (D2D) communica-
tions is a powerful tool for reducing congestion, energy consumption, and spectrum usage of mobile
cellular networks. Prior network-level studies on D2D data offloading focus on high level perfor-
mance metrics as the offloading efficiency, and take into account the radio propagation aspects by
using simplistic wireless channel models. In this work, we consider a D2D data offloading proto-
col tailored to highly dynamic scenarios as vehicular environments, and evaluate its performance
focusing on physical layer aspects, like energy consumption and spectral efficiency. In doing this,
we take into account more realistic models of the wireless channel, with respect to the simplistic
ones generally used in the previous studies. Our objective is twofold: first, to quantify the perfor-
mance gain of the considered D2D offloading protocol with respect to a classic cellular network,
based on I2D communications, in terms of energy consumption and spectral efficiency. Second,
to show that using simplistic channel models may prevent to accurately evaluate the performance
gain. Additionally, the use of more elaborated models allows to obtain insightful information on
relevant system-level parameters settings, which would not be possible to obtain by using simple
models. The considered channel models range from widely used models based on deterministic path
loss formulas, to more accurate ones, which include effects like multipath fading and the associated
frequency selectivity of wideband channels. These models have been proposed and validated, in the
recent years, through large-scale measurements campaigns.

Our results show that the considered protocol is able to achieve a reduction in the energy con-
sumption of up to 35%, and an increase in the system spectral efficiency of 50%, with respect to the
benchmark cellular system. The use of different channel models in evaluating these metrics may
result, in the worst case, in a sixfold underestimation of the achieved improvement.
Keywords: D2D data offloading, caching, vehicular networks

1. Introduction
Offloading the delivery of contents to mobile

users from traditional Infrastructure to Device
(I2D) to Device-to-Device (D2D) communica-
tion, [1], is beneficial from many standpoints:
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Marco Conti, Andrea Passarella)

i) Traffic congestion at the Base Station
(BSs) can be reduced, since it is no more nec-
essary that a BS transmits the same content
to different devices that have requested it at
close-by instants and are close to each other.
ii) Thanks to their smaller transmission

range, D2D communications require less trans-
mit power than I2D ones, entailing a reduction
of the overall energy consumption at the sys-
tem level.
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iii) Thanks to the increased spa-
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tial frequency reuse made possible by the small
footprint of D2D communications, with respect
to I2D ones, it is possible to increase the over-
all system spectral efficiency, defined as the ra-
tio between the amount of delivered bits and
the amount of radio resources in use, e.g., the
Physical Resource Blocks (PRBs) of a LTE-A
time-frequency grid.

The presence of multipath fading and, in the
case of wideband systems, frequency selectivity,
has a notable importance in the determination
of the transmit power used by the devices. Fur-
thermore, by allowing concurrent links to reuse
the same radio resources, interference among
links becomes one of the major factors limit-
ing the system performance, and interference
is highly dependent on fading and frequency
selectivity. Therefore, a careful performance
evaluation of D2D data offloading protocols, fo-
cusing on physical quantities like energy con-
sumption and spectrum usage, requires an ac-
curate modeling of the radio propagation as-
pects. However, most network-level studies on
D2D offloading schemes, as well as many ra-
dio resource allocation schemes for concurrent
D2D communications, assume relatively sim-
plistic channel models. While using these mod-
els is instrumental to simplify the analysis and
devise effective offloading algorithms, we argue
that an accurate performance evaluation should
take into account more realistic channel mod-
els.

In this work, we build upon the offloading
scheme presented in [2] and devise a Content
Delivery Management System (CDMS), oper-
ated by the network infrastructure in a dis-
tributed way. The CDMS implements an of-
floading strategy suitable for dynamic scenarios
like vehicular networks. We evaluate the per-
formance of the resulting protocol in terms of
energy consumption and spectral efficiency, by
considering realistic frequency selective channel
models. Our work extends the analysis of the
protocol presented in [2] by considering mul-
tiple contents of interest, with different pop-
ularity. The considered protocol falls within

the class of D2D data offloading protocols (see
e.g., [3, 4, 5, 6], and [1] for an extensive sur-
vey). Most of the works in this area focus on
high level networking aspects and performance
metrics, while an evaluation of metrics more
related to physical quantities of interest like
energy consumption and spectrum occupation,
based on accurate wireless channel models, is
missing.

The channel models considered in this work
have been developed in the last years in the
context of large European projects [7, 8] by ex-
ploiting measurement campaigns conducted by
major telecom companies like Nokia and Do-
como, and have been received by standardiza-
tion bodies [9, 10]. To make our evaluation re-
alistic, we introduced in our system model an
LTE-like MAC layer, with radio resources or-
ganized in a time-frequency grid, and devised a
scheduling procedure, inspired by [11], for allo-
cating the radio resources to the I2D commu-
nications and D2D communications.

Regarding the performance gain of our of-
floading protocol, with respect to a system us-
ing exclusively I2D communications, we found,
for the considered system parameters, an in-
crease in both energy efficiency and spectral ef-
ficiency around 50%. Furthermore, considering
the inaccuracy in the estimation of the entity
of the performance gain using simplistic mod-
els, there can be deviations of up to one fifth
(20%), e.g., over an estimated value of a 32%
spectrum usage reduction (obtained using the
most accurate wireless channel model). Prelim-
inary results of this study have been presented
in [12], although under simplified assumptions
for the transmission, interference, and packet
error model1, whereas in [13] we have devised
an analytical model to compute the offload-
ing efficiency and energy consumption of the
CDMS considered in this work.

1In [12], we assumed an ideal resource alloca-
tion, without considering interference among concur-
rent D2D or I2D links, and focused on energy consump-
tion only.
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The paper is organized as follows: in Sec-
tion 2 we provide the details of the considered
channel models. Section 3 presents our CDMS.
Section 4 describes a radio resource allocation
scheme on top of which the CDMS can be im-
plemented, and a physical layer model suitable
to capture the effect of frequency selectivity on
wideband communications, while keeping the
complexity of the implementation in a system
level simulator to an acceptable level. In Sec-
tion 5 we evaluate the performance of the pro-
posed offloading system, highlighting how the
wireless channel model affects the performance
evaluation. Finally, in Section 6, we conclude
the paper, summarizing our contributions and
findings.

2. Channel modeling approach

Many existing works on D2D-based traffic
offloading involve a system-level performance
evaluation where simple channel models are
used to establish the peer-to-peer connectivity
between neighboring devices, and the interfer-
ence among simultaneous transmissions on the
same radio channels. Popular models are, for
instance, the “protocol interference” model [14],
channel models with deterministic path losses,
or flat fading channels with Rayleigh fading.
These models, thanks to their simplicity, al-
low to evaluate high level performance met-
rics in large scale networks in a relatively accu-
rate way, but fall short when considering met-
rics more directly related to physical quantities.
One high level metric, for instance, is offload-
ing efficiency, defined as the percentage of con-
tents delivered through D2D communications,
[1], [2]. However, while this metric captures in a
single parameter the effectiveness of the consid-
ered offloading protocol in achieving its objec-
tive, a more in-depth performance evaluation,
which can be more easily mapped to the cost in-
curred by the network operators and the users,
needs to target metrics like energy consumption
and spectral efficiency. Therefore, the perfor-
mance evaluation, in this work, focuses on the
latter two metrics.

When considering performance metrics such
as energy consumption and spectral efficiency,
simplistic channel models are not sufficiently
accurate. In real-life deployments, shadowing,
multipath small scale fading, Line Of Sight
(LOS) or Non Line Of Sight (NLOS) condi-
tions, induce large variations of both the useful
signal and the interfering signals strengths. For
a given transmitter-receiver distance, such vari-
ations can be in the range of tens of dBs. Fur-
thermore, the Large Scale Parameters (LSPs)
of the random components of the channel at-
tenuation2 exhibit spatial correlation3, and cor-
relation among different parameters for the
same link. Additionally, they are also scenario-
dependent4 [7, 8, 9, 10], and in the same sce-
nario they depend on the communication being
either D2D or I2D. Finally, in existing wide-
band systems, frequency selectivity due to mul-
tipath fading is also an important physical layer
aspect that needs to be taken into account for
an accurate performance evaluation.

In this work, motivated by the multitude
of physical effects overlooked by widely used
simplistic modes, we adopt the geometry-based
stochastic channel model (GSCM) put forward
by the WINNER II European project in [7]
and subsequently refined/extended by the ITU
[9], the 3GPP [10], and by the METIS Project
[8]. Specifically, in [9], a detailed procedure
is described for generating a set of frequency
selective channels affected by shadowing and
small scale fading. The procedure uses spe-
cific, scenario-dependent, formulas (that are

2LSPs include, but are not limited to, first and sec-
ond order moments of LogNormal shadowing, Rician
K-Factor (used to parameterize the small scale fading
probability distribution), and channel impulse response
delay spread.

3Spatial correlation means that the LSPs of two dif-
ferent links with a common transmitter (or receiver)
are correlated, and the correlation coefficient depends
on the distance between the two receivers (or transmit-
ters).

4The term “scenario”, here, refers to the character-
istics of the real-life deployment environment, such as
urban macro cell, urban micro cell, rural, etc..
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provided by the above referenced reports), for
computing the path loss and generating the set
of LSPs.

In order to develop a large scale network level
simulator, able to cope with tens or hundreds
of nodes, we implemented the detailed chan-
nel models developed by the WINNER II and
METIS Projects [7, 8, 9, 10], although skipping
some details, like the intra-path superimposi-
tion of micro-paths, which would increase the
complexity and memory usage of the simulator
to an unnecessary (for our purposes) level. Our
implementation is based on a discretized 2D
representation of the Region Of Interest (ROI).
It first involves the computation of the path
loss between any two points in a 2D rectangu-
lar grid with a spatial step of 5m in both di-
mensions, and between each Base Station (BS)
and each point in the grid. To do this, we used
the scenario-dependent formulas recommended
in [8] for the Urban micro-cell (UMi) and Ur-
ban macro-cell (UMa) scenarios. Then, random
correlated LSPs are generated for each link. Fi-
nally, the set of multipath channels, including
random amplitude and delay for each signal
replica that arrives at the receiver (through the
multiple paths), is generated. This is done ac-
cording to the procedure described in [7] for the
GSCM model. While the procedure we used
is the one presented in [7], we parameterized
all the formulas to generate the LSPs and the
impulse responses with the updated parameter
values proposed in [8], for the UMi and UMa
scenarios, and for both I2D and D2D commu-
nications 5. In this work, we assume omnidi-
rectional antennas and account for the different
heights of the transmitting antenna for I2D and
D2D communications (which do have an effect
on the path loss values). Specifically, we con-
sider an antenna height of 10 m and 25 m for

5Notably, [8] also includes parameter sets specific of
D2D communications (which differ from I2D ones in
that transmitter and receiver, in the D2D case, are typ-
ically at the same height, which is not the case for I2D
communications).

BSs (for the UMi and UMa case, respectively)
and 1.5m for mobile devices, as recommended
in [8, 9]. The models in [7, 9, 10, 8] provide a
further level of detail, which we decided to skip
as they are not relevant to our scenario and
would unnecessarily increase the complexity of
the simulator6.

3. D2D data offloading scheme with de-
layed content delivery
In D2D Data offloading schemes, D2D com-

munications occur as mobile devices, although
they can obtain a desired content by the infras-
tructure, i.e., the BSs, would preferably receive
it from neighboring devices, that have cached
the content previously. Offloading protocols re-
quire that a mobile device, upon receiving a
content, keeps it cached, for some time, in or-
der to share it with neighbors which will request
it within the amount of time it is kept in the
cache.

In static or quasi-static scenarios, a content
request from a device is typically fulfilled imme-
diately: either at the time of request there is a
device (close-by the requesting device) with the
content in its cache, which shares it with the re-
questing device, or, if there is no such neighbor-
ing device, the requesting device receives the
content from a BS. However, in highly dynamic
scenarios, such as in vehicular environments,
thanks to the nodes’ mobility, even though a
certain content may be unavailable from the
neighbors of the requesting device at the re-
quest time, it could still be obtained through a
D2D link, later on, from a new neighboring de-
vice, which has previously cached the content.
The new neighboring device is just a device that
has come close to the requesting device after
the content request time. To exploit this pos-
sibility, the offloading strategy presented in [2],
uses a content timeout, i.e., an interval start-
ing at the content request instant, during which

6Most of the details we skipped become relevant
when dealing with directional antennas, multi-element
antennas, and MIMO communications, which we do not
consider in this work.
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the requesting node tries to obtain the content
from the devices it encounters. If this is not the
case, the content is delivered to the node by a
BS, at the expiration of the content timeout. In
this way, the system offloading efficiency can be
increased, with respect to the choice of trans-
mitting the content immediately, either by a
neighbor (if available) or by a BS. Typically,
this approach can be taken for contents related
to non delay-critical applications for which it is
reasonable to accept that the content, instead
of being retrieved immediately, can be obtained
in a matter of seconds, or tens of seconds, de-
pending on the application. Moreover, this ap-
proach works also when content requests are
not synchronised, and therefore the BS cannot
serve multiple mobile nodes through multicast
transmissions.

In this work, we propose a CDMS that con-
trols this type of offloading system. The CDMS
is implemented as a distributed software agent
that can communicate and track the users along
their paths through the ROI. The proposed
CDMS executes a protocol that implements
the same offloading strategy of [2]. However,
whereas in [2] the implementation of the of-
floading strategy is distributed at the device
level, our CDMS mostly relies on control opera-
tions executed, still in a distributed way, at the
network infrastructure nodes. Hence, whereas
[2] largely relies on the self-organization capa-
bilities of the devices, our protocol implements
an infrastructure-assisted D2D communication
approach. The motivation is that, in highly
dynamic scenarios, the signaling required by
the neighbor discovery protocol and content re-
quests notifications of completely decentralized
solutions may be excessive, if performed ex-
clusively by the nodes, given that the network
topology is continuously changing and its rep-
resentation needs to be kept up to date.

3.1. Content delivery management

We consider a ROI populated with mobile
users (humans, vehicles) each carrying a wire-
less device. Specifically, we assume that mobile

devices are on board of vehicles. The devices
may be either human hand-held devices whose
owners are in the vehicles, or wireless devices
installed in the vehicle equipment. Users enter,
roam into, and exit the ROI. As a vehicle enters
the ROI, its on board device starts requesting
contents according to a given content request
process7. The content request process is char-
acterized by a content-request arrival process,
which defines the time instants at which the
requests are generated, and a content-interest
probability distribution, which defines which
content is requested. We assume that the re-
quests instants of different devices are statis-
tically independent, and that the specific con-
tents requested by different devices, or by the
same device in different requests, are also inde-
pendent. In Section 5, we provide the specific
models for the nodes’ mobility and the content
request process used in our simulations. How-
ever, our protocol does not require the knowl-
edge of these models.

During its path within the ROI, at each in-
stant, each device is associated to a BS, which
is responsible of handling the delivery of the
contents requested by that device. For each
device k associated to a BS, the BS holds a list
of neighbors Nk composed of pairs of the form
(j, rkj ) , where j is the id of any node which is
a neighbor of node k, and rkj is a ranking index
of node j as “seen” by node k on the basis of
a given criterion. In this work, the criterion to
establish if two nodes are neighbors, and the
ranking of each node’s neighbors, is based on
a nominal indicator of the channel quality be-
tween the nodes. In general, the nominal chan-
nel quality may be computed, by the CDMS, on
the basis of the positions of the nodes, which
the BSs are assumed to know, using a given
channel model. In the following. we indicate
this measure as nominal channel gain. Assum-

7The content request process is originated at the ap-
plication layer. Here, it is of no importance whether the
interest is generated by a human or by, for instance, an
IoT application executed by the software on a vehicle.
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ing a deterministic model for the computation
of the nominal channel gain (i.e., that the nom-
inal channel gain g is a monotonically decreas-
ing function of the distance d), two nodes are
considered as neighbors, by the CDMS, in the
time instants their distance is less then or equal
to a maximum value dmax. In this work, we
assume that a deterministic model is used to
determine if two nodes are neighbors8.

The CDMS, essentially, acts on a distributed
database containing the up to date list of each
node’s position, the list of its neighbors, and
the nominal channel gain between any two
neighbors and between each node and the sur-
rounding BSs. The CDMS can be imple-
mented as a distributed software agent, for in-
stance, through a Network Function Virtualiza-
tion (NFV) component allocated appropriately
in the infrastructure topology. The BSs are
used by the CDMS to operate the offloading
protocol. To handle the handover of ongoing
requests originated from a node that crosses a
cell border while waiting for a content, adjacent
BSs periodically exchange the up to date sta-
tus of the ongoing request procedures (see be-
low) of the nodes moving across cells9. At each
BS, the lists Nk are updated on the basis of
Hello messages, sent periodically by the nodes,
containing their id. Each node k has an inter-
nal content cache Ck populated with previously
downloaded contents. At any time, the CDMS
also has an index of the contents in each node’s
cache, although the CDMS does not necessarily
hold a copy of the contents.

Based on this available information, follow-
ing a content request by device k for content

8More sophisticated techniques may be considered
to determine the nominal channel gain. For instance,
it may be computed taking into account slowly vary-
ing shadowing statistics between any to points in the
(discretized) space. This would require means to create
such a shadowing map. This is an interesting research
issue which we will will consider in future works.

9This information exchange can be performed using
high speed fiber connections, or dedicated radio chan-
nels forming a wireless mesh-type backhaul component
of the Radio Access Network (RAN).

z, the CDMS determines the content delivery
time and mode. Three cases are possible:

1) At the request time, node k has at least
one neighbor with the content z available. In
this case, the CDMS prompts the closest neigh-
bor with content z available to transmit it to
node k.

2) At the request time, node k has no neigh-
bors with the content z available, but during
the content timeout, as a consequence of the
mobility of the devices, a device with the con-
tent available comes within the range dmax off
the node k. In this case, as soon the CDMS de-
tects that such condition is verified, it prompts
the node that has come within the range dmax

to immediately transmit the content to node k.
3) No neighbor of node k, either at the re-

quest time, or during the content timeout, has
content z in cache. In this case, at the end of
the content timeout, the CDMS prompts the
transmission of content z by the infrastructure,
i.e., by the closest BS.

The pseudocode in Algorithms 1 and 2 de-
scribes in more detail the actions taken on
demand, i.e., as a consequence of content re-
quests, by the nodes and the CDMS. We briefly
introduce the notation required for a correct
interpretation of the algorithms: the notation⊎
{Cj |condition on j} is used to indicate the

union of the caches of nodes satisfying a given
condition; the notation ĵ(k, z) is used to in-
dicate the node j that has the best ranking rkj
among the neighbors of node k which have con-
tent z in their caches; the notation j z→ k indi-
cates the transmission of content z from node
j to node k. These transmissions are triggered
by the CDMS. The remaining notation used in
Algorithms 1-2 is self-explaining.

Algorithm 1 describes the actions of a node
as it becomes interested in a content. Essen-
tially, it notifies the CDMS that it is interested
in that content, and then waits for receiving
it either from a BS or from a neighbor. The
system guarantees that the content will be de-
livered within a given content timeout. After
the reception of the content, the node makes

6



Algorithm 1 Actions taken by node k to request
content z

1: Upon request for content z from the application
layer

2: Set k_content_received = false

3: Send (k, z)_cont_req to CDMS
4: while k_content_received == false do

. Wait for receiving content z, from a BS or from
a neighbor

5: if content z is received then

6: Set k_content_received = true

7: Send (k, z)_ACK to CDMS and/or the send-
ing node

8: Add z to Ck
9: Set (k, z)_sharing_timeout

10: break

11: end if

12: endwhile

13: while (k, z)_sharing_timeout is not expired do
. Available for opportunistic sharing of content z

14: Upon request from CDMS (step 7 of Algorithm
2)

15: Send z to node requesting it
16: endwhile

17: Remove content z from Ck
18: Cancel (k, z)_sharing_timeout

it available for other nodes that may request
it, for a limited amount of time determined by
a sharing timeout. The sharing timeout is re-
quired to avoid cache overflow.

Algorithm 2 describes the actions taken by
the CDMS to handle a content request. Here,
a key point, which allows to further reduce the
system energy consumption, is that the CDMS
selects the best node for delivering the con-
tent, on the basis of channel quality considera-
tions, represented by the ranking of each node’s
neighbors (steps 5-13). If, however the content
cannot be delivered through a D2D communi-
cation within the content timeout, the CDMS
uses the BSs to deliver it (steps 15-20).

Algorithm 2 Actions taken by CDMS for han-
dling content request (k, z)

1: Upon receiving (k, z)_cont_req
2: Set (k, z)_served = false

3: Set (k, z)_content_timeout
4: while (k, z)_content_timeout is not expired do

5: if z ∈ ⊎ {Cj |j ∈ Nk} then
6: Identify ĵ(k, z)

7: Trigger transmission ĵ(k, z) z→ k

8: Wait for (k, z)_ACK
9: Upon (k, z)_ACK reception

10: Set (k, z)_served = true

11: Remove (k, z) from Lreq

12: break

13: end if

14: endwhile

15: if (k, z)_served == false

16: Send z to k
17: Wait for ACK_(k, z)
18: Upon reception of ACK_(k, z)
19: Set (k, z)_served = true

20: end if

21: Cancel (k, z)_content_timeout

4. Radio resource allocation, transmis-
sion, and error model

4.1. In-band radio resource reuse
To evaluate the energy consumption and

the spectral efficiency of our protocol, we
implemented a MAC layer structure exploit-
ing the time-frequency domain, and designed
a scheduling and resource allocation proto-
col that handles the transmission of contents
through either D2D or I2D communications.
The BSs schedule both the transmission of I2D
and D2D packets with the periodicity of a con-
trol interval (CI) of duration TCI, using an over-
all system bandwidth W . In each CI, the radio
resources are organized in a grid over a time-
frequency frame of duration TCI and bandwidth
W . Each grid element is a Physical Resource
Block (PRB) of duration τ and bandwidth w.
We indicate the number of PRBs in a CI as
NPRB. The bandwidth of a PRB contains nc
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subcarriers, each of bandwidth (or subcarrier
spacing) wc = w/nc. For each CI, a fine grain
scheduling procedure has to be executed, which
determines which PRBs will be used by all the
involved nodes to transmit the packets that the
CDMS has selected for transmission in that CI.
To distinguish it from the scheduling performed
by the CDMS, which acts on a coarser time
scale, in the order of the content timeout du-
ration, we call Radio Resource (RR) scheduler
the scheduler that, in each CI, effectively allo-
cates PRBs to each link (and for each link, to
the packets that have to be transmitted over
it). The RR scheduler is not the focus of this
work, but serves as a baseline implementation
to analyze the performance of our CDMS in a
realistic setting. Therefore, for the sake of read-
ability, we provide here a high level description,
while a more detailed description is presented
in the Appendix.

To leverage spatial frequency reuse, we have
devised a RR scheduler inspired by the “full
resource sharing” approach of [11]. With this
approach, multiple concurrent D2D communi-
cations can share the same PRBs, and each
PRB can be assigned also to, at most, a single
I2D link within a cell and across adjacent cells.
The considered approach is particularly attrac-
tive since it allows to exploit spatial frequency
reuse to its extreme, outperforming other con-
ventional approaches like user-oriented resource
sharing or resource-oriented resource sharing
[11]. For the purpose of this work, however,
the RR scheduler proposed in [11] cannot be
directly applied, since it is devised under the
assumptions of a single cell, uniform transmit
power for all D2D communications and for all
I2D communications, and flat fading channels.
Additionally, in [11], resources are allocated
to links with the granularity of a single radio
resource (for us, a PRB), with the objective
to maximize throughput. With our setup, in
which there is a predefined content to be trans-
mitted by each scheduled link in each CI, this
could result in a link receiving an amount of ra-

dio resources which is not sufficient to transmit
the desired content within a CI10. Therefore,
our radio resource allocation, although inspired
by the one presented in [11], differs from it in
several aspects. Our implementation of the RR
scheduler includes an admission control which
limits the number of both I2D and D2D packets
that can be transmitted using the resources in a
CI, based on an iterative validation of cross-link
interference constraints (see the Appendix). If
a packet transmission cannot fit, it is pruned,
and postponed to the next CI. These episodes
may occur, for instance, during localized traffic
load peaks. Note that, in general, the laten-
cies introduced due to pruning, and to trans-
mission errors (with the associated retransmis-
sions) are negligible with respect to the order of
magnitude of the delay-tolerance (tens of sec-
onds), i.e., the content-timeout11. Delays due
to transmissions errors and pruning, however,
are actually reproduced in our simulations.

In the following, we indicate with S the set of
radio links that are scheduled for transmission
in a given CI. A link i represents a transmitter-
receiver pair (xi, yi). In our setup, xi can be
either a BS or a mobile device, whereas yi is al-
ways a mobile device. Let k be the generic PRB
in a CI, k ∈ {1, ..., NPRB}, and p an index over
the packets that are scheduled to be transmit-
ted during the CI. The output of the RR sched-
uler can be represented by the set of indicator
functions φi,k(p), ∀i ∈ S, ∀k ∈ {1, ..., NPRB},
which tells that link i uses PRB k to transmit
packet p, i.e.,

φi,k(p) =


1 if PRB k is used by link i

to transmit content p
0 otherwise

. (1)

10For simplicity, our MAC does not consider packet
fragmentation over multiple CIs.

11Note that the content timeout parameter may also
be set in a conservative way, e.g., 1 or 2 seconds less
than the actual delay tolerance.
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4.2. Physical layer and transmission error
model

In the following, we describe a physical layer
model which enables to perform large scale
network-level simulations while retaining (to
an acceptable extent) the representation of the
effect of important physical layer parameters
that are tightly related to the wireless channel
model: shadowing, fading, and frequency selec-
tivity.

We assume a multicarrier modulation with a
uniform power allocation over all the subcarri-
ers in use. We denote with P

(c)
i the transmit

power used by the transmitter of link i on each
subcarrier it uses, and with H〈j,i〉 (f) the chan-
nel transfer function of the radio channel be-
tween the transmitter of link j and the receiver
of link i. Considering the PRB k, we enumerate
its nc subcarriers as f (k)

1 , . . . , f
(k)
nc . The Signal

to Noise Plus Interference Ratio (SNIR) for link
i in the q-th subcarrier of PRB k is

ξ
(k)
i,q =

P
(c)
i

∣∣∣H〈i,i〉 (f (k)
q

)∣∣∣2
σ2
c +

∑
j∈S\{i} ψj,kP

(c)
j

∣∣∣H〈j,i〉 (f (k)
q

)∣∣∣2 ,
(2)

where σ2
c is the noise power on each subcarrier.

Specifically, σ2
c = wcFN0, where N0 is the ther-

mal noise power spectral density, and F is the
noise figure of the receiver.

Our error model for the transmission, on link
i, of a content p of size L(p) payload bits, using
the PRBs allocated to its transmission by the
RR scheduler, consists in verifying that the cor-
responding achievable amount of information12

transferrable by link i in those PRBs is larger
than or equal to L(p).

12We use the term “achievable amount of information”
of a transmission over a subcarrier, in an information
theoretic sense. Specifically, we define it as the product
of a Shannon capacity, haircut by a maximum transmit
spectral efficiency (i.e. a given maximum number of
bits that can be loaded on each symbol of the digital
modulation scheme in use), times the duration of the
transmission.

The Shannon capacity of a single subcar-
rier, normalized to its bandwidth, is given by
log2

(
1 + ξ

(k)
i,q

)
, where ξ(k)

i,q is given by (2). Let
ei be the transmit spectral efficiency (i.e., the
maximum number of bits that can be car-
ried by a single symbol of the digital mod-
ulation scheme in use, over a subcarrier) of
link i, measured in bits per second per Hertz
(bps/Hz). In real systems, a subcarrier use can-
not carry an amount of information larger than
ei, even when its Shannon capacity is larger
than it. Therefore, we compute the contri-
bution of, say, the q-th subcarrier used in a
given PRB k (i.e., for the duration of a time
slot), to the achievable amount of information,
as τwc min

(
ei, log2

(
1 + ξ

(k)
i,q

))
. Summing up

all the contributions of this kind, on the basis
of the PRBs allocated to the transmission of
a packet p (indicated by the function φ(p)

i,k ) by
the RR scheduler, and imposing that the sum
is larger than the amount of payload bits, we
obtain the following inequality, with which we
model a packet transmission success:

τwc

NPRB∑
k=1

φ
(p)
i,k

nc∑
q=1

min
(
ei, log2

(
1 + ξ

(k)
i,q

))
≥L(p).

(3)

If (3) is satisfied, the packet is successfully
received, otherwise, we count a failed transmis-
sion.

Up to now, we have left unspecified the set-
tings of two important parameters: the trans-
mit power P (c)

i appearing in Eq. (2), and the
number of PRBs to be allocated to a packet
transmission, i.e, the number of nonzero terms
in the double sum of the left hand side of (3).
The latter parameter is determined by the need
to encode each content in a packet that has
a size, D(p), which is, in general, larger than
L(p). We discuss these two parameters in the
following subsection.
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4.3. Physical layer parameters: link margin
and forward error correction

In the practical deployment of any wireless
network which uses power control based on
nominal channel gains, the transmitter needs
to compensate for the presence of random shad-
owing and multipath fading. In our case, these
random effects are not factored in by the nomi-
nal channel gain g〈i,i〉 (on which P (c)

i depends).
Moreover, in the presence of concurrent links
using the same radio resources, the effect of
the interference coming from the links using the
same PRBs must also be taken into account.
The typical tools to deal with these problems,
are: i) a transmit power link margin, added
on top of the power that would be required for
transmitting over an ideal deterministic chan-
nel with flat frequency response, ii) Forward
Error Correction (FEC), or, more in general,
Adaptive Modulation and Coding (AMC) (see
below).

We model the use of FEC as follows: we con-
sider a coding rate parameter, which we indi-
cate as Kec, defined as the ratio between the
payload size L and the coded packet size D,
or Kec = L/D. Kec is a characteristic figure
of the FEC code in use, which tells how much
redundancy is introduced in the coded packets
to increase the resiliency to noise and interfer-
ence. The lowerKc, the higher the redundancy,
at the price of a larger number of bits to be
transmitted, for a given payload. The selected
coding rate (and hence number of coded bits
D), in our model, determines the number of
nonzero elements in the right hand side of (3),
i.e., those for which φ

(p)
i,k = 1 ). The specific

elements for which φ
(p)
i,k = 1 are the output of

the RR scheduler.
Considering an AMC system, the power al-

located over a subcarrier (excluding the power
margin) would be set to the power required to
support a target normalized information rate
equal to a transmit spectral efficiency selected
within a discrete set {emin, . . . , emax}, repre-
senting, e.g., the use of different digital symbols

constellations.
We set the power P (c)

i appearing in Eq. (2)
as

P
(c)
i = M

σ2
c

g〈i,i〉

(
2ei − 1

)
, (4)

where g〈i,i〉 is the nominal channel gain of link i,
ei is a target normalized information rate (mea-
sured in bps/Hz) that the communication aims
to achieve, and M is a suitable link margin.
The term σ2

c
g〈i,i〉

(
2ei − 1

)
is the transmit power

per subcarrier that would be required to sup-
port the desired normalized information rate,
ei, over an ideal link with a flat fading channel
whose gain is g〈i,i〉. In dBm, the per-subcarrier
transmit power is given by

P
(c)
i,[dBm] =σ2

c,[dBm] − g〈i,i〉[dB] + 10 log10

(
2ei − 1

)
+M[dB]. (5)

The above described physical layer model
is able to reproduce the behavior of (coexist-
ing) communications occurring on wideband
frequency selective channels, taking into ac-
count the power link margin and AMC param-
eters like FEC coding rate and constellation
size, without the need to simulate the trans-
mission at the symbol level (which would make
it quite hard to perform system level simula-
tions involving hundreds of nodes). Further-
more, the RR scheduler we devised based on
[11], can exploit different settings of the said
parameters (link margin, FEC coding rate, and
digital symbol constellations).

In the rest of this work, since the focus is on
the effect of channel modeling on the perfor-
mance evaluation, rather then on finding the
optimal AMC parameters and power margin
balance, we consider the FEC coding rate and
transmit spectral efficiency as given parame-
ters, i.e., we consider a single ei and set ei = ei
in the transmit power expression (4). We fo-
cus then on the power margin setting, which,
as described below, is a function of the wireless
channel model.

Consider an interference-free link: in the
presence of shadowing, flat or frequency selec-
tive fading, without adding a link margin (i.e,

10



setting M[dB] = 0 in 5), the achievable nor-
malized information rate on a given subcar-
rier, given by log2

(
1 + ξ

(k)
i,q

)
, may drop below

ei for a considerable percentage of the subcar-
riers (even with a null interference term in the
denominator of (2)). The achievable amount of
information in Eq. (3) is a random variable with
a specific probability density function, which
depends on the channel model in use. The link
margin M is therefore set to guarantee a pre-
scribed outage probability, i.e., that Eq. (3) is
not satisfied with a probability lower than a
given threshold, ptx,out � 1. It is clear that
the suitable M critically depends on the radio
propagation aspects and frequency selectivity
of the channels in a given deployment scenario
and/or channel model. To take into account
the link margin in our performance evaluation,
we computed, through montecarlo simulations,
the link margins required to guarantee an out-
age probability below 0,5%, assuming a FEC
coding rate Kec = 0, 8, for the three channel
models (out of the six channel models consid-
ered in this work, see Section 5.1) that present
a stochastic component. As expected, the re-
quired link margins are different for the three
stochastic channel models. The specific values
are reported in the next section.

5. Performance evaluation
Before presenting our performance evalua-

tion results, we preliminarily discuss, in the
following subsection, the most relevant chan-
nel models features that may affect the per-
formance evaluation accurateness. In Subsec-
tion 5.2 we describe the considered deployment
scenarios, and in Subsection 5.3 we present our
simulation results.
5.1. Channel models and implications

To describe the different models, let Ptx be
the transmit power per subcarrier used by a
transmitter, and Prx(d) the power received at a
distance of d meters. In the following, all power
values are expressed in mW or in dBm13. PLdB

13In the latter case “dBm” appears as a subscript.

Table 1: Selected channel models

model features
- M1 -

Friirs Eq.

PL[dB] = 20 log10 dm � 27, 56 + 20 log10 fMHz

- M2 -

Simple

exponential

decay model

PL[dB] =(
20 log10 dm � 27, 56 + 20 log10 fMHz d  d0

10⌘ log10 dm + KdB + 20 log10 fMHz d � d0
,

KdB = (20 � 10⌘) log10 d0 � 27, 56.

⌘ = 3, d0 = 30 m

- M3 -

METIS PL

Path loss only, with PLdB given by Eq. 5-4,

5-5, 5-6 of [8]

- M4 -

METIS

PL+SH

Path loss plus Lognormal Shadowing

(LSPs parameters from [8])

- M5 -

METIS

PL+SH+FD

Path loss + Lognormal Shadowing +

Rice/Rayleigh flat fading, (LSPs parameters

from [8])

- M6 -

METIS

PL+SH +FS

Path loss + Lognormal Shadowing +

Rice/Rayleigh frequency selective fading, 13

paths per point-to point link (LSPs parameters

from [8])

0-0

indicates the path loss in decibels (PLdB =
Ptx,dBm − Prx,dBm). We consider the follow-
ing six different channel models, enumerated as
M1-M6. The considered models are also sum-
marized in Table 1.

M1 is a simplistic channel model which ac-
counts only for deterministic path loss as de-
termined by the Friirs equation (see Table 1).
This model assumes an exponential decay of re-
ceived power as a function of distance, d, with
an exponent η = 2, i.e., Prx(d) = KFPtx/d

2,
where KF is a suitable constant.

M2 is a similar exponential decay model,
with path loss exponent14 η = 3.

M3 PL is still a deterministic path loss
model, which uses the path loss formulas 5-4,
5-5, and 5-6 of [8].

M4 - PL+SH, includes path loss and spatially
correlated Lognormal shadowing, according to
the parameters provided by [8].

14In order to be consistent with realistic power atten-
uation values, this model is typically considered valid
for distances above a close-in reference distance d0. For
distances below d0, a physical model like the Friirs equa-
tion is typically used. The selection of d0, besides that
of the path loss exponent, has a considerable effect on
the overall path loss.
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M5 - PL+SH+FD, adds Rayleigh/Rician
small scale fading (assumed to be flat across the
frequency domain) on top of shadowing, with
spatially correlated Rician K factors.

M6 - PL+SH+FS, includes frequency selec-
tive Rayleigh/Rician small scale fading. Us-
ing M6 entails the generation of the channel
transfer function, evaluated at each subcarrier.
The procedure to generate the transfer func-
tion taking in input the LSPs and other pa-
rameters, like number of scattering elements for
each channel, delay spread proportionality fac-
tor, etc..., is provided in [8].

We assume omnidirectional antennas and ra-
diation patterns, and Line Of Sight (LOS) con-
ditions in each link. Therefore, Rician small
scale fading is used for models M5 and M6. In
this work, to parameterize the channel mod-
els, we consider the Urban Micro cell and Ur-
ban Macro cell scenario (UMi and UMa, re-
spectively) of [9] for I2D communications, and
the D2D channel parameters presented in [8]
for D2D communications, see also Section 5.2.

The aim of our study is to evaluate how the
performance of the offloading protocol depend
on the channel model in use. To this end,
before presenting our results, it is worth dis-
cussing the differences between the propagation
loss entailed by the models M1-M315, and the
impact of the different statistics of the random
components for models M4-M6. The following
discussion provides useful insights for the inter-
pretation of the results.

In Figure 1, we plot (in a dB scale) the prop-
agation loss of the channel models M1-M3 as
a function of distance. It can be seen that
both the exponential decay models exhibit de-
viations from the more realistic propagation
loss model M3 (which has been obtained in [8]
through large scale measurements campaigns).

15The channel models M4-M6 are obtained by adding,
to the propagation loss of M3, the shadowing (M4), flat
fading (M5), and frequency selective fading (M6), ran-
dom components. Therefore, Figure 1, and the related
discussion, focus on M1-M3 only.
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Figure 1: Deterministic path loss for models M1-M3.

Table 2: Selected link margin
Channel scenario

Channel
model

V2V UMi UMa

M1-M3 5 dB 5 dB 4 dB
M4 5 dB 5 dB 4 dB
M5 12 dB 5 dB 13 dB
M6 13 dB 10 dB 11 dB

Scenario A B
Number of BSs 6 4

BS positions (m)

0 m
600 m
1200 m
1800 m
2400 m
3000 m

0 m
1000 m
2000 m
3000 m

Cell diameter 600 m 1000 m
BSs antenna height 10 m 25 m
I2D channel model Metis UMi⇤ Metis UMa⇤⇤

D2D channel model Metis V2V† Metis V2V†

* Path loss: [8, Table 7-1] - UMi-O2O-(BS-UE)-LOS
Random components LSPs: [8, Table 7-2] - UMi-LOS

** Path loss: [8, Table 7-1] - UMa-O2O-(BS-UE)-LOS
Random components LSPs: [8, Table 7-2] - UMa-LOS

† Path loss: [8, Table 7-1] - UMi-O2O-D2D/V2V
Random components LSPs: [8, Table 7-3] - D2D&V2V-O2O-LOS

0-1

Particularly, M1 largely deviates for distances
above 200 m, for which it underestimates the
path loss term by more than 10 dB; M2 has
the largest deviations (up to 10 dB), for dis-
tances in the range 10-150 m. These deviations
may compromise the reliability of the results
of the performance evaluation. In fact, both
M1 and M2 entail an underestimation of the
energy spent (on average) for I2D communi-
cations (which can reach distances well above
200 m), with respect to the energy spent for
D2D communications (which are limited to dis-
tances in the order of 100 m). The main reason
is that PL, under model M3, has a breakpoint
distance (clearly visible in the figure, at a dis-
tance of 60 m), beyond which it increases (with
distance) at a higher rate. Simple exponential
decay models, regardless of the path loss ex-
ponent, are inherently smooth, and cannot re-
produce the effect of the breakpoint distance.

Regarding the random components of the
different models, namely Lognormal shadow-
ing (introduced in M4), flat fading (introduced
in M5) and frequency selective fading (intro-
duced in M6), in Section 4.3 we have antic-
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ipated that the different combinations of the
random components, result in different statis-
tics of the achievable amount of information.
This affects the link margin selection, which is
based on an outage constraint on the achievable
amount of information, making it dependent
on the assumed channel model. In our simula-
tions, we have set the link margins on the basis
of the results of preliminary montecarlo sim-
ulations aimed at determining, for each chan-
nel model, the link margin which guarantees
an outage probability below 0,5 % assuming
the presence of noise only. The results are
summarized in Table 216. During our system
level simulations (described in the rest of this
section), we have verified that the so selected
link margins, thanks to the effectiveness of the
RR scheduler in preventing strongly interfering
links to use the same PRBs, are sufficient to
guarantee a below 1% outage even in the pres-
ence of interfering links.

5.2. Deployment scenarios and traffic load set-
tings

In our simulations, we have considered two
deployment scenarios, hereafter denoted ad A
and B, corresponding to a Urban micro-cell sce-
nario and a Urban macro-cell one, as stadard-
ized by the ITU (see e.g., [9]). In both de-
ployment scenarios the ROI is a street chunk
of length 3 Km and width 20 m. The two sce-
narios differ in the cell radius (and number of
BSs) and in the antenna height of the BSs, as
reported in Table 3.

Vehicles enter the street from both ends ac-
cording to a Poisson arrival process with vehicle
inter-arrival rate λV , and travel through it at

16For models M1-M3, it is not possible to compute the
link margin based on an outage constraint, because the
channel is deterministic, and hence there is no outage.
The link margin, however needs to be present to guaran-
tee the coexistence among interfering links. Therefore,
in our simulations, we set, for model M1-M3, the same
link margin used for model M4, which, as verified by us
in the simulations, allows the RR scheduler to exploit
spatial frequency reuse.

Table 3: Deployment scenarios parameters

Channel scenario
Channel
model

V2V UMi UMa

M1-M3 5 dB 5 dB 4 dB
M4 5 dB 5 dB 4 dB
M5 12 dB 5 dB 13 dB
M6 13 dB 10 dB 11 dB

Scenario A B
Number of BSs 6 4

BS positions (m)

0 m
600 m
1200 m
1800 m
2400 m
3000 m

0 m
1000 m
2000 m
3000 m

Cell diameter 600 m 1000 m
BSs antenna height 10 m 25 m
I2D channel model Metis UMi⇤ Metis UMa⇤⇤

D2D channel model Metis V2V† Metis V2V†

* Path loss: [8, Table 7-1] - UMi-O2O-(BS-UE)-LOS
Random components LSPs: [8, Table 7-2] - UMi-LOS

** Path loss: [8, Table 7-1] - UMa-O2O-(BS-UE)-LOS
Random components LSPs: [8, Table 7-2] - UMa-LOS

† Path loss: [8, Table 7-1] - UMi-O2O-D2D/V2V
Random components LSPs: [8, Table 7-3] - D2D&V2V-O2O-LOS

0-1constant speed. The speed of each vehicle is
randomly selected from a uniform distribution
in the range [va, vb]m/s and is kept constant
during the whole path. We have performed sim-
ulations for three different speed range settings,
namely [6,16], [9,24], and [12,32] m/s.

The content requests arrival process of each
device is modeled as a Poisson arrival process
with inter-arrival rate λC , and the content pop-
ularity is modeled by a Zipf distribution with
parameter α, i.e., numbering the available con-
tents as k = 1, 2, . . . , the probability that a
device requests content k is p(k) = 1

ζ(α)k
−α,

where ζ(·) is the Riemann ζ-function.
We set the following parameters which de-

termine the traffic load: λV = 20 new vehi-
cles per minutes, each vehicles generates con-
tent requests with an average rate λC = 6 re-
quests per minute, and the content payload size
is L = 432 kB.

We measure the average offered traffic load in
terms of a traffic load spatial density ρQ. Since
our scenario is (essentially) unidimensional, we
consider a linear density (instead of a surface
density), and express ρQ in kbps/m. Hence,
ρQ represents the average number of bits re-
quested by the devices located in a street chunk
of length 1 m (and width equal to the street
width). ρQ is the product of the average num-
ber of vehicles present in a street chunk of
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length 1m, say ρV 17, times the content request
arrival rate per user λC , times the coded packet
sizeD, times the ratio, which we indicated with
γnr, of non-repeated request to total requests18,
i.e., ρQ = λCρVDγnr kbps/m. For the three
considered vehicles speed ranges [6,16], [9,24],
and [12,32] m/s, we obtain ρQ = 13.9, 9.26, and
6.95 kbps/m, respectively.

A conventional cellular system with BSs de-
ployed on a straight line, a spatial frequency
reuse factor of 1/3, and cell diameter dc, can
support a maximum traffic load density equal
to ρ

(I2D)
Q,max = We/3/dc = 36 kbps/m, con-

sidering the cell diameter of Scenario A, and
21 kbps/m, considering scenario B.

All the system parameters are summarized
in Table 4.

5.3. Simulation results
For each deployments scenario (A,B), each

traffic model input, and each channel model
M1-M6, we run 10 simulations using i.i.d. ran-
dom realizations of the vehicles arrival process,
the content requests process, and (for channel
models M4-M6 only, since M1-M3 are deter-
ministic models) the spatially correlated ran-
dom channels set. For each realization of the
random temporal and spatial processes, we run
a system simulation of 30 minutes19.

Figure 2 displays the offloading efficiency
(with 95% confidence intervals), defined as

17For a uniform distribution of the speed
range in an interval [va, vb] m/s, the aver-
age linear density of the vehicles is given by
ρV = λV

(
ln
(
v−1
a

)
− ln

(
v−1
b

)
/(vb − va)

)
[13].

18Since the content requests are assumed to be i.i.d,
there is a non negligible probability that a device makes
the request of a content it already has in its cache.
Repeated requests are simply discarded by the CDMS,
whereas the sharing timeout counter is reset to its start-
ing value τs. In [13, Lemma 4], we computed the ratio
of non-repeated to total requests, here indicated with
γnr. For the specific settings considered here, for con-
tent request processes, we obtain γnr ' 0.59.

19To enable a fair comparison among the channel
models, we used, for each channel model, the same 10
i.i.d. realizations of the vehicles arrival and content re-
quest processes.

Table 4: System parameters used for performance eval-
uation

System parameter symbol value

Speed range [va, vb]
[3, 8],
[9, 24],
[12, 32]
(m/s)

Vehicles arrival rate (new
vehicles per minute)

�V 20

Average number of vehicles in
the ROI

-
98,
65,
49

Content requests per minute
(for each vehicle)

�C 6

Content payload size L 432 kB

Coded packet
size

D 540 kB

Zipf distribution parameter for
the content popularity

↵ 1,1

Content timeout ⌧c 20 s

Sharing timeout ⌧s 600 s

Center frequency of the system
band

f0 2.3 GHz

System bandwidth W 10.8 MHz

CI Duration TCI 1 s

PRB duration ⌧ 0.5 ms

PRB bandwidth w 180 KHz

Number of subcarriers
per PRB

nc 12

Subcarrier spacing wc 15 KHz

Noise power spectral density N0 �174 dBm

Receiver noise figure F 10 dB

Link margin M See Table 2

Forward error correction coding
rate

Kec 4/5

Normalized transmission rate ei 6

0-2
the percentage of contents delivered through
offloading, i.e., using D2D communications,
achieved under scenarios A (Figure 2.a) and B
(Figure 2.b). Each bar color refers to a different
speed range setting. In general, with the con-
sidered vehicles traffic parameters, an offload-
ing efficiency around 40% is achieved. It can
be seen that, with higher speed ranges, there
is a decrease of the offloading efficiency due to
the decreasing vehicles density. The decrease
of offloading efficiency, however, is quite small.
This is the effect of delay-tolerance: with higher
speed ranges, the number of vehicles encoun-
tered by each device during the content timeout
of each request increases, thus counterbalanc-
ing the decreased vehicles density. In the ab-
sence of delay tolerance, the decrease in offload-
ing efficiency would be much higher. Offloading
efficiency is not affected either by the deploy-
ment scenario, or the channel model. This is
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Figure 2: Offloading efficiency in deployment scenario
A and B, for speed range [6,16] (black bars), [9,24] (grey
bars), [12,32] (white bars).

due to the fact that the CDMS schedules D2D
offloading as a function of nominal channel gain
rankings, which depend only on distance.

Figure 3 displays the average energy con-
sumption (with 95% confidence intervals over
the set of simulations) of the entire system
(i.e., including the energy spent by both I2D
and D2D content deliveries) measured in mJ
per delivered content, obtained in Scenario A.
Figure 3.a refers to the benchmark I2D-only
scheme, and Figure 3.b to the CDMS-aided
D2D data offloading scheme.

Figure 4 refers to the same performance met-
ric, obtained under Scenario B. It can be seen
that there is a considerable mismatch among
the performance obtained using different chan-
nel models. Notably, the flat fading model M5,
in the case of Scenario B, tends to overestimate
the energy consumption, with respect to the
frequency selective model M6, whereas in Sce-
nario A it is the opposite. This is due to the

fact that the required power link margin for I2D
communications, computed using M5, is higher
than the one computed using M6 under Sce-
nario B, and lower under Scenario A (see Table
2). The link margin, computed on the basis of
an outage constraint, captures specific differ-
ences in the statistics of the frequency selective
channels behavior macro-cells and micro-cells.
In general, higher antenna heights (25 m under
Scenario B, opposed to 10 m under Scenario A)
entail a lighter tail of probability density func-
tion of the achievable amount of information,
which turns out in lower required link margin
to satisfy the outage constraint. This realistic
behavior, however, is not well captured by the
flat fading channel model M5, thus leading to
the mismatch.

Figure 5 shows the estimation of the energy
savings percentage of the CDMS-aided D2D of-
floading scheme with respect to the benchmark
scheme under Scenario A (Figure 5.a) and Sce-
nario B (Figure 5.b). With Scenario B, the esti-
mation seems to be consistent for all the chan-
nel models (with deviation below 2%). Under
Scenario A, however, mismatches in the order
of 4% energy saving can be observed, with the
worst performing model M5 entailing a 6% un-
derestimation of the achievable energy saving
gain.

Figures 6 and 7 report the percentage of the
spectrum usage for scenarios A and B, respec-
tively. In each CI, each PRB is counted as being
used if it is allocated to at least one communi-
cation over the entire ROI. The effect of spatial
frequency reuse is visible since the CDMS-aided
offloading scheme (Figures 6.b and 7.b) uses
less PRBs than the benchmark scheme (Fig-
ures 6.a and 7.a). In this case, the determin-
istic channel models M1 and M2 provide unre-
liable results, overestimating spectrum occupa-
tion when considering the CDMS-aided scheme,
whereas the results obtained with models M3-
M6 are consistent.

The same problem with M1 and M2 arises
when considering the relative gain in spectrum
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Figure 3: Energy consumption for the benchmark and CDMS-aided offloading schemes in Deployment Scenario A.
Speed range [6,16] (black bars), [9,24] (grey bars), [12,32] (white bars).
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Figure 4: Energy consumption for the benchmark and CDMS-aided offloading schemes in Deployment Scenario B.
Speed range [6,16] (black bars), [9,24] (grey bars), [12,32] (white bars).

occupation, displayed in Figure 8. In this case,
the mismatch is considerable.

The use of the deterministic models M1
and M2 (with the considered link margin set-
tings) tend to underestimate the possibility to
spatially reuse the spectrum, as the percent-
age spectrum occupation reduction ranges (de-
pending on the scenario, A or B, and the chan-
nel model, M1 or M2) from 5% to 21%, while,
when using channel models M3-M6, it is be-
tween 31% and 35% for the different speed
ranges.

The gain estimated with the simplistic mod-
els, in this case, is completely unreliable. For
instance, it can be up to six times less (with
M1) than the what is estimated by the more

accurate channel models. This happens due to
the effect explained in Figure 1, i.e., the under-
estimation of the channel gain difference be-
tween short ranges and long ranges, for both
models M1 and M2. This underestimation
turns into an overestimation of the interference
among potentially concurrent D2D links. As
the RR scheduler takes the estimated interfer-
ence as an input, it tends to separate poten-
tially concurrent links more than actually nec-
essary.

6. Conclusion

In this work, we have studied the perfor-
mance of a D2D-based traffic offloading proto-
col for highly dynamic scenarios like vehicular
environments. We have evaluated its perfor-
mance in terms of energy efficiency and system
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Figure 5: Energy savings percentage in Scenarios A and B; speed range [6,16] (black bars), [9,24] (grey bars), [12,32]
(white bars).
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Figure 6: Spectrum occupation percentage obtained with deployment scenario A for the benchmark and the CDMS-
aided schemes; speed range [6,16] (black bars), [9,24] (grey bars), [12,32] (white bars).

spectral efficiency, by considering a selection of
different, increasingly detailed, wireless channel
models. We have showed that the considered
protocol can achieve substantial improvements
in terms of power consumption and system-wise
spectral efficiency (compared to a scheme that
only uses I2D communications). Specifically,
for the vehicles traffic parameter settings used
in our study, we have observed a 35% energy
consumption reduction gain and a 35% reduc-
tion of spectrum use, with respect to a bench-
mark scheme which uses classical I2D commu-
nications only. In terms of spectral efficiency
(measured in bps/Hz), a 35% reduction of spec-
trum use corresponds to a 50% increase.

Taking the channel model M6 (the most real-
istic channel model among those considered in
this work) as a reference, we have shown that
the simpler channel models, because they do
not capture many aspects of the radio propa-
gation, are not able to consistently and reliably
evaluate the performance metrics. More specif-
ically, we have seen that the use of any of the
models M1-M5, is either considerably unreli-
able or, in the cases it provides an estimation
of one of the considered performance metrics
(energy consumption and spectral occupancy)
close to the one provided by model M6, it fails
to do so with the other one. We have provided
insights on the reasons of this behavior, point-
ing out the major weaknesses of the considered
channel models: the mismatch of simple prop-
agation loss formulas (in M1, M2) with respect
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Figure 7: Spectrum occupation percentage obtained with deployment scenario B for the benchmark and the CDMS-
aided schemes; speed range [6,16] (black bars), [9,24] (grey bars), [12,32] (white bars).
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Figure 8: Spectrum occupation savings: relative percentage of non-used spectrum for with the CDMS-aided scheme,
with respect to the amount of spectrum used by the benchmark scheme; speed range [6,16] (black bars), [9,24] (grey
bars), [12,32] (white bars).

to formulas obtained through large measure-
ments campaigns; the absence, in M1-M3, of
random fluctuations around the mean path loss
due to shadowing and small scale fading; and
the lack of representation of the frequency se-
lectivity (in M1-M5). The overlooking of either
of these aspects prevents to correctly take into
account important system parameters, like the
link margin and the FEC coding gain, which
are quite important for a system-level design
and performance evaluation. Our analysis and
discussion, suggest that the performance evalu-
ation of offloading schemes based on a channel
model, like M6, that captures the effects of real-
life propagation losses and channel frequency
selectivity. The use of accurate channel mod-
els, paired with a suitable physical layer model,
provides much more insights on the effects of

physical layer parameters with respect to the
popular approach of using simplistic models,
and should play a significant role in the design
of offloading schemes, further optimized taking
into account the above described effects.
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Appendix: Radio resource allocation for
coexisting I2D and D2D links

The “full resource sharing” approach [11]
builds on the idea of radio resource set parti-
tioning. Conceptually, the procedure requires
two stages: first, the overall set of links to be
scheduled (both I2D and D2D links) is parti-
tioned into subsets, called resource reuse sets;
second, each resource reuse set of links is as-
signed a subset of the radio resources (the
PRBs) available in a CI. In [11], both stages
are performed in one-shot, having in input the
transmit power of each link20. The second stage
also includes the possibility to prune some re-
source reuse sets from the scheduling of the set
of resources in order to guarantee I2D commu-
nications (which have an higher priority).

Our RR scheduler is inspired by the sched-
uler proposed in [11] but differs from it in
several aspects. Specifically, our implementa-
tion copes with the more realistic assumptions
of multiple cells, independent power setting
for each transmission, and frequency selective
channels. Furthermore, it guarantees that if a
link is admitted to be scheduled in a given CI,
it will receive an amount of resources sufficient
for transmitting the whole desired content.

The whole scheduling procedure is sketched
out in the diagram in Figure 9. Here, for space
reasons, we omit the details of the procedure,
and just highlight the most important features.

Rather then working at the link level only, we
deal with the individual I2D and D2D packet
transmissions that the CDMS has established
as candidates for being scheduled. A sin-
gle link may be required to transmit one, or
more, packets during a CI. The scheduler in-
puts are: all the nominal channel gains be-
tween any link pair 〈j, i〉; for I2D links, a pre-
scribed value of the target normalized nominal
information rate ei = ēc, equal for all the I2D

20In [11], the transmit power is assumed to have a
common value for all I2D links, and another common
value for all D2D links.
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links; for D2D links, a set of candidate values
for the target normalized nominal information
rate Ēd = {ēd,1, . . . , ēd,hmax}. The computation
of the per-subcarrier power levels, performed
by the scheduler, follows from Eq. (5).

Now, if the modulation scheme in use has
a maximum transmit spectral efficiency, say e
bps/Hz, it makes no sense that the target nor-
malized information rate is set with a value
larger than e, since the physical transmission
system will be in any case not able to trans-
mit bits with such a rate. Therefore, we set ēc
to be the maximum allowed spectral efficiency
among the modulation formats in use, and Ēd
to be the set of values for the transmit spectral
efficiencies entailed, for example, by a set of
possible constellations that the D2D links can
use. The rationale behind this choice is as fol-
lows: first, for I2D links, which by definition
cannot share resources among them, the ideal
thing to do is to use as few PRBs as possi-
ble, in such a way to leave more room for the
other I2D communications. This is achieved
by using the maximum transmit spectral effi-
ciency. However, to actually manage to com-
municate the desired amount of information, a
suitable power is required on each subcarrier,
and this power is determined by Eq. (5). Sec-
ond, for D2D links, which can share resources
with other D2D links (and with I2D links),
since the resource reuse subsets will tend to
favor the coexistence of links with low cross-
interference, the ideal thing to do is to max-
imize the number of used resources, in such
a way to minimize the overall transmit power
used to transmit a content21. For this reasons,
the value of ei for D2D links, in the resource al-
location procedure, is initialized with the low-
est value in Ēd, and the corresponding required
power to support that rate is computed accord-
ing to Eq. (5). During the procedure, after the
computation of the radio resource reuse sets

21In general, in a radio communication, the larger
the available bandwidth, the lower the power required
to obtain a desired capacity.

Input:
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using Algorithm 3	
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each RRRS	

Assign PRBs to	
reuse sets

𝑁./01 ≤ 𝑁./0

YES

Prune	 (sequentially)	 the	
transmission of	contents of	
D2D	links on	which the	number
of	contents in	queue for	
transmission is larger than 1.

Upon pruning the	last	content
transmission,	 set	Flag P2	:=	1

Compute	𝑁./01 	:=	
the	sum	of	the	
amount of	PRBs
required by	each

reuse set*	
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D2D	link
end
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end
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Figure 9: Diagram of the considered radio resource al-
location procedure.

(see below) and of the number of total required
PRBs, N r

PRB, it may happen that the currently
selected value of ei for D2D links prevents to
accomodate all the required transmissions, i.e.,
it results in N r

PRB > NPRB. In this case, the
scheduler iteratively increases the desired tar-
get nominal normalized information rate ei for
D2D links, it recomputes the resource reuse sets
and the corresponding number of total required
PRBs, and it re-checks if N r

PRB > NPRB. If
no value of ei for D2D links, compatible with
the requirement N r

PRB ≤ NPRB, is found, the
procedure starts to exclude D2D packets from
those admitted for transmission in the current
CI, and then entire D2D links, until a subset of
admissible D2D links and D2D packets (each
link can transmit one or more packets) to be
transmitted, compatible with the requirement
N r

PRB ≤ NPRB, is found.
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The details of the computation of the re-
source reuse sets are summarized by Algo-
rithm 3, which is based on [11, Algoritm 1].
The following notation is required to interpret
Algorithm 3: let Sc and Sd be the sets of I2D
and D2D links among which the radio resources
need to be partitioned, with S = Sc ∪ Sd. Let
Scr and Sdr be the set of cellular and D2D links
in the r-th radio resource reuse set Sr = Scr∪Sdr
in the partition S = ]rSr, which is the output
of Algorithm 3. We indicate with b(i) the base
station to which the receiver of the I2D link i is
associated and with

{
Sc1, . . . , S

c
NBS

}
a partition

of the link set Sc, where i ∈ Scb′ iff b(i) = b′, or
Scb′ = {i ∈ Sc | b(i) = b′} . Finally, we indicate
with P̂r(b, i) = argmax

j∈Scb

(
P

(c)
j g〈j,i〉

)
the maxi-

mum (nominal) interference that a D2D link i
can receive, on a single subcarrier, from a I2D
link which is in the same resource reuse set as
link i, and is handled by BS b. Finally, let
CL represent a running set of candidate links,
initialized with the whole set S of links to be
scheduled.

Algorithm 3 results from [11, Algoritm 1]
replacing the minimum SNIR constraints [11,
Equations (2a) and (2b)] with

log2

1+
P
(c)
i

g〈i,i〉
σ2c+

∑
j∈Sdr

P
(c)
j

g〈j,i〉

≥ei, ∀i∈Scr,

(6)

log2

1+
P
(c)
i

g〈i,i〉
σ2c+

∑
b∈B P̂r(b,i)+

∑
j∈Sdr \{i}

P
(c)
j

g〈j,i〉

≥ei,
∀i∈Sdr ,

and the Resource Sharing Conditions (RSC) in
[11, Equations (9) and (17)], with RSC-1:

∑
j∈Sd\{i}

P
(c)
j g〈j,i〉<

P
(c)
i

g〈i,i〉

(1+|Sd|ξh)
1

|Sd|−1

−σ2
c , ∀i ∈ Sd,

(7)

where ξh=max
i∈Sd

P
(c)
i

g〈i,i〉
wN0

,

Algorithm 3 Radio Resource Set Partitioning

1: r = 1

2: while CL 6= ∅ do
3: Sr = CL

4: // Trim Sk according to the set of inequalities (6)
5: compute ěi ∀i ∈ Sr;
6: find link i∗ ∈ Sr with minimum ěi;
7: while ěi∗ < ei do
8: remove i from Sr;
9: compute ěi ∀i ∈ Sr

10: find link i∗ ∈ Sr with minimum ěi;
11: end while
12: // Trim Sr according to RSC1 and RSC2,
13: find S∗ ⊂ Sr of the links not satisfying the sets of

inequalities (7) and (8);
14: while S∗ 6= ∅ do
15: compute ěi ∀i ∈ S∗;
16: find link i∗ ∈ S∗ with minimum ěi;
17: remove i∗ from Sr;
18: find S∗ ⊂ Sr of links not satisfying the inequalities

(7) and (8);
19: end while
20: remove link members of Sr from CL and set k =

k + 1;
21: end while

and RSC-2:




∑
j∈Sd

P
(c)
j

g〈j,i〉≤
P
(c)
i

g〈i,i〉

(1+|Sd|ξh)

∣∣∣∣Scb(i)

∣∣∣∣
|Sc|+|Sd|−1

−σ2c , ∀i∈Sc

∑
j∈S\{i}

P
(c)
j

g〈j,i〉≤
P
(c)
i

g〈i,i〉

(1+|Sd|ξh)

1
|Sc|+|Sd|−1

−σ2c ,∀i∈Sd
,

(8)

where ξh=max


max

i∈Sd
P
(w)
i

g〈i,i〉
σ2c

,maxi∈Sc
P
(w)
i

g〈i,i〉
|Sd|σ2c




respectively.
Finally, in Algorithm 3, the term ěi repre-

sents a lower bound on the nominal normalized
information rate achievable of link i, and is de-
fined as

ěi=



log2

(
1+

P
(c)
i g〈i,i〉

σ2
c+

∑
j∈Sdr

P
(c)
j g〈j,i〉

)
, ∀i ∈ Scr ,

log2

(
1+

P
(c)
i g〈i,i〉

σ2
c+

∑
b∈B P̂r(b,i)+

∑
j∈Sdr \{i}

P
(c)
j g〈j,i〉

)
,

∀i ∈ Sdr .
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