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Abstract

This paper describes the development and application ot@epf engineering soft-
ware that provides a Problem Solving Environment (PSE) ldapaf launching, and

interfacing with, computational jobs executing on remosorgces on a computational
Grid. In particular it is demonstrated how a complex, segaljineering optimisation

code may be efficiently parallelised, Grid-enabled and eméédvithin a PSE. The en-
vironment is highly flexible, allowing remote users from ditnt sites to collaborate,
and permitting computational tasks to be executed in gdratiross multiple Grid re-

sources, each of which may be a parallel architecture. A follking prototype has

been built and successfully applied to a computationalipaleding engineering opti-
misation problem. This particular problem stems from elagtirodynamic lubrication

and involves optimising the computational model for a loant based on the match
between simulation results and experimentally observeal dat

Keywords: Parallel, Computational Grid, Problem SolvingiEsnments

1 Introduction

The use of numerical simulation as part of the engineerisigdeprocess is now com-
monplace. A major constraint on its applicability, howevsrprovided by the com-

putational resources within an organisation, or sub-unihiwithe organisation. The



use of computational Grids, either across a single largeaige or between different
enterprises, provides significant opportunities for @iftetive access to large compu-
tational resources, promising to significantly enhancestttpe and value of numerical
simulation [1, 2]. For example, large-scale parallel highfprmance computing (HPC)
applications may be tackled, or large parameter spacesrexithrough the use of mul-
tiple solutions of smaller problems. In this paper we presenew problem solving
environment (PSE) that enables users to launch, and inteiths jobs that execute on
remote Grid resources. As is typical, e.g. [3-5], the PSE has ingg@emented for one
highly challenging engineering application, however thsigie allows other applica-
tions to be swapped in without the need for fundamental change

Features of the Grid-enabled environment include the ghditaunch jobs onto one or
more remote Grid resources, to obtain real-time intermed&gults and visualise them
locally, and to steer the remote simulation by altering peaters such as physical con-
ditions, numerical parameters or even the underlying nmagitieal model. Furthermore
the PSE allows remote collaborators, working from othesstiejoin a simulation and
to interact with it through both visualisation and steering.

This work builds on an earlier PSE [6—8] by adding flexible Geithbled functionality
and through the use of a challenging engineering optinaisgtioblem as an industrially
motivated application.

The particular application that has been selected for tbhikwomes from elastohydro-
dynamic lubrication (EHL) [9, 10]. This is described in détaithe following section.
Section 3 then explains how the fundamental EHL problemsratedded within an op-
timisation procedure that is used for selecting the bestiptesparameter values within
the simulation model.

Section 4 describes the necessary changes to turn thegairalsation algorithm into
a distributed memory parallel application with fast solationes. Consideration of the
appropriate degree of parallelism for this applicationiieeqg here. In Section 5 this

work is extended to also include parallel solution for theneuical problem at the heart



of the optimisation process itself, hence achieving a htbraof parallelism: this is
explained in the context of using distributed, remote Grabreces.

Having provided an explanation of the engineering applicatand how it may be exe-
cuted in parallel across a computational Grid, Section 6deswn the PSE itself. This
is a vital tool in effective use of Grid resources since thditgtip interact with a sim-
ulation, to guide the solution or to change the problem bewlged, is very important.
From a PSE this can be done without recompilation of code abrasssion of the job
onto the Grid. As Grid cycle accountancy, through utility copgion demand, de-
velops in the coming years it will be important not to have westlock cycles, and
steering will assist with this. The Grid-enabling aspects ef BSE are also described
in this section, along with a description of how the gViz cbbeative libraries [11] are
used. The output visualisations for such a complex problenakso very important in

being able to effectively use the PSE and these are desdnil&=ttion 6.3.

2 Elastohydrodynamic L ubrication Modelling

Elastohydrodynamic lubrication problems occur, for exbamip lubricated journal bear-
ings and gears where, at the centre of the contact region #ukexerted over a very
small area causes extremely high pressures (up to 3 G P&jngsn both elastic de-
formation of the components and significant changes in thedant properties in this
area [9]. The mathematical models of these problems areftirerhighly non-linear
and provide challenging tests for reliable numerical satiah. In recent years there
have been significant advances in the development of rolureencal methods for
these problems, summarised by Venner and Lubrecht [10]hignwiork we consider
both one dimensiondihe contactcases, such as long (modelled by infinite) rollers, and
two dimensionapoint contactcases, such as journal bearings.

Mathematically EHL is described by a highly non-linear integifferential equation

system relating the pressurB, the geometryH, the density,p, viscosity, 7, and



temperature 8, solutions. The steady-state governing equations arengivenon-
dimensional form, by the following equations. First, the Ralgs Equation, shown

here for the point contact, governs the pressure distabdtr a given geometry:
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The film thickness equation defines the contact shape, foremgindeformed geome-

try 4. For line contact cases it is given by
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and for point contact cases by:
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whereHqg is the central offset film thickness, which defines the re¢gpigsitions of the
surfaces if no deformation was to occur. The force balancatsn,
. ® T
line contact: / P(X)dX = =3 (6)
dXx

point contact: / / P(X,Y) (7)

is also solved to provide conservation of applied force.



More complex models may also be used, such as thermal cases thbdemperature
is variable both within the lubricant and on the surfaces. pidgl form of this model
is described in [12]. The lubricant models used in this waekthermal versions of the
Dowson and Higginson density expression [13] and the Roelasdesity model [14].
Once solutions for these equations are found it is possikietive the shear stress on

each surface [12]. For example on surface 1 the force is defmbe
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for surfaces 1 and 2 at= 0 andz = H respectively, moving at dimensionless spddgs
andU, respectively. From these expressions it is possible to watkhe total friction

through a contact. In the line contact case, for exampls,ishgiven by.# as:

7= [ prtaa(x (10)

Example line contact solutions are shown in Figure 1 for (e)pgtessure and surface
geometry (film thickness), and (b) the density and effeatigeosity. Note the existence
of the pressure spike towards the outflow at the end of theacorggion. This is a well
known physical feature of these highly loaded EHL contactd,@early requires fine-
scale numerical resolution.

In this work we make use of existing EHL software, describedli-{L7]. More gen-
eral information about the techniques used in numericallyisg EHL problems may
also be found in the work of Venner and Lubrecht [10]. Desctibeefly, the equations
are discretised on a regular mesh\sf(2K+1) points in each dimension. Both first and
second order finite differences may be used. The resultinginear algebraic systems
are solved using the multigrid techniques described in15016, 18] and the multi-
level multi-integration (MLMI) algorithm of Brandt and Luécht [19]. MLMI uses

coarse grids and high order grid transfer operations tocethe deformation calcula-



tion (i.e. the integral in (5) from?’(N%) to &(N%InN?). The single grid cost is so high
since the discrete version of Equation (5) is a multi-sunionadf the entire fine domain,
for each point. In this work we have used sixth order coarggtamestrict the finer grid

solutions through a hierarchy of grids to the coarsest dirid.on this coarsest grid that
the multi-summation is performed, at a fraction of the coihe calculated contribu-
tions to the deformation are then prolonged back througthtéearchy, correcting the
approximation to the summation near each point by having i@ @ocurate summation

in the locale.

3 Optimisation for EHL

The EHL models described in the previous section contairge lanmber of parameters.
These can be split into those describing the physical camgditof a particular test, and
those describing the rheological properties of the lulmtidzeing used. The physical
parameters include the loading of the contact, the ambeempérature andlide to roll

ratio, a measure of the amount of slip of one component past the githen by

o= 22—t (11)
Up+u

whereu; andu, are the speeds of surfaces 1 and 2 respectively. The lubriequnires
up to 40 parameters to specify its behaviour in a full non-Nevaio thermal EHL simu-
lation. These parameters are not easily measured for a lgikenant and so a practical
approach to assigning their values is to optimise thesenpetea values against mea-
sured experimental data for that lubricant.

The optimisation undertaken in this work is intended to finel $et of lubricant model
parameters that best match the total friction through thetaad from numerical calcu-
lations to the observed friction in experiments performeddest rig under a sequence
of different physical conditions. In these examples theeeixpents have been run at

three different loadings, two different ambient tempemesuand six different slide to



roll ratios, giving a total of 36 different cases, coveringiide range of the operating
conditions which lubricants may undergo in practice. By gsinnumerical solver it

is possible to run each of these cases for a particular inguatnpeter set. Ten of the
lubricant rheology parameters have been varied to try tatfiagharameter set that most
closely matches the frictional behaviour of the real ludmic For a given set of lubricant

parameters we define the total frictional residyét, to be
2
=y (tngm_g;.exp) (12)

Whereﬁ’j”um andyjex'oare the numerical and experimental values of the frictigriHe

jth set of physical parameters, with the numerical value beihgutzted as given by
Equation (10), or its two-dimensional generalisation far point contact case. With ten
physical parameters to vary the optimiser is thus trying ioimse Zr in ten dimen-
sional space. Furthermore each evaluatiopfrequires 36 separate, computationally
intensive, EHL problems to be solved.

The precise choice of optimisation algorithm used is nofaleas for this work which is
on the fast and efficient evaluation of the optimisation fiorc(and possibly its deriva-
tives) rather than the use of a particular minimisation coBler the examples given
in this paper a sequential simplex algorithm [20, 21] hasmhesed from the NAG C
library [22]. This has the advantages of being simple, rgbaisd not requiring any
derivatives to be found. Although not used here, gradiergdbakyorithms could equally
well have been employed, with gradients based upon finiterdiffee or adjoint calcu-
lations, for example [23, 24]. For this work the choice ofiopsation method is not
important since the PSE is independent of the particulaicehaf minimisation algo-
rithm.

Each evaluation ofZF incurs the cost of performing 36 EHL solutions, and the typica
number of%Zr evaluations required in a standard run is of the order éf 2 overall

schematic of the optimiser is shown in Figure 2. This shows titafibw with the



36 EHL cases at the bottom and differeqntlubricant parameter sets, being supplied
by the optimiser from potential points in the simplex. EadilLEcase returns a
contribution to theZr value for this particulak;. Finally the optimiser returns a local

minimum solution x,;,, from the search space.

4 Parallelism of the Optimiser

In this section we focus on the EHL line contact problem. Thisne-dimensional and
hence each of the individual EHL problems fits easily into mgnamd may be solved
efficiently on a single processor. This means that the fikal lef parallelism may be
focused at the level of the optimiser which performs multiptél calculations for each
Zr evaluation. Each of the calculations has identical lulicaaracteristics but differ-
ent operating conditions meaning that it is possible to tltha cases independently of
each other, since the result of one does not influence anyeadtdttiers. However there
are great time savings to be made for EHL problems by usingragation methods.
That is, the result to one problem is often a very good guashésolution to a similar
problem, hence by forming a chain of similar problems thatietly expensive ‘first
link’ in the chain can then give the next result with far lesepaitational effort.

The overall work per processor is sketched in Figure 3, whach processor performs
one set of continued runs on a subset of the 36 EHL cases. Theommunication
necessary is the addition of each individual processorr’ﬂ;rﬁmtion%@ to the global
ZF. Once the combined total has been accrued in parallel thenigeti itself continues
to function as for the serial case.

The use of continuation adds an extra level of robustne$®tsdlver. Table 1 compares
various different continuation schemes and shows the sesaihparing the maximum
number of processors (36) where no continuation is possiblgjnuation with increas-
ing temperature (2 runs per processor); continuation witremsing loading (3 runs per

processor); and continuation with increasing slide to iatilr (6 runs per processor). It



can be clearly seen that maximising the amount of contionaised is very important
for increasing the overall efficiency. Where more processoe used continuation be-
tween results is less frequent meaning more full restartshance the parallel speed-up
diminishes. The final line shows the comparative serial cailegucontinuation along
lines of increasing slide-to-roll ratio. The variation eetnumber ofZF evaluations to
reach a local minimum is again due to the lack of continuatiane a poor initial guess
can cause the numerical solver not to converge, meaninghbaalculated friction is
given a 100% error for that case, therefore affecting theréubehaviour of the simplex
algorithm.

The parallel software from this project is designed for catafional grids such as the
White Rose Grid [25] with its mixture of shared and distributeeimory machines, in-
cluding a 256-processor Beowulf style cluster. For reasbpsability the parallelism

is undertaken using MPI [26].

5 Parallelism of the Solver

The line contact problem discussed in the previous sedtigstriates how the optimisa-
tion process may be parallelised to increase the solutieadspThe same optimisation
process may also be used for 2-d point contact problems howleseomputational
cost increases still further in this situation. This is @ane through the use of a par-
allel point contact solver, adapted from previous work [7], 2n order to reduce the

computational time sufficiently to make the optimisatioadible.

5.1 A parallel EHL point contact code

The starting point for the parallelisation of the methodadé®d above is the large
amount of work done on parallel multigrid methods [28—31d aork by the authors on
shared memory machines [7]. Discussions as to why paratielisaf multigrid, an al-

ready optimal algorithm, does not readily produce high elrefficiencies are given by



McBryanet al.[30], Llorenteet al.[28, 29] and Tuminaro and Womble [31]. The main
problems are the frequency with which coarse grids are enemthtmeaning that there
are very high communications costs relative to the comjmurtat his is especially true
once thecritical level has been reached, namely the coarse grid where each processor
has the smallest non-trivial amount of computation. Theahteft is whether to use
the critical level as the coarsest in the multilevel schemagglomerate, by moving all
the work to a single processor as in Lindetnal. [32, 33]; or to have idle processors,
such as used by Browat al.[34].

In the case of EHL problems the addition of MLMI causes extféicdities as even
more work is done at coarse mesh levels. In particular, siocggnificant computation
is done during the MLMI coarsening the communication costsasready a large factor
in terms of efficiency. A schematic of the overall algorithensketched in Figure 4
which shows a multigrid V cycle with multiple MLMI calls at eackvel. In contrast to
the multigrid method the most striking change is that thenmea calculation other than
at the multi-summation and correction stages, all the weik grid transfer.

The convergence properties of the standard solution mstimagn that line solves are
the most efficient multigrid smoothers for these problent, Bb], and hence such
smoothers have been considered during the parallelisafitime solver. The natural
geometric domain decomposition is therefore that of sinpgke direction of the lubri-
cant entrainment. Due to regular grids being used in the satvis possible to ensure
that coarser grids are always decomposed onto the samespooseas their coincident
finer grid points. This aids communication efficiency durgngl transfer. More detailed
discussion of grid transfer is given in [27].

The overall performance of the parallel solver is shown iruFegh, where the timings
are shown for a typical case on a grid of 4681097 points, on up to 64 processors. Note
that as the number of processors increases the size of treesbgrid increases too, in
order to ensure that the coarsest grid can be partitionedsthne processors. This leads

to a loss of efficiency since the deformation calculationn@she MLMI algorithm) is

10



being done more accurately but at a much a higher overall €&mtversely, if we fix
the size of the coarsest mesh there is a maximum number oégsors that may be
used on it. For the cases shown in Figure 5, which is typical imwhork, it is clear
that there is little point in going beyond 16 processors ofndividual EHL case. A
more comprehensive discussion of these coarse grid issag®enfound in [27], and
ways of improving the situation are proposed, althoughefadisadd significantly to the
complexity of the implementation.

In this work, however, it is clear from the previous sectioatthdditional parallelism is
possible if we make use of a hierarchical approach which coesttins parallel solver
with the parallel optimisation described in the previoustisec This aims to make
optimal use of the Grid resources available, as outlined ©ti®@e 5.2 below, rather
than simply using all the available processors on eacheiBHIL case, which Figure 5

illustrates would be less efficient.

5.2 Hierarchical parallelism

The use of the parallel solver inside the parallel optimisads to the notion dfier-
archical parallelism This is illustrated in Figure 6 where tl@&rid Mastercan be seen
to be communicating with a seri@mulation Controllerswhich, rather than being the
EHL simulations as in the line contact work, are now the lead@sses of parallel EHL
simulations.

For reasons of portability the software produced in thiskaoakes use of the MPI li-
brary [26]. In implementing this hierarchical strategyaistbeen necessary to introduce
additional MPI communication groups, to include local gretor each simulation and a
group for all of the Simulation Controllers. This latter gpoof processes is responsible
for synchronisation at the end of ea@fy evaluation, with each Simulation Controller
posting its contribution toZF to the Grid Master. The Grid Master then broadcasts
within this group the necessary information (i.e. the paramsetx;) for the nextZr

evaluation. Each Simulation Controller then passes tle¥aak information down to its
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worker processes via the local simulation group.

This communication paradigm means that it is possible te takvantage of the Grid,
rather than just traditional HPC technologies. In particifiarather than a massively
parallel machine, multiple smaller resources are avalathlen it is possible to use
Globus with Grid-enabled MPI, MPICH-G2 [36], to split the comiga sensibly be-
tween resources. This would allow frequent, data-heavyy Bgeed communication
within single resources for each EHL simulation, but slowersp&CP/IP traffic be-
tween Grid resources transferring small amounts of data drtheaend of each contin-
uation series.

The solution speed for the hierarchical parallelism scherikustrated in Figure 7.
This shows the time taken for te#dr evaluations using the hierarchically parallel op-
timisation solver, each EHL solve consisting of ten multigvicycles on a mesh of
1025x1025 points. It may be seen from this figure that the paraliébn of the opti-
miser, with parallelisation of the solver beneath is a gooategyy. The issues concerned
with the loss in efficiency beyond 48 processors are three feidcst, the grid resolu-
tion, and hence high level of coarse grid communicationagisig to effect the parallel
solution efficiency. The second issue is concerned with the E&les not all having
the same computational solution time when the physical patens are varied. Most
importantly in a Grid setting, however, not all of the 96 prams used in this example
are identical. Hence if one set of parallel computationsdakace on a slower set of
processors than the rest this will lead to a loss of overadlieficy. This last observation
raises some interesting issues regarding dynamic loaddiatpacross Grid resources,

however these are beyond the scope of this paper.

6 A Grid-enabled PSE

Problem Solving Environments are a very useful way in whichdmbine simulation

and visualisation into a single package. The consequdntiabfit of such a system

12



is that it facilitates experimentation with minimal addrtad effort from the user. It
is the combination of these elements, combined with the kriydeof the user, that
make such systems potentially very powerful for obtainingarstanding of the range
of problems being solved.

PSEs were first proposed by the landmark NSF report of Haber aiaMz[37] and
have become more readily built as software systems, edlgadgualisation packages,
have evolved. Commercial visualisation packages, suchAsINRIS Explorer [38],
AVS, and IBM’s OpenDX, all have functionality for including sifation components.
Some open source PSEs have also been developed, most reotadilg them being
SCIRun [39] which has grown out of a more focused PSE for a paatidmedical)
application, to become the more general system of its ledésses.

The integration of Grid technology with PSEs is now a naturap sh this evolution.
The ideas of ‘workflow’ in Grid terminology correspond very sédy with how PSEs
are generally constructed within any of the environmen&icibove. Besides the PSEs
designed for EHL problems, which are clearly the most reletanhis paper, [6, 7],
there are several other related works of note. A good exaof@especific PSE being
extended to massively parallel computers is Uintah [40] winiak extended SCIRun
through a common component architecture. Uintah is cuyréeting developed further

using the Globus toolkit, as is the Cactus project [41].

6.1 ThegVizlibraries

Much of the new Grid-enabling work described in this paper @salise of the gViz

libraries which are described in full in [11]. In brief, gVizqvides a communication
interface for a process running on a (typically) Grid reseuxt enable other users to
connect to the simulation and either visualise the resulsse®r the calculation. It does
this by providing a library of functions for communicatiof @ata between separate
programs.

A schematic for the gViz communications patterns is prodige=igure 8, which shows

13



the main desktop PSE being connected to a remote simulationgh channels labelled
‘Grid’, ‘Visualise’ and ‘Steer’. The functions are describe detail in the following
paragraphs. In addition Figure 8 also illustrates a sec&ftlitRat is able to connect with
the remote simulation. A connection is indicated betweenttieePSEs themselves,
representing the fact that some information may be shardga:atesktop level, without
involving the remote simulation. Examples of such includenera position, adding
pointers to solution features, or sharing visualisatioanities.

When the simulation is launched from the main PSE it is ingoadrtor the PSE to know
where to find the simulation, so that it can initiate the ne@gssonnections through
the use of sockets. In the simplest scenario the ‘launcipetifies as command line
arguments its machine name and a specific port on which it wilidgtening. The
simulation then uses this advertised location to returmhatetion of the running threads.
This destination location is kept the same for all new listsrio connect through. This
is referred to in Figure 8 as the ‘Grid’ channel. A more comgtlal scenario involves
the use of a gViz directory service. If specified at launchetiimen the simulation will
register here rather than with the desktop PSE. This endiddsdation of the running
simulation to be advertised in a more persistent mannerlbyeaiding other desktop
PSEs wishing to connect for the purposes of collaboratiosymehronous steering.
Once the simulation on the Grid resource is running it must gsaown ‘Visualise’ and
‘Steer’ channels. This is done through separate threadshwirat until a “listener”
makes a connection. If a connection is made to one of thesadhithen an additional
thread will start and wait for the next listener. When the ation to a listener is
terminated, the thread is also closed to free the memoryltangdrt. Throughout the
execution of the simulation it is these ‘Steer’ and ‘Visgalichannels along which data
flows. User requests for computational steering are sent gigSieer’ channel. The
main simulation thread will query the steering thread atedlé intervals to receive any
updates. The steering data is a predefined list of inputstsithulation and hence this

is usually a relatively short list. Through the gViz funetga user may change one or

14



multiple values at any time. Steering information is sywmchsed between connected
PSEs so changes made by one user are reflected on the des&tgpathiers.
Whenever an output dataset is ready it is made availablaghrthe ‘Visualise’ channel.
This data is typically far larger in quantity, and less regiyl defined, than the steering
data and hence gViz requires the application developer tkeragailable all the in-
formation needed by the desktop PSEs to create a visuahsalypically this data is
broken down into coherent blocks of similar data, such asdinates of mesh points,
and solutions values, along with basic variables such asuthar of dimensions and
the number of datasets being returned. In order to receiserttormation the desktop
PSE must allocate memory of the appropriate size and sorafteiving the number
of blocks being sent, the simulation will transmit the numbgbytes in each block.
The PSE-end of the application can then convert the raw d&tanative data formats
for the particular PSE being used. Any listeners connectirtipe simulation are able
to receive the latest dataset and hence all such informeti@tained at the simulation
end, rather than on the desktop. Visualisation converdrams gViz to PSE-package
specific formats have been successfully implemented fd&8 BRdplorer, SCIRun, Mat-
lab and VTK. Note that since raw data is being returned throughisualise’ channel,

different PSEs may choose to perform very different visadions at the same time.

6.2 Architecture

An example of a typical IRIS Explorer map for the EHL lubricaargmeter optimisa-
tion PSE is shown in Figure 9 where the dataflow pipeline, gdélgdram left to right,

is clearly visible. The majority of the modules are used misualisation process and
hence only the three modules on the left are described irotlesving paragraphs.

The first module in the map shown in Figure®@pbusSearchnterrogates a GIIS (Grid
Index Information Service) server to analyse the availag$®urces and their current
statuses [42]. The user can then select a resource and cosagable launch method,

including launching the job onto the Grid using Globus [43]r s work we have ex-
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tended the gViz library to include parallel launch mechargsncluding writing a par-
allel job submission script or a Globus RSL (Resource Spatidfic Language) script
which then gets submitted to Sun Grid Engine for scheduling @nsuitable node.
When the job is launched only one of the parallel processésitiate the gViz library
and handle the communication between the Grid job and the@@&SE. The infor-
mation returned to the desktop, described above, detdiimtpcation of the Grid job is
then passed to the next two modules in the n&tperGOSPERNdVisualise GOSPEL
Knowledge of where the simulation is running also allows any motiser to access the
simulation through the gViz libraries. This means that oaespn, with Grid certifica-
tion, can start the simulation and other collaborators rmdahe world can then all see
the results of that simulation and help to steer the comjount§®, 42]. In fact, the person
who originally launched the Grid job need not actually be iwedl from that point on.
Computational steering is the ability to change a simutetinat is already running. One
example of this could be choosing to use a lower quality megharearly stages of the
solve, but as the solution gets near to a local optimum ushigleer resolution mesh to
improve the accuracy of the solution obtained. The mo@iégerGOSPEbDas several
uses. Firstly it shows the current best set of values fountiépptimisation algorithm,
along withZg. This allows a user access to individual numbers from the Isitiom
rather than much larger datasets for visualisation pugo3&ese numbers can also
be used for steering. For example it is possible to resubinstdurrent best set to the
optimiser once a minimum has been found. The simplex alyonwill then build a new
simplex around this previous minimum, potentially allowingo escape from local
minima. Similarly, a different point in the search space banspecified away from
regions in which the optimiser has previously searched. Adtively, as mentioned
above, the accuracy can be changed. A further method that veeilmplemented in
this work is the ability to change the underlying mathenaticodel being used. In the
case of EHL simulations, for example, we permit the user toduar(or off) the thermal

components of the solution. The thermal solve (i.e. treamgperature as a variable
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across the contact through addition of an energy equatsomuich more expensive but
adds greater accuracy to the friction results obtainece@ally for those cases where
more heat is generated [15].

Communication from the PSE to the simulation is done, asridest above, through
the gViz libraries. At suitable points the simulation will dkef any new input data has
been received. If a steering request is for additional amyrsay, then these changes
can be introduced without changing the points of the curremplex and would there-
fore only apply to future calculations. If, on the other hamdew simplex was requested
then the use of a communication flag inside the routine wilkedte optimisation rou-
tine to terminate and then restart with the new simplex.

The VisualiseGOSPEmodule communicates with the simulation to receive all of the
datasets for visualisation. These are then packaged upsiatmlard IRIS Explorer
datatypes and sent down the rest of the map for visualisatibren the full datasets are
being shown then more information needs to be returned frerpahallel nodes than is
necessary for just the optimisation process. Descriptibtiseomost significant output

datasets are provided in the following section.

6.3 Visualisation

A full optimisation run generates very large quantities @hhdimensional multivari-
ate data even though each single EHL simulation is reducadtmpe number?j”“m,
from Equation (12). The distance each of these calculateeesas away from% jeXp
is one piece of information that may be of interest to a usehwgsto steer the op-
timisation. For example if the results were all good excepsay, very high ambient
temperatures then engineering knowledge of which paramatierst the accuracy at
such temperatures could be used to accelerate the opimnigpabcess. A visualisation
of such data is shown in Figure 10 which consists of a 2-d plane iwitreasing slide
to roll ratios plotted against experimental friction forchaf the loadings and ambient

temperatures. The 3-d surface represents the errors inaddbk calculated friction
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values. If a perfect solution was found this would collagske exactly on the six lines
of experimental results.

The progress of the optimiser itself may also be visuali3ée. most useful information
would be to display the evolution of the best data set found tar, however this high-
dimensional data cannot be represented easily. Other tpamare therefore required
to allow the user to visualise the progress of the optimig@ne of these is shown
in Figure 11 where thg-axis represents the relative change from the initial estm
for each of the ten variable parameters, with progressiongathe x-axis being the
incremented for improvements in tl¥é- value. In Figure 11 two different graphs are
shown. The first has the optimiser progressing without anyistgewnhilst the second
has a new simplex formed after the!8@mprovement to the best point in the simplex,
see Figure 12. Itis clear from Figure 12 that the new conwkvgdue is better than the
pre-steered converged value. Combining this informatidh tie change in converged
solutions as shown in Figure 11 we can see that this signifiogoovement has been
obtained even though most of the individual parametersiaréas to those reached for
the previous (local minimum) solution.

Other visualisation techniques are possible and have bgaenmented. The choice of
the most appropriate visualisation techniques to use &lgldependent on the partic-
ular simulation being performed. Another approach that we lvaplemented is based
upon the use of parallel coordinates [44], where each commptarig¢he solution is vi-
sualised as a vertical displacement on a 2-d graph. Theseecaseful for identifying

dependencies between variables.

7 Evaluation

In this work we have demonstrated how a complex serial, eegimg optimisation code
may be efficiently parallelised, Grid-enabled and embedd#uma PSE. Through the

use of the PSE it is possible for an engineer user to expetimere easily by tak-
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ing advantage of the benefits of concurrent simulation asdalsation, and the use
of computational steering. The specific visualisation dedsafor this particular ap-

plication are driven by the needs of the users, so as to help tb gain insight into

a multidimensional parameter space; enabling them to esitem local minima, as

well as understanding the nature of the EHL simulations beamgputed. The use of
parallelism in the simulation has decreased the real-timaewgion of the simulation sig-
nificantly and the hierarchical parallelism approach hasifated tackling much more
complex optimisation problems than had previously beesiliéan The use of MPI for

the parallelism has allowed portability between Grid resaureed use of the open
source gViz libraries has ensured that the communicatibndsn different platforms

of PSE and Grid resource is similarly transparent.

In order to transform the PSE demonstrated in this work tdfardnt problem domain

the following issues would need to be considered.

e Inputs — for many real engineering applications there catatgee numbers of
input quantities used in the software. These will be a mixtdiyghysical descrip-
tions, numerical parameters for the solver, and perhaps @wveices of solution
methods to be used. Deciding which of these to expose to thevilkdepend on

their level of expertise.

e Steering — it is necessary to decide which of the input questtb steer based
upon how changes in each of these are likely to affect therpssgof the solver.
For instance in our scenario increasing the resolutionetittmain is a relatively

minor change compared with switching the oil being tested.

e Outputs — choice of precisely what data to make available fipudwisualisations
can be non-trivial. In cases such as the optimisation examipthis paper, the
large numerical solutions to the individual cases will galigibe reduced to just
a few numbers, but these can be combined with other relatettseés produce

more detailed understanding.
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e Parallelism —we have demonstrated that the use of hierailgracallelism can be
highly beneficial. However we have also seen that whenever thenedependent
cases being solved results may be strung together in caitmchains to reduce
the degree of parallelism, but increase the overall perdoice. This issue is
therefore possibly the most problem specific matter that imeisonsidered when

transforming the PSE.

At least two significant generic conclusions may be drawn frbis work. The con-
cept of not only running a computationally intensive coderemote Grid resources,
but also of interacting with it in real time, has been demaistt to be feasible for a
non-trivial engineering test-problem. This has importamplications for the ways in
which computational scientists and engineers may work withelscale off-site com-
pute resources, as well as allowing physically distributadtenembers to interact with
Grid-based simulations. Furthermore the concept of hibrea€parallelism, in which a
task is partitioned across more than one parallel compumalitresource on the Grid, has
also been demonstrated to be a powerful practical tool for @Gndputing. This partic-
ular research conclusion is of potential significance whenam ensemble of compu-
tationally intensive calculations are required, not oy dptimisation problems of the
type considered here, but also when sensitivity analysiséessary or when numerical
derivatives are being calculated for example.

One of the main areas for future expansion of these ideas iadertake additional
research and development into the effective incorporatiodata security. The data
used in engineering simulations is often commercially gesand so secure methods
of communicating this to and from remote Grid resources mastdnsidered. This
particular work was undertaken using the White Rose Grid y@%th has a number of
standard security devices implemented, but is not desigmédve the same levels of
security that one would expect from within a single orgamnsat

Another area for future expansion concerns more generaldeepkng. When multiple

simulations are running and a new user wants to join in algotktion, they may need
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to know more than the name and location of each simulatiorently listed in the
directory service. More detailed information such as stedristories and current active
users could be very useful.

The final area of future research that we highlight here isahdynamic load balancing
on the Grid. As we have seen in this work, when a job is partitioredss more
than one architecture on the Grid it is not necessarily a goad balancing strategy to
assume that all processors have the same performance. |t ®thelpful to establish
a robust dynamic load balancing strategy that could mové Wwetween resources as

and when it identified imbalances in their utilisation.
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Continuation Solution Number ofZk Average time
Processors . . perZr
scheme time (s) evaluations .
evaluation (s)
No continuation 36 2062 1009 2.04
Temperature 18 559 254 2.20
Loading 12 341 163 2.09
Slide to roll 6 531 217 2.45
Slide to roll 1 2560 217 11.80

Table 1: Optimiser solution times for varying continuati@hemes
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