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ABSTRACT. We consider second order linear differential equations in a real interval I with mixed
Dirichlet and Neumann boundary data. We consider a representation of its solution by a multi-point Taylor
expansion. The number and location of the base points of that expansion are conveniently chosen to guarantee
that the expansion is uniformly convergent V = € I. We propose several algorithms to approximate the multi-
point Taylor polynomials of the solution based on the power series method for initial value problems.
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1. Introduction

We consider boundary value problems of the form

o(x)y" + f(x)y +g(x)y = h(z) in (0,1),
MY =N,

where

My My Mz My Ny T / /
= R N = , Y = 0 , 0 , 1 , 1 )
M (M21 Moy Mo M%) (N2> (¥(0),4'(0),y(1),y'(1))

M;; and Nj; are real numbers and rank(M) = 2. In the remaining of the paper we suppose that (1) has

a unique solution.

Assume that ¢, f, g and h are analytic at a point z = ¢ € € and denote by D,.(c) the common disk
of convergence of the Taylor series of those functions at x = c¢. If the radius of convergence r is large
enough such that [0,1] C D,(c) and ¢(z) # 0 in that disk, then we can compute the Taylor expansion
yn(2) of the solution at z = ¢ [2], [7]:

y(‘T) = yn(x) = Zak(iﬁ — C)k.
k=0
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We equate to zero the Taylor coefficients at z = ¢ of R(z) := ¢(z)y)(z) + f(z)y,,(x) + g(x)yn(z) — h(x)
up to the order n — 2. We obtain in this way a system of n — 1 linear equations for the n 4+ 1 unknowns
ap, i, @z, ...,an. This system is complemented with the two linear equations MY = N. We obtain then
a linear system of n + 1 equations and n 4+ 1 unknowns ag, a1, as, ..., a,, the solution of which gives an
approximation to the Taylor polynomial y,(x), and then an approximation of the solution y(x) of (1)
[2], [7). When My = Mss = 1 and the remaining M;; = 0 ((1) is an initial value problem), this is the
well-known method of Frobenius [[6], chap. 0.2.2] the convergence of which has been demonstrated. On
the other hand, as far as we know, the convergence of the method for the general boundary value problem
(1) has not been proved.

When [0, 1] is not included in the disk D,.(c), we can take several points ¢ (typically along the interval
[0,1]) in such a way that [0,1] C {J, Dy, (cx). Then, we essay a Taylor expansion of the solution at every
such point z = ¢; and match these expansions at intersecting disks D, (¢x) [[5], Sec. 7]. In this way, we
obtain an approximation of the solution of (1) in the form of a piecewise polynomial in several subintervals
of [0,1]. Although this method gives an analytic approximation to the solution, this approximation is not
uniform in the whole interval [0, 1] and the successive matching of expansions translates into numerical

€ITors.

In the next section, we revisit the method considered in [2] and [7], proposing different algorithms and
showing their convergence. In Section 3 we propose a different method by considering two-point Taylor
expansions instead of the classical Taylor expansion. As a difference with the technique indicated in
[5], this method gives a polynomial approximation uniform in [0, 1]. The approximation by an n—points
Taylor expansion is a straightforward generalization and we just give some indications in Section 4. A
few remarks and comments are given in Section 5.

2. A Taylor expansion of the solution at an arbitrary point

Suppose that the functions ¢, f, g and h are analytic in a disk D, (c) such that [0,1] C D,(c) and ¢
not vanishing there (the real or complex point ¢ may or may not belong to the interval [0, 1]). Then, the
functions ¢, f, g and h, as well as y, have a Taylor expansion at = ¢, which is convergent for = € [0, 1].
We propose the following algorithm to approximate y:

Algorithm 1. Consider the auxiliary initial value problem:

{ o(x)y" + f(x)y' + g(x)y = h(z) in (0,1), )

ZU(C) = ao, y'(C) = ay,

where ag and a; are, at this moment, unknown parameters. In order to determine the solution y of (2)
we substitute its Taylor expansion at = = c:

y(@) =Y ar(e—o)F, (3)
k=0

and apply the standard method of Frobenius to the initial value problem (2). We equate to zero the
Taylor coefficients at « = ¢ of the function R(x) := ¢(x)y” + f(z)y’ + g(z)y — h(z). We obtain in this
way a recursion for ay, of the form [[8], Sec. 4.2.4]

k—1

ap = Zak7jaj + Bk, k=2,3,4,.., (4)
=0
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where oy, ; and (i, depend on the coefficients of the Taylor expansions of ¢, f, g and h at £ = c¢. From
this recurrence relation we obtain the Taylor coefficients ar, k = 2,3,4,... of y at x = ¢ as an affine
combination of the two first coefficients ag and a;:

ar = Arag + Bray + Cy, k=23,4,..., (5)

where Ay, By, and Cj, are functions of ay ; and fy.

We truncate the Taylor series of y in (3) at a given n € N to obtain
Yn (x5 a0,01) Zak z —c)f (6)

the Taylor polynomial of the solution y of (2) with coefficients a; that are affine functions of ag and a;.
Then, we impose the boundary conditions over y, (z; ag, a1):

MY, = N, Y,' = (yn(0; a9, a1), vl (05 ag, a1), yn(1; ag, a1), vl (1; ag, a)).

This is a linear system of two equations with two unknowns, ag and a;, whose solution (when it exists
and is unique) gives an approximation to ag and a; that we denote by ag and a; respectively. From these
approximations ag and @; and (4) we obtain an approximation of any ax, k = 2,3, ...,n that we denote
by ax. Then, we obtain the approximate Taylor polynomial of y at x = ¢ and degree n:

In(2) = yn(x; G0, a1) Zak z—c)¥

as an approximation of the solution y of (1).

Example 1. Consider the boundary value problem

{ y' = (b—a)’la+ (b—a)xly=0 in (0,1),
y(0) = Ai(a), y(1) = Ai(b),
with @ < b. We have M1 = Ms3 = 1 and the remaining M;; = 0; N1 =Ai(a), No =Ai(b), ¢(z) =1,

f=0,9()=—(b—a)?la+(b—a)r] and h = 0. We consider the base point ¢ = 1/2. The unique solution
of this problem is given in terms of the Airy function: y(x) =Ai(a + (b — a)x).

(7)

For several n € N, we seek for an approximation g, (z) of the Taylor polynomial y,(z) of y(z) in the
form explained above. Figure 1 illustrates the approximation y(x) ~ g, (z) for some values of n, a and b.

The proof of the convergence of Algorithm 1 is as follows. From the method of Frobenius, and taking
into account equation (5) we know that, for given (ag, a1), problem (2) has a unique solution in D, (¢) of

the form
y(x;ap,a1) = apu(x) + arv(z) + w(x) vV z€]0,1],
with - - -
) :ZAk(x—c)k, v(x) :ZZBk(x—C)k7 w(z) ::ZCk(gc—c)k
and 4yg = By 1, Ay = By = Cp = C; = 0. Observe that w(z) is the unique solution of (2) for
ag = a; = ) =0 if h(z) = 0) and u(x) and v(x) are two independent solutions of the differential

0 (w(x
equation in (2) with h replaced by 0



Figure 1. Plot of the exact solution of (7), y(x) =Ai(a+ (b— a)x) (red), and the approximations §16(x) (green),
P1s(x) (blue) and §ao(x) (dark blue) with ¢ =1/2, a = —6 and b = 0.

When we truncate these series at a given k = n, we obtain the Taylor approximation of degree n at
x = cof y(x;a9,a1):

y(xa ag, al) = yn(:zz, a07a1) = aoun(iﬁ) + alvn(gj) + wn(gj)a
with

:ZAk(x—c)k, Un () ::ZBk(x—c)k, wp, () ::ZC’k(x—c)k.
k=0

For any couple (ag,a;) we have a different problem (2) with a unique solution y(z;ag,a1). It is also the
solution of (1) for a certain couple (ag, a1), the one that satisfies the linear system MY = N, with

u(0)ag +v(0)ay +w(0)

o [ (a0 + v (0)as +u/(0)
u(ag +v(1)ay + w(1)
uw'(1)ag + v'(1)a; +w'(1)

The approximation (ag, a1) of the exact solution (ag,a1) of this system constructed in Algorithm 1 is the
solution of the linear system MY = N, with

un(0)ag + v, (0)a; + w,(0)
Y/ — u;z (0)&0 + Up, (0)&1 + w:’L(O)
un(l)ao + vn(l)&l + wp(1)
ul (Dao + v, (1)a; +wl, (1)

Then, the approximate solution g, (z) of (1) constructed in Algorithm 1 is:
Un(x) = yn(x; G0, a1) = Goun () + a1, (x) + wy (),

which satisfies exactly the boundary conditions and approximately the differential equation. We have
that u,(z) — u(z), ve(z) — v(z) and w,(x) — w(z) when n — oo uniformly in x € [0,1]. Then, when
n — o0, the linear system M Y = N becomes the linear system MY = N, which has a unique solution
(ag,a1). Therefore, for large enough n, the system MY = N has a unique solution (dg,a;) such that
(ao,a1) — (ap,a1) when n — oo. Then, the approximate solution ¢, (x) constructed in Algorithm 1
approximates the unique solution y(z;ag,a1) of (1) when n — oo uniformly in « € [0,1]:

In () = agun(x) + ar1v,(z) + wp(z) — apu(x) + a1v(z) + w(x) = y(z; ap, a).

Algorithm 1 can be reformulated in the following way:
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Algorithm 2. For a given n € N, consider the (unknown) Taylor polynomial of y(z) at © = ¢ and
degree n given in (6). Equating to zero the first n — 1 Taylor coefficients of the function R, (z) :=
@)yl + f(x)y), +9(x)yn — h(z) at © = ¢ we obtain a linear system of n—1 equations with n+1 unknowns
ag, @1,...,an. These n — 1 equations are just the equations (4) for k = 2, 3,4, ...,n. This linear system is
complemented with the two linear equations MY = N. The solution ag, @1,...,a, of this complete system
gives an approximation of the Taylor polynomial y,,(2): yn(x) ~ §n(x) :== > 1_, ax(z — ).

With Algorithm 2, we compute at once all of the coefficients ag, a1,...,4, as the solution of a linear
system of n + 1 equations (the n — 1 equations (4) plus the two equations MY = N). With Algorithm 1,
we compute first the coefficients aq, as,...a, as functions of ag and a; (the n — 1 equations (4)). Then, we
compute the approximations dy and @; from the two equations MY = N. Finally, we obtain ds, s, ...,an

replacing ag and a; by Gg and a; respectively in (4).

The matrix method proposed in [2] and [7] to approximate y(x) is a reformulation of Algorithm 2.

In the remaining of the paper, and for convenience in the notation, we replace the interval [0,1] in
(1) with the interval [—1, 1] and consider the boundary value problem:

{ e(@)y" + f(x)y +g(z)y —h(z) =0 in (-1,1),

MY =N, v = (y(fl)ay/(fl)ay(l)ﬂ'/(l)) ) (8)

where the rank-2 matrix M and the vector N are given below formula (1). We suppose that (8) has a
unique solution.

3. A Taylor expansion of the solution at the two extreme points

In this section, instead of approximating the solution y of (8) by a standard Taylor expansion, we
consider a two-point Taylor expansion at the base points = £1 [3]. This selection of base points has
some computational advantages because the boundary conditions are given at these points.

Let O,. denote the Cassini oval in the complex plane with foci at = +1 and Cassini radius r; that is,
O, is defined by {z € €| |2 — 1| = r}. Let D, denote the Cassini disk defined by {z € €| |22 — 1| < r}.

When r > 1, O, is a single oval, when r = 1 it is a lemniscate, and when r < 1 it consists of two small
ovals around the points 1. When we assume r > 1, the interval [—1, 1] is lying inside O, (see Figure 2).

Suppose that the functions ¢, f, g and h are analytic in the Cassini disk D,., r > 1, and ¢ # 0 in D,..
We propose the following algorithm to approximate the unique solution y of (8).

Algorithm 3. The method of Frobenius assures that the unique solution y of (8) is analytic in the
Cassini oval D,.. Then, it is shown in [3], [4] that y admits a two-point Taylor expansion of the form:

oo

y(x) =Y [ax + bea](2® — 1)*, 9)

k=0
where the (unique) two-point Taylor coefficients ay and by are related to the derivatives of y at = £1
[3]. Apart from using the formulas given in [3], the coefficients a; and by, may be obtained recursively by
replacing y in the differential equation (8) by the above expansion. Also, we have to replace y" and y” by

Yp(x) = > {[(2k + Db + 2(k + Dbgra] + 2(k + Dagyra} (@ — 1)F,
=0 (10)

yn(z) = Z 2k + 1) {[(2k + Dag+1 + 2(k + 2)aky2] + [(2k + 3)bg41 + 2(k + 2)br12]x} (332 - l)k.
k=0
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We equate to zero the two-point Taylor coefficients of R(z) := p(x)y” + f(x)y' + g(x)y — h(z) at x = +1.
We obtain in this way ax and b, k = 2, 3,4, ..., from a system of two recursions of the form

k—1

ap = Y|k a5 + Brbs] + i,
5=0
k—1

b =Y _lag a5 + B ;bil + Vi,
=0

k=234,.., (11)

where the coefficients oy j, Bk j, Y, a;w, 5//”’ 7, depend on the two-point Taylor coefficients of ¢, f,
g and h at x = £1. The computation of the coefficients ay, bg, k = 2, 3,4, ... requires the initial seed
ag, b, a1 and by. From these recurrence relations we obtain the two-point Taylor coefficients ax and by,
k=2,3,4,... of y at x = +1 as an affine combination of the four first coefficients ag, by, a; and by:

ay, =Agaog + Brby 4+ Cray + Dby + Ey,
k=234, .. (12)

bk :Fkao + Gkbo + Hkal + Ikbl + Jk,

where the coefficients Ay, By,..., Ji; are functions of ax ;, Bk j, Y, O‘;w” ﬂ,/c’j, vi.- The parameters ag, bo,
aq and by are linked by the equations MY = N, with

YT = (ag — bo, by + 2b1 — 2ay1, ag + by, by + 2by + 2a;). (13)

This means that only two of these four parameters are free; suppose, for example, that a; and b; are
free (if we choose another couple of parameters as free parameters we can proceed in a similar manner).
Then, every two-point Taylor coefficient a and by, k = 2,3,4, ... is an affine combination of only a; and
b1.

Every couple (a1,b1) gives rise to a different function y given by (9)-(12). Formally, all of these
functions y are solutions of (8). But this problem has a unique solution, and then it must happen that
the series (9) is convergent only for one couple (a1, b1), the one that gives rise to the unique solution of
(8). The series (9) must be divergent for any other couple (a1, by).

The correct values (aj,b;) may be then obtained by imposing the convergence of (9). In practise,
we obtain an approximation (&1,51) of (a1,b1) by solving the two linear equations ap+1 = by = 0
(an+1 and b,y are affine combinations of a; and by). Doing this we are imposing implicitly that (9) is
convergent when we approximate this infinite series by

n

yn(z) =Y [ax + bea](x® — 1), (14)

k=0

Once we have obtained the approximation (ay, l~)1), we obtain from MY = N an approximation (ag, Bo)
of (ag,bp) and then, from (12), we obtain the approximations a; and by, k = 2,3,4, ... of a; and by as
affine combinations of @; and b; and hence, the approximate two-point Taylor polynomial

n

in(z) =Y _[ax + bea](z® — 1)*. (15)
k=0

Example 2. Consider the boundary value problem

(2% +a®) %" + 32(2* +a®)y +2a*y =0 in (—1,1),
) (16)

1 =y(l)=—— 0.
y(=1) = y() = 1. a>



Figure 2. The Cassini disk D, = {z € ('] |2% — 1| < r} with foci 1 and radius r > 1 contains the real interval
[~1,1]. Ifr < 1+ a? then it does not contain the singular points +ia of the differential equation (16).

We have M1 = Mss = 1 and the remaining M;; = 0; Ny = Ny = (1 +a?)7!, o(z) = (2% + a?)?,
f(z) = 3z(2% + a?), g(x) = 2a* and h = 0. For any a > 0, the function ¢ is nonvanishing in the Cassini
disk D, with foci at & = 1 for any r > 1 satisfyingr < 1 + a2 (see Figure 2).

We have
y(=1) =ag — by = (1 +a*)~! ap =(1+a*)7 1
N1 7
y(l):a0+b0:(1+a) bOZO

The two-point Taylor expansions of the coefficient functions are finite in this example:
p(a) = [(a® +1)% + 0] + [2(a® + 1) + 0](2® — 1) + [1 + 02](2* — 1),

J@) =043+ Da] +[0+32]=> — 1), gla) = [2a° + 0a],

and then, the recursions (11) are, for k =0,1,2,... and a_y =b_1 =0,

4(k + 1)(k +2)(a® + 1)%ags2 + 2(k + D[(2k + 1)a® + 2(3k + 2)](a® + )ak+1
+ 2[(4k* 4+ k + 1)a® + 2k(3k + 1))ag, + 4k(k — 1)ag_1 = 0,

4(k 4+ 1) (k +2)(a* + 1)%brg2 + 2(k + 1)[(2k + 3)a® + 6(k + 1)](a® + 1)bgy1
+ [((4k +3)(2k + 1) + 2)a® + 3(2k + 1)2)by, + (4k* — 1)by_1 = 0,
with ag and by given above and a; and by free.

For several values of n € N, we solve the equations a,4+1 = bp+1 = 0 for a; and b; and obtain the
approximate values a; and b1. From the above recursions and using the obtained (exact) values of ay and
bo and the approximate @; and b; we obtain the approximate Taylor polynomial (15). Figure 3 shows
the approximation §,(z) of y(x) for some values of n and a.

Observe that if @ < 1 we cannot apply the method of Section 2 because the function ¢(x) vanishes at
x = +ia, which points are inside any circle containing the interval [—1, 1]. In fact, the exact (and unique)
solution of (7) is the function y(z) = (22 + a?)~! which is singular at x = +ia.



X
=

0.5 1

Figure 3. Plot of the exact solution y(x) = (x? + a?)~! (red) of (16) and the approximations §j3(x) (green),
Us(x) (blue), Jo(x) (dark blue) and §11(x) (purple) with a = 1.

Algorithm 3 can be reformulated in the following way:

Algorithm 4. For a given n € N, consider the two-point Taylor polynomial of degree n, vy, given in
(14) and its derivatives y,, and y,/ given by the series (10) truncated at k = n. Equating to zero the first
2n two-point Taylor coeflicients of the function R, (z) := ¢(z)y) + f(z)y), + g(x)y, — h(xz) we obtain
2n linear equations for the 2(n + 1) unknowns ag, ai,...,ax; bo, b1,...,bn. These 2n linear equations are
supplemented with the two linear equations MY = N, with Y given in (13). The solution of this linear
system of 2(n + 1) equations with 2(n + 1) unknowns gives an approximation a, by, k = 0,1,2, ..., n, of
ak, by, and hence an approximation g, (z) of the two-point Taylor polynomial y, (z) of the solution y(x)
of (8).

Observe that R, (z) = O((x £1)"!) as  — +1. From this fact we deduce immediately a third
algorithm to approximate y, more appropriate for a computer algebraic manipulator:

Algorithm 5. The n first coefficients of the standard Taylor expansion of R, at x = 1 and also at
x = —1 vanish. Then, equate to zero the first n Taylor coefficients of R,, at x = —1 and the first n Taylor
coefficients of R,,(z) at x = 1. Consider also the two linear equations MY = N. From these 2n+ 2 linear
equations we can obtain an approximation ag, Ek, k=0,1,2,...,n, of the first 2n + 2 two-point Taylor
coefficients ay and by of y, ().

4. A Taylor expansion of the solution at » points

When the Cassini disk D, of analyticity of the coefficient functions of (8) with foci x = £1 does not
contain the interval [—1,1], we may consider a n—point Taylor expansion with n > 2 [4]. When those
base points are conveniently chosen, we facilitate the inclusion of the interval [—1,1] in the generalized
Cassini disk of convergence of the n—point Taylor expansion. The generalization of the three algorithms
explained in the above section is straightforward. We just illustrate the idea for n = 3 with the following

example.

Example 3. Consider the boundary value problem

[(z +1/2)* + a®][(z — 1/2)* + a®]y"

+4{(z+1/2)[(x — 1/2)* + a®] + (z — 1/2)[(x + 1/2)* + a®]} ¢/

+2{[(z+1/2)* +a® + [(x —1/2)* + a®| + 4(z® = 1/4)}y =0 in (-1,1), (17)
1

v =v() = G et e a> 0.
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The coefficient functions are entire functions, but the function ¢(x) = [(x + 1/2)% + a?][(z — 1/2)? + a?

vanishes at = +1/2 +ia. If a < y/v/2 — 5/4, we cannot find a Cassini oval with foci at © = +1 that
contains the interval [—1,1] and that does not contain the points z = £1/2 +ia [3]. Hence, we cannot
apply the method of Section 3. Consider then a 3-point Taylor approximation for y with base points
x==+1and 2 =0 [4]:

y(x) = Z[ak + by + cpx?]zt (2 — 1), (18)
k=0
This expansion is convergent in the region [4]:
1 9
E={ze||2(:*-1)| <r}, r< <Z+a2> Z+a2, (19)

that does not contain the points = +1/2 + ia. Moreover, this region contains the interval [—1, 1] when
r>2/(3v/3) (see Figure 4).

1/2+1ia

Figure 4. The region &, of convergence given in of (19) of the expansion (18) contains the real interval [—1,1] if
r > 2/(3v3). Ifr < (1/4 + a®)\/9/4 + a2 then it does not contain the zeros +1/2 = ia of the function y of
Example 3.

A straightforward generalization of Algorithm 4 to the case with three points is the following.

Algorithm 4°. For several values of n € IN, we replace y in the differential equation (17) by its three-point
Taylor polynomial
Yn(x) := Z[ak + bz + cpa®|a® (2® — 1P,
k=0

Then, the approximate 3n coefficients dg, by, €o..., Gn, bn, ¢n follow from equating to zero the first 3n + 1
three-point Taylor coefficients of the function R, (z) := ¢(z)yl + f(x)y), + 9(x)yn — h(z) and from the
boundary conditions MY, = N, with

yT = (a() — by + co, by — 2¢co + 2a1 — 2by + 2¢1, a9 + bg + cg, bg + 2¢o + 2a1 + 2b1 + 261).

Figure 5 shows the approximation for some values of n and a.
A straightforward generalization of Algorithm 5 to the case of three points is the following.

Algorithm 5°. Equate to zero the first n Taylor coefficients of R, at x = —1, its first n + 1 Taylor
coefficients at z = 0 and its the first n Taylor coefficients of at x = 1. Consider also the two linear
equations MY = N. From these 3n + 3 linear equations we obtain an approximation ag, by, and Chs
k=0,1,2,...,n to the first 3n + 3 three-point Taylor coefficients ay, by and ¢k, k =0,1,2,...,n of y,(x).
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X
>

-1 -0.5 0.5 1

Figure 5. Plot of the exact solution y(z) = {[(z + 1/2)* + a®][(z — 1/2)® + az]}_l (red) of (17) and the
approximations s (x) (green), §10(x) (blue), J15(x) (dark blue) with a = 0.4.

If the coefficient functions have more singular points Py, Py, Ps,... close to the interval [—1, 1] then we
should consider a multi-point Taylor expansion with more base points such that the region of convergence
avoids those singular points and contains the interval [—1, 1]. When we take more base points for the multi-
point Taylor expansion, we squeeze the convergence region of the expansion avoiding the singular points
P, and facilitate the inclusion of the interval [—1, 1] in this region [4] (see Figure 6). The generalization
of the above algorithms to the n—points Taylor expansion case is straightforward.

Figure 6. Typical portrait of the convergence region of a 5-point Taylor expansion at the five base points x = +1,
x==%1/2 and z = 0.

5. Concluding remarks

When one of the function coefficients of the differential equation in (1) is not analytic and/or ¢ is
vanishing inside any circle containing the interval [0, 1], we cannot use the standard Taylor expansion [2],
[7] to approximate the solution of (1). In this case we can subdivide the interval [0, 1] and approximate
the solution in every subinterval by Taylor expansions that must be matched on overlapping intervals
[[5], Sec. 7]. We obtain in this way an approximation of the solution of (1) in the form of a piecewise
polynomial in several subintervals of [0, 1].

In this paper we have proposed an alternative to the method considered in [2] that simplifies the
computations. Moreover, we have shown its convergence. Algorithm 2 proposed in Section 2 is a different
version of the Taylor-matrix method proposed in [2], [7] and has some resemblance with the method
proposed in [1] to approximate the solution of Fredholm integral equations.

The method introduced in [5] to approximate the solution of (8) gives an analytic approximation
to the solution, but this approximation is not uniform in the whole interval [—1, 1] and the successive
matching of expansions translates into numerical errors. In Section 3 we have proposed an alternative
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to this method by considering the Taylor expansion of the solution y simultaneously at z = +1. With
this procedure we obtain a convergent expansion of the solution uniformly valid in the interval [—1,1].
When the Cassini disk of convergence of the coefficients of the differential equation does not contain the
interval [—1,1] we may consider the Taylor expansion of the solution, not only at z = £1, but also at
other intermediate points (Section 4). With this multi-point Taylor expansion we squeeze the convergence
region of the expansion in order to avoid singular points and to include the whole interval [—1,1].

In contrast with the standard method of Frobenius for initial value problems, the coefficients of the
polynomial approximations obtained with these methods are not the exact Taylor coefficients of the
approximated functions, but approximations of those coefficients that get closer and closer to the exact
coefficients when the degree n of the approximation increases.
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