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1. Introduction

The most general notion of coherent pair was introduced and studied by de Jesus, Marcellán, Petronilho, and
Pinzón Cortés in [9], which includes, as a particular case, the concept of ðM; NÞ coherent pair of order m.

A pair of regular linear functionals ðU; VÞ in the linear space of polynomials with complex coefficients is said to be an
ðM; NÞ coherent pair of order m (M;N, and m fixed non negative integers), if their corresponding sequences of monic orthog
onal polynomials (SMOP) fPnðxÞgnP0 and fQnðxÞgnP0 satisfy the algebraic relation
P½m�
n ðxÞ þ

XM
i 1

ai;nP
½m�
n iðxÞ QnðxÞ þ

XN
i 1

bi;nQn iðxÞ; n P 0; ð1:1Þ
where fai;ngnP0; fbi;ngnP0 � C; aM;n – 0 if n P M; bN;n – 0 if n P N; ai;n bi;n 0 when i > n, and P½m�
n ðxÞ denotes the monic

polynomial of degree n given by
P½m�
n ðxÞ PðmÞ

nþmðxÞ
ðnþ 1Þm

; m;n P 0;



where ðaÞn is the Pochhammer symbol defined by ðaÞn aðaþ 1Þ ðaþ n 1Þ;n P 1, and ðaÞ0 1. Besides, when
m 1; ðU; VÞ is said to be an ðM; NÞ coherent pair.

The above definition unifies the generalizations given in the literature of the concept of coherent pair (in our terminology,
ð1;0Þ coherent pair) introduced by Iserles, Koch, Nørsett, and Sanz Serna in [8] (see also the work of Meijer [19]). In fact,
Delgado and Marcellán [5] introduced ð1;1Þ coherent pairs, Kwon, Lee, and Marcellán [12] considered ð2;0Þ coherent pairs,
Maroni and Sfaxi [17,18] looked at the ðM þ N;2M þ 1Þ coherence relation, Marcellán, Martínez Finkelshtein, and
Moreno Balcázar [14] presented the ðM;0Þ coherence relation, Alfaro, Marcellán, Peña, and Rezola [1,2] studied ð1;1Þ
coherent pairs of order 0, Petronilho [20] considered the ðM; NÞ coherence relation of order 0, de Jesus and Petronilho
[10,11] analyzed ðM; NÞ coherent pairs, Branquinho and Rebocho [3] looked at the ð1;0Þ coherence relation of order 2,
and, Marcellán and Pinzón Cortés [15] studied ð1;1Þ coherent pairs of order m. For a review about these and other related
works, see for instance, the introductory sections in the papers [15,11].

Additionally, there is a close relation between Sobolev orthogonal polynomials and ðM; NÞ coherent pairs of order m.
Indeed, when the linear functionals U and V are positive definite and l0 and l1 are the positive Borel measures associated
with them, respectively, de Jesus, Marcellán, Petronilho, and Pinzón Cortés [9] showed that the ðM; NÞ coherence relation of
order m (1.1), m P 1, implies
PnþmðxÞ þ
XM

i 1

ðnþ 1Þmai;n

ðn iþ 1Þm
Pn iþmðxÞ Snþmðx; kÞ þ

XK

j 1

cj;nðkÞSn jþmðx; kÞ; n P 0;

Snðx; kÞ PnðxÞ; n 6 m; ð1:2Þ
where K maxfM;Ng; cj;nðkÞ;1 6 j 6 K;n P 0, are rational functions in k > 0 such that cj;nðkÞ 0 for n < j 6 K , and
fSnðx; kÞgnP0 is the SMOP with respect to the Sobolev inner product
hpðxÞ; rðxÞik
Z

R

pðxÞrðxÞdl0 þ k
Z

R

pðmÞðxÞrðmÞðxÞdl1; k > 0; m 2 Zþ; ð1:3Þ
where pðxÞ and rðxÞ are polynomials with real coefficients. The algebraic relations in (1.2) allow to study analytic properties
of Sobolev orthogonal polynomials (see [9]).

In this paper, we will study the ðM; NÞ coherence relations from a matrix point of view. In Section 2, we will state nota
tions, basic definitions, and the background which will be helpful in the following sections. In Section 3, we will analyze
ðM; NÞ coherent pairs of regular linear functionals focusing our attention on the monic Jacobi matrices associated with
the linear functionals which constitute such a coherent pair. Besides, the classical case will be analyzed in more detail.
Finally, we will obtain the matrix representation of the multiplication operator by x with respect to the basis of monic
Sobolev orthogonal polynomials fSnðx; kÞgnP0.

2. Basic background

2.1. Orthogonal polynomials

A linear functional U : P! C defined on the linear space P of polynomials with complex coefficients is said to be
quasi definite or regular [4] if the leading principal submatrices
Hn ½uiþj�ni;j 0; un hU; xni; n P 0;
of the Hankel matrix associated with the moments of the linear functional are nonsingular. Equivalently, there exists a unique
sequence of monic polynomials fPnðxÞgnP0 such that
degðPnðxÞÞ n and hU; PnðxÞPmðxÞi kndn;m; with kn – 0; n;m P 0:
fPnðxÞgnP0 is said to be the sequence of monic orthogonal polynomials (SMOP) with respect to U . When detðHnÞ > 0;n P 0, then
U is said to be positive definite. In this case, there exists a positive Borel measure l supported on an infinite subset E of the real
line such that hU; pðxÞi

R
E pðxÞdlðxÞ; p 2 P.

An important characterization of orthogonal polynomials is given by the Favard Theorem [4] as follows. A sequence of
monic polynomials fPnðxÞgnP0 is a SMOP with respect to a regular linear functional U if and only if there exist

faP
ngnP0; fb

P
ngnP0 � C; bP

n – 0;n P 2, such that they satisfy a three term recurrence relation (TTRR)
PnðxÞ ðx aP
nÞPn 1ðxÞ bP

nPn 2ðxÞ; n P 1; P0ðxÞ 1; P 1ðxÞ 0: ð2:1Þ
Moreover, U is positive definite if and only if aP
n is real and bP

nþ1 > 0, for n P 1.
This TTRR can be written in a matrix form as
xpðxÞ J PpðxÞ; ð2:2Þ
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where
pðxÞ P0ðxÞ; P1ðxÞ; . . .½ �T ; J P

aP
1 1 0 0 � � �

bP
2 aP

2 1 0 . .
.

0 bP
3 aP

3 1 . .
.

..

. . .
. . .

. . .
. . .

.

2
66666664

3
77777775
;

where the semi infinite tridiagonal matrix J P is said to be the monic Jacobi matrix associated with the regular linear func
tional U.

On the other hand, for a linear functional U and a nonzero polynomial rðxÞ; rðxÞU is the linear functional defined by
hrðxÞU;pðxÞi hU; rðxÞpðxÞi; p 2 P;
and the (distributional) derivative of U , DU, is defined by
hDU; pðxÞi hU; p0ðxÞi; p 2 P:
2.2. Classical linear functionals

When a linear functional U is regular and there exist rðxÞ; sðxÞ 2 P n f0g;rðxÞ monic, such that
D½rðxÞU� sðxÞU with degðrðxÞÞ � 2 and degðsðxÞÞ 1; ð2:3Þ
holds, then U is said to be a classical linear functional, and its associated SMOP is called classical SMOP. For characterizations
of the classical SMOP and its classification see for example [4,13,16,21]. One of these is as follows.

Theorem 2.1 [7]. Let U be a regular linear functional and let fPnðxÞgnP0 be its corresponding SMOP. Then fPnðxÞgnP0 is a classical
SMOP if and only if for fixed m P 1; fP½m�n ðxÞgnP0 is a SMOP with respect to some (regular) linear functional U½m�.

Moreover, if U satisfies (2.3), then U½m� rmðxÞU and fP½m�n ðxÞgnP0 is also a classical SMOP of the same type as fPnðxÞgnP0 since
U½m� satisfies
D½rðxÞU½m�� ½sðxÞ þmr0ðxÞ�U½m�:

Under linear transformations of the variable and some conditions on the parameters, the Hermite, Laguerre and Jacobi

SMOP are the classical SMOP with respect to positive definite linear functionals. In Table 1 we give the polynomials rðxÞ
and sðxÞ satisfying (2.3), the weight function wðxÞ (positive, integrable and supported on a infinite set of the real line) such

that the classical linear functional can be represented as hU; pðxÞi
R b

a pðxÞwðxÞdx; p 2 P, the coefficients aP
n and bP

n;n P 1,

appearing in the TTRR (2.1), and the monic orthogonal polynomials P½m�n ðxÞ;n;m P 0.
3. A matrix interpretation of ðM; NÞ-coherence

Let fPnðxÞgnP0 and fQ nðxÞgnP0 be the SMOP associated with regular linear functionals U and V, respectively. Then, let us
consider a relation such as
p0ðxÞ MqðxÞ; ð3:1Þ
where M is a infinite matrix and
pðxÞ ½ P0ðxÞ; P1ðxÞ; . . . �T ; qðxÞ ½Q0ðxÞ; Q 1ðxÞ; . . . �T :
Table 1
Classical SMOP: Hermite, Laguerre and Jacobi.

Hermite Laguerre Jacobi

PnðxÞ HnðxÞ LðaÞn ðxÞ Pða;bÞn ðxÞ
rðxÞ 1 x 1� x2

sðxÞ �2x �xþ aþ 1 �ðaþ bþ 2Þxþ b� a
ða; bÞ � R ð�1;1Þ ð0;1Þ ð�1;1Þ
wðxÞ e x2 xae x ð1� xÞað1þ xÞb

Restriction – a > �1 a > �1; b > �1
aP

nþ1
0 2nþ aþ 1 b2 a2

ð2nþaþbÞð2nþaþbþ2Þ

bP
nþ1

1
2 n nðnþ aÞ 4nðnþaÞðnþbÞðnþaþbÞ

ð2nþaþbÞ2ð2nþaþbþ1Þð2nþaþb 1Þ

P½m�n ðxÞ HnðxÞ LðaþmÞ
n ðxÞ Pðaþm;bþmÞ

n ðxÞ

3



Notice that the entries of the 0th row of M are all 0’s (since P0
0ðxÞ 0). On the other hand, from the TTRR (2.2) satisfied by

fPnðxÞgnP0 and fQnðxÞgnP0, it follows that
xpðxÞ J PpðxÞ and xqðxÞ J QqðxÞ ð3:2Þ

hold, where J P and J Q are their corresponding Jacobi Matrices. Thus,
MJ QqðxÞ þ pðxÞ ð3:1Þ
ð3:2Þ

xp0ðxÞ þ pðxÞ xpðxÞð Þ0 ð3:2Þ J Pp0ðxÞ ð3:1Þ J PMqðxÞ;
i.e.,
pðxÞ ðJ PM MJ Q ÞqðxÞ: ð3:3Þ

As a consequence,
J PðJ PM MJ Q ÞqðxÞ ð3:3Þ J PpðxÞ ð3:3Þ
ð3:2Þ

ðJ PM MJ Q ÞJ QqðxÞ;
Therefore, we have proved the following result.

Lemma 3.1. If two SMOP fPnðxÞgnP0 and fQnðxÞgnP0 are related by an expression such as (3.1), i.e.,
p0ðxÞ MqðxÞ;
then
J 2
PM 2J PMJ Q þMJ 2

Q 0; ð3:4Þ
where J P and J Q are the Jacobi matrices associated with fPnðxÞgnP0 and fQnðxÞgnP0, respectively.
Now, let us consider an ðM; NÞ coherent pair of regular linear functionals ðU; VÞ given by
P0
nþ1ðxÞ
nþ 1

þ
XM
i 1

ai;n
P0
n iþ1ðxÞ

n iþ 1
QnðxÞ þ

XN
i 1

bi;nQn iðxÞ; n P 0; ð3:5Þ
where fPnðxÞgnP0 and fQnðxÞgnP0 are the SMOP associated with U and V, respectively, aM;n – 0 if n P M; bN;n – 0 if n P N, and
ai;n bi;n 0 if i > n. By Lemma 3.1, the ðM; NÞ coherence relation (3.5) can be written in two matrix forms as
A1p0
1ðxÞ BqðxÞ; ð3:6Þ

Ap0ðxÞ BqðxÞ; ð3:7Þ

where pðxÞ and qðxÞ are given as in (3.1),
p1ðxÞ P1ðxÞ; P2ðxÞ; . . .½ �T ;

A is a lower Hessenberg matrix with M þ 1 nonzero diagonals (such that the entries of its superdiagonal are 1

nþ1 ;n P 0, and
the entries of its main diagonal are 1 and a1 n

n ;n P 1), and,A1 and B are nonsingular lower triangular matrices withM þ 1 and
N þ 1 nonzero diagonals, respectively, (whose entries of their main diagonals are 1

nþ1 ;n P 0, and 1’s, respectively). These infi
nite matrices A;A1 and B are such that
are their corresponding nth rows, for n P 1, and, ½1 1 0 �; ½1 0 �, and ½1 0 � are their 0th rows, respectively, (counting
the rows from zero).
4



Proposition 3.2. Let ðU; VÞ be an ðM; NÞ coherent pair given by (3.6) and let J P and J Q be the Jacobi matrices associated with U
and V, respectively. Then
J 2
P

0
A 1

1 B

� �
2J P

0
A 1

1 B

� �
J Q þ

0
A 1

1 B

� �
J 2

Q 0;
where 0 is the zero row, i.e., 0 ½0; 0; . . .�.
Proof. (3.6) can be read as (3.1) as follows
p01ðxÞ A 1
1 BqðxÞ ) p0ðxÞ

0
A 1

1 B

� �
qðxÞ;
i.e., the matrixM in (3.1) is the matrix obtained from A 1
1 B by shifting the matrix one position downward, adding a zero row

to the top. As a consequence, Lemma 3.1 holds and, in particular, (3.4) holds replacing M by
0
A 1

1 B

� �
. h
Proposition 3.3. If ðU; VÞ is an ðM; NÞ coherent pair given by (3.7) such that A is a nonsingular matrix, then
ðMP MQ Þ2 ½MP;MQ �;
where MP and MQ are given by
MP AJ PA 1 and MQ BJ QB 1;
(i.e., MP and MQ are similar matrices to the monic Jacobi matrices J P and J Q associated with U and V, respectively), and
½MP ;MQ � is the commutator of the matrices MP and MQ defined by
½MP ;MQ � MPMQ MQMP :
Proof. Let M A 1B. Then, from (3.7) and Lemma 3.1,
J 2
PA

1B 2J PA 1BJ Q þA 1BJ 2
Q 0
holds. Therefore, if we multiply A to the left and B 1 to the right in both sides of the previous equation, we obtain
0 M2
P 2MPMQ þM2

Q MP MQð Þ2 MP ;MQ½ �;
which is the desired result. h
Remark 3.4. When M 1 and N P 0, the matrixA in (3.7) is a nonsingular upper bidiagonal matrix, since a1;n – 0 for n P 1.
Thus, in this case, Proposition 3.3 holds.
Remark 3.5. Let us consider the particular case of ð1;0Þ coherence studied by Meijer in [19]. In this case, the matrices A1;A,
and B in (3.6) and (3.7) are, respectively, a nonsingular lower bidiagonal matrix (1=ðnþ 1Þ are the entries of its main diag
onal), a nonsingular upper bidiagonal matrix (a1;n=n are the entries of its main diagonal), and the identity matrix. Hence,
Propositions 3.2 and 3.3 give connections between the coefficients of the TTRR for MOP associated with ð1;0Þ coherent pairs
taking into account this algebraic equation between the corresponding Jacobi matrices. Additionally, we can obtain a con
nection between the MOP PnðxÞ; n P 0, and their derivatives as follows,
p01ðxÞ Zp0ðxÞ; where Z

0 1 0 0 � � �

0 0 1 0 . .
.

..

. . .
. . .

. . .
. . .

.

2
66664

3
77775; then

J QA1Zp0ðxÞ ð3:6Þ J Q qðxÞ ð3:6Þ
ð3:2Þ

xA1p01ðxÞ xA1Zp0ðxÞ ð3:2Þ A1Z J Pp0ðxÞ pðxÞ½ �;
i.e.,
A1ZpðxÞ ½A1ZJ P J QA1Z�p0ðxÞ:

As a particular case, let us consider the situation when U is a classical linear functional, since fP½m�n ðxÞgnP0;m P 0, is again a

classical SMOP from Theorem 2.1. Hence, (3.5) reads
5



P½m�n ðxÞ þ
XM

i 1

ai;nP½m�n iðxÞ Q nðxÞ þ
XN

i 1

bi;nQ n iðxÞ; n P 0; ð3:8Þ
where M;N;m 2 Zþ [ f0g; fai;ngnP0; fbi;ngnP0 � C; aM;n – 0;n P M; bN;n – 0;n P N; ai;n bi;n 0; i > n. Writing (3.8) in a ma
trix form, we get
bAbpðxÞ BqðxÞ; ð3:9Þ
where B and qðxÞ are given as in (3.7), bpðxÞ P½m�0 ðxÞ; P½m�1 ðxÞ; . . .
h iT

, and bA is the lower triangular matrix with M þ 1 non

zero diagonals, such that its nth row for n P 1 (counting the rows from zero), is
0 . . . 0|fflfflffl{zfflfflffl}
n M zeros

aM;n � � � a1;n 1 0 . . .

2
4

3
5;
and the entries of its main diagonal are all 1’s.
Recall that a pair of regular linear functionals ðU; VÞ satisfying (3.8) is a ðM; NÞ coherent pair of order m. Notice that an

ðM; NÞ coherent pair is an ðM; NÞ coherent pair of order 1.

Proposition 3.6. Let ðU; VÞ be an ðM; NÞ coherent pair of order m;m P 0, given by (3.9) and such that U is a classical linear
functional. Then J P½m� and J Q , the monic Jacobi matrices associated with the SMOP fP½m�n ðxÞgnP0 and fQnðxÞgnP0 respectively, are
similar matrices satisfying
bAJ P½m�

bA 1 MP½m� MQ BJ QB 1:
Proof. Since fP½m�n ðxÞgnP0 is a classical SMOP, then from (2.2), bpðxÞ in (3.9) satisfies
xbpðxÞ J P½m�
bpðxÞ: ð3:10Þ
Thus, multiplying (3.10) by bA and taking into account that bA and B are nonsingular matrices, we get
bAJ P½m�
bA 1BqðxÞ ð3:9Þ bAJ P½m�

bpðxÞ ð3:10Þ
x bAbpðxÞ ð3:9Þ xBqðxÞ ð3:2Þ BJ Q qðxÞ:
Since the basis are the same, the proof is complete. h
Remark 3.7.

� Proposition 3.6 can be used for Hermite, Laguerre, and Jacobi SMOP taking into account the information presented in
Table 1. On the other hand, the well known Hahn’s condition characterizing classical orthogonal polynomials (see [6])
has been considered from a matrix approach in [22] where nice and elegant proofs of some well known characterizations
of classical orthogonal polynomials in terms of the Jacobi matrices are given. Therein, the connection between the Jacobi

matrices associated with the SMOP fPnðxÞgnP0 and fP0nðxÞ
nþ1gnP0

is stated in formula (4.2) and, as a consequence, it is possible

to get the general expression of the coefficients of the TTRR for classical orthogonal polynomials by identifying the cor
responding entries. Finally, notice that (4.2) is a straightforward consequence of Proposition 3.2 when
A1 diagð1;1=2;1=3; . . .Þ and B I.
� The statement of Lemma 3.1 generalizes (4.2) in [22] for families of orthogonal polynomials related by a relation like

p0ðxÞ MqðxÞ.

3.1. A matrix interpretation of Sobolev orthogonal polynomials and ðM; NÞ coherence of order m

Let us consider the Sobolev SMOP fSnðx; kÞgnP0 given in the introductory section, which is orthogonal with respect the
inner product (1.3), this is,
hpðxÞ; rðxÞik
Z

R

pðxÞrðxÞdl0 þ k
Z

R

pðmÞðxÞrðmÞðxÞdl1; k > 0; m 2 Zþ;
where pðxÞ and rðxÞ are polynomials with real coefficients and l0 and l1 are positive Borel measures supported on an infinite
subset of the real line.

In [9], it was proved that if ðU; VÞ is an ðM; NÞ coherent pair of order m;m P 1, of positive definite linear functionals such
that l0 and l1 are their corresponding positive Borel measures, then the SMOP fPnðxÞgnP0 and fSnðx; kÞgnP0 with respect to U
and h ; ik, respectively, satisfy the algebraic relation (1.2). So, using the notation
eai;n
ðnþ 1Þm
ðn iþ 1Þm

ai;n; n P 0;
6



where eai;n 0 when i > n, and ea0;n 1 for n P 0, (since ai;n 0; i > n; a0;n 1; n P 0), (1.2) reads
MX
i 1

PnþmðxÞ þ eai;nPn iþmðxÞ Snþmðx; kÞ þ
KX
j 1

cj;nðkÞSn jþmðx; kÞ; n P 0; Snðx; kÞ PnðxÞ; n 6 m;
where cj;nðkÞ 0;n < j 6 K, and K maxfM;Ng. Hence, we can express these relations as
eApðxÞ C sðx; kÞ; ð3:11Þ

where
pðxÞ P0ðxÞ; P1ðxÞ; . . . ½ � T
; sðx; kÞ S0ðx; kÞ; S1ðx;
kÞ; . . . ½ � T
;

and the matrices eA and C are banded matrices. More precisely, they are lower triangular matrices with M þ 1 and K þ 1 non
zero diagonals, respectively, whose entries of their main diagonal are all 1’s, their first m rows (counting from zero) are ½0
0 1 0 � , and their ðnþmÞth rows, nP 0, are, respectively,
Therefore,
xsðx; kÞ ð3:11Þ C 1 eAxpðxÞ ð2:2Þ C 1 eAJ PpðxÞ ð3:11Þ C A1 eAJ P
e 1Csðx; kÞ:
In other words, the matrix representation of the multiplication operator by x in terms of the basis fSnðx; kÞgnP0 is
xsðx; kÞ H P;ksðx; kÞ;

whereHP;k is the infinite lower Hessenberg matrix
HP;k C A1 eAJ P
e 1C;
similar to the monic Jacobi matrix J P associated with the SMOP fPnðxÞgnP0.
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