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ABSTRACT

A pair of regular linear functionals (&, V) in the linear space of polynomials with complex
coefficients is said to be an (M, N) coherent pair of order m if their corresponding sequences
of monic orthogonal polynomials {Py(x)},., and {Q,(x)},., satisfy a structure relation

M N
> P, (0 = binQy i(x), n >0,
io0 io0

where M, N, and m are non negative integers, {ain},.,, 0 <i<M,and {bin},.,, 0 <i<N,
are sequences of complex numbers such that ay, # 0 if n > M, by, #0 if n > N, and
Qin =bin =0ifi>n. Whenm =1, (i, V) is called an (M, N) coherent pair.

In this work, we give a matrix interpretation of (M, N) coherent pairs of linear function
als. Indeed, an algebraic relation between the corresponding monic tridiagonal (Jacobi)
matrices associated with such linear functionals is stated. As a particular situation, we ana
lyze the case when one of the linear functionals is classical. Finally, the relation between
the Jacobi matrices associated with (M, N) coherent pairs of linear functionals of order m
and the Hessenberg matrix associated with the multiplication operator in terms of the
basis of monic polynomials orthogonal with respect to the Sobolev inner product defined
by the pair (&, V) is deduced.
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1. Introduction

The most general notion of coherent pair was introduced and studied by de Jesus, Marcellan, Petronilho, and
Pinzé6n Cortés in [9], which includes, as a particular case, the concept of (M, N) coherent pair of order m.

A pair of regular linear functionals (2, V) in the linear space of polynomials with complex coefficients is said to be an
(M, N) coherent pair of order m (M, N, and m fixed non negative integers), if their corresponding sequences of monic orthog
onal polynomials (SMOP) {P,(x)},., and {Q,(x)},., satisfy the algebraic relation

M N
PI(X) + > ainPl(x)  Qu(x) + Y binQy i(x), n =0, (1.1)
il il

where {ain},-q. {Din}po0 € C,aymn # 0 if n > M,by, #0 if n > N,a;, b, 0 when i >n, and PI"(x) denotes the monic
polynomial of degree n given by

(m
m] ) Pn+)m(x)

m,n > 0,
(n+1)m7 ) )
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where (o), is the Pochhammer symbol defined by («), a(x+1) (x+n 1),n>1, and (x), 1. Besides, when
m 1,(U, V) is said to be an (M, N) coherent pair.

The above definition unifies the generalizations given in the literature of the concept of coherent pair (in our terminology,
(1,0) coherent pair) introduced by Iserles, Koch, Nersett, and Sanz Serna in [8] (see also the work of Meijer [19]). In fact,
Delgado and Marcellan [5] introduced (1,1) coherent pairs, Kwon, Lee, and Marcellan [12] considered (2,0) coherent pairs,
Maroni and Sfaxi [17,18] looked at the (M + N,2M + 1) coherence relation, Marcellan, Martinez Finkelshtein, and
Moreno Balcazar [14] presented the (M,0) coherence relation, Alfaro, Marcelldn, Pefia, and Rezola [1,2] studied (1,1)
coherent pairs of order 0, Petronilho [20] considered the (M, N) coherence relation of order 0, de Jesus and Petronilho
[10,11] analyzed (M, N) coherent pairs, Branquinho and Rebocho [3] looked at the (1,0) coherence relation of order 2,
and, Marcellan and Pinzén Cortés [15] studied (1,1) coherent pairs of order m. For a review about these and other related
works, see for instance, the introductory sections in the papers [15,11].

Additionally, there is a close relation between Sobolev orthogonal polynomials and (M, N) coherent pairs of order m.
Indeed, when the linear functionals ¢/ and V are positive definite and p, and p, are the positive Borel measures associated
with them, respectively, de Jesus, Marcellan, Petronilho, and Pinzén Cortés [9] showed that the (M, N) coherence relation of
order m (1.1), m > 1, implies

M
(n+1),a
Pn+m + E n l+.lmpn i+m(x) n+m + E Cjn nj+m X }) nz 07
i

Sn(x; 1) P,,(x), n<m, (1.2)

where K max{M,N},cj.(4),1 <j<K,n >0, are rational functions in 1> 0 such that ¢j,(4) 0 for n<j<K, and
{Sn(%; 1) },5, is the SMOP with respect to the Sobolev inner product

/p d,u0+A/p Mmx)ydu,, 2>0, meZ", (1.3)

where p(x) and r(x) are polynomials with real coefficients. The algebraic relations in (1.2) allow to study analytic properties
of Sobolev orthogonal polynomials (see [9]).

In this paper, we will study the (M, N) coherence relations from a matrix point of view. In Section 2, we will state nota
tions, basic definitions, and the background which will be helpful in the following sections. In Section 3, we will analyze
(M, N) coherent pairs of regular linear functionals focusing our attention on the monic Jacobi matrices associated with
the linear functionals which constitute such a coherent pair. Besides, the classical case will be analyzed in more detail.
Finally, we will obtain the matrix representation of the multiplication operator by x with respect to the basis of monic
Sobolev orthogonal polynomials {S;(X; 4)},,-

2. Basic background
2.1. Orthogonal polynomials
A linear functional &/ : P — C defined on the linear space P of polynomials with complex coefficients is said to be
quasi definite or regular [4] if the leading principal submatrices
H, [uiﬁm 0 Un  (UX"), n=0,

of the Hankel matrix associated with the moments of the linear functional are nonsingular. Equivalently, there exists a unique
sequence of monic polynomials {P,(x)},., such that

deg(P,(x)) n and (U, Py(X)Pm(x)) Kkndpm, with k, #0, n,m > 0.

{Pa(X)},50 is said to be the sequence of monic orthogonal polynomials (SMOP) with respect to /. When det(H,) > 0,n > 0, then
U is said to be positive deﬁnite [n this case there exists a positive Borel measure y supported on an infinite subset E of the real
line such that (U, p(x)) [, p( ),p € P.

An important characterlzatlon of orthogonal polynomials is given by the Favard Theorem [4] as follows. A sequence of
monic polynomials {P,(x)},., is a SMOP with respect to a regular linear functional ¢/ if and only if there exist

{oP} 2o {ﬁﬁ}DO C C, B #0,n = 2, such that they satisfy a three term recurrence relation (TTRR)
Pa(x) (X o)Pa1(X) BPa2(x), n=1, Po(x) 1, Pi(x) O (2.1)

Moreover, U is positive definite if and only if o is real and },, >0, for n > 1.
This TTRR can be written in a matrix form as

xp(x)  Trp(X), (2.2)



where

® 1 0 0

g o 1 0
PR [Pox), Pix). . g |

0 g5 of 1

where the semi infinite tridiagonal matrix 7p is said to be the monic Jacobi matrix associated with the regular linear func
tional u.
On the other hand, for a linear functional ¢/ and a nonzero polynomial r(x), r(x)/ is the linear functional defined by

(rou,p(x)) U rx)p(x)), peP,
and the (distributional) derivative of U, DU, is defined by
(Du,p(x))  U.PX), peP.

2.2. Classical linear functionals

When a linear functional ¢/ is regular and there exist a(x), T(x) € P\ {0}, o(x) monic, such that
Die(x)i4] t(x) with deg(o(x)) <2 and deg(t(x)) 1, (2.3)

holds, then ¥/ is said to be a classical linear functional, and its associated SMOP is called classical SMOP. For characterizations
of the classical SMOP and its classification see for example [4,13,16,21]. One of these is as follows.

Theorem 2.1 [7]. LetU be a regular linear functional and let {Pn(x)} - be its corresponding SMOP. Then {Py(x)},, ¢ is a classical
SMOP if and only if for fixed m > 1, {PE"] (X)}ns0 is a SMOP with respect to some (regular) linear functional um.

Moreover, if U satisfies (2.3), then U™ o™ (x)u/ and {P[r'l“] (X)}ns0 is also a classical SMOP of the same type as {Pn(X)}, o Since
ul™ satisfies

Dlex)U™]  [t(x) + ma’ (x)U™.

Under linear transformations of the variable and some conditions on the parameters, the Hermite, Laguerre and Jacobi
SMOP are the classical SMOP with respect to positive definite linear functionals. In Table 1 we give the polynomials o (x)
and t(x) satisfying (2.3), the weight function w(x) (positive, integrable and supported on a infinite set of the real line) such

that the classical linear functional can be represented as (U, p(x)) ff p(x)w(x)dx,p € P, the coefficients of and f5,n > 1,
appearing in the TTRR (2.1), and the monic orthogonal polynomials PE"] (x),n,m = 0.

3. A matrix interpretation of (M, N)-coherence

Let {Py(X)},., and {Q,(x)},., be the SMOP associated with regular linear functionals ¢/ and V, respectively. Then, let us
consider a relation such as
P Mq), (3.1)

where M is a infinite matrix and

PX)  [Po(x), Pi(x), ...]', q(x) [Qo(x), Q(x), ...]".

Table 1
Classical SMOP: Hermite, Laguerre and Jacobi.
Hermite Laguerre Jacobi
Pn(x) Hp(x) L (x) PO (x)
a(x) 1 X 1-x2
T(X) —2x —Xx+o+1 —(@+p+2)x+p—o
(a,b) c R (—00,00) (0,00) (-1,1)
w(x) e ¥ x*e * (1-x)*1+x)F
Restriction - o> -1 a>-1,>-1
of 0 2n+oa+1 R
n+1 Zn+o+p)2n+a+p+2)
i In n(n+ o) 4n(n+o)(n+) (n+-0+)
n+l 2 (2n+o+)’ 2n+o+ f+1)2n+atf 1)
Pgn] (X) Hn (X) L;wrm)(X) P;oc+m./f+m)(x>




Notice that the entries of the Oth row of M are all 0's (since Py(x)  0). On the other hand, from the TTRR (2.2) satisfied by
{Pn(X)},50 and {Q,(x)}, . it follows that

xp(x) Jpp(x) and xq(x) Joq(x) (3.2)

hold, where 7p and Jq are their corresponding Jacobi Matrices. Thus,

MIoG() +P() ) X0 (0 + P (o) 7 Top' (0 TeMax),
ie.,
P (TeM  MIT)a(X). (33)

As a consequence,
TrTeM MIQ)a®) "7 Tepx) 2 (TeM MITQ)Toa(v).
Therefore, we have proved the following result.
Lemma 3.1. If two SMOP {P,(x)},~o and {Q,(X)},-, are related by an expression such as (3.1), i.e.,
Px)  Mqx),
then
TiM 20pMTq+ MTg 0, (3.4)

where Jp and Jq are the Jacobi matrices associated with {P,(x)},., and {Q,(x)},-, respectively.
Now, let us consider an (M, N) coherent pair of regular linear functionals (&, V) given by
Pl

n+1(X) . X P:1 i+l(x) . . )
n+1 +iz]:ahnn it1 Qn(x) +iz]:bx,nQn i(x), n=0, (3.5)

where {P,(X)},., and {Q,(x)},., are the SMOP associated with ¢/ and V, respectively, ay,, # 0ifn > M, by, # 0ifn > N, and
ain bin 0ifi>n.ByLemma 3.1, the (M, N) coherence relation (3.5) can be written in two matrix forms as

Api(x) - Bq(x), (3.6)

Ap'(x)  Bq(x), 3.7)
where p(x) and q(x) are given as in (3.1),
Pi(x) [Pi(x), Pax), ...],

Afis a lower Hessenberg matrix with M + 1 nonzero diagonals (such that the entries of its superdiagonal are ;1;,n > 0, and
the entries of its main diagonal are 1 and ”'T”, n > 1),and, 4, and B are nonsingular lower triangular matrices with M + 1 and
N + 1 nonzero diagonals, respectively, (whose entries of their main diagonals are -1, n > 0, and 1’s, respectively). These infi

n+17
nite matrices A, A; and B are such that
an,n az n ain 1
\0 0, n—M+1 7 n—1 n n+1 U ]7
L n—M+1 zeros
T oy
nth position
-~ 4
aAM,n a1,n 1
0O --- 0 i B ol 0 1’
L n—DM zeros
T .o,
nth position
-~ 4
0O --- 0 bN.n s by 1 0 ]
L n—N zeros
are their corresponding nth rows, forn > 1,and, (110 ],[10 J,and[1 0 ] are their Oth rows, respectively, (counting

the rows from zero).



Proposition 3.2. Let (i, V) be an (M, N) coherent pair given by (3.6) and let 7p and 7 be the Jacobi matrices associated with U
and V, respectively. Then

Al as] 290 as]oet el o
PlA, B la'B]7e " [4'B]YC 7

where 0 is the zero row, ie, 0 [0, O, ...].

Proof. (3.6) can be read as (3.1) as follows
0
A'B

i.e,, the matrix M in (3.1) is the matrix obtained from .4, ' B by shifting the matrix one position downward, adding a zero row

pix) A'Bax) = P [ }q(x),

to the top. As a consequence, Lemma 3.1 holds and, in particular, (3.4) holds replacing M by { O

0
A, 18}'
Proposition 3.3. If (i, V) is an (M, N) coherent pair given by (3.7) such that A is a nonsingular matrix, then
(Mp Mq)*  [Mp, Mq],
where Mp and Mg are given by
Mp ATpA' and My BJoB ',

ie., Mp and Mg are similar matrices to the monic Jacobi matrices Jp and Jo associated with U and V, respectively), and
Q Q
[Mp, Mq] is the commutator of the matrices Mp and Mg defined by

[Mp, Mgl MpMg  MoMp.

Proof. Let M A 'B. Then, from (3.7) and Lemma 3.1,

TRA B 2TpA 'BTq+ A BT 0
holds. Therefore, if we multiply A to the left and B ! to the right in both sides of the previous equation, we obtain
0 Mp 2MpMo+ Mg (Mp Mo)*  [Mp, Mg,

which is the desired result. O

Remark 3.4. WhenM 1andN > 0, the matrix .4 in (3.7) is a nonsingular upper bidiagonal matrix, since a;, # 0 forn > 1.
Thus, in this case, Proposition 3.3 holds.

Remark 3.5. Let us consider the particular case of (1,0) coherence studied by Meijer in [19]. In this case, the matrices A;, A,
and B in (3.6) and (3.7) are, respectively, a nonsingular lower bidiagonal matrix (1/(n + 1) are the entries of its main diag
onal), a nonsingular upper bidiagonal matrix (a; ,/n are the entries of its main diagonal), and the identity matrix. Hence,
Propositions 3.2 and 3.3 give connections between the coefficients of the TTRR for MOP associated with (1,0) coherent pairs
taking into account this algebraic equation between the corresponding Jacobi matrices. Additionally, we can obtain a con
nection between the MOP P,(x),n > 0, and their derivatives as follows,

01 0 O

p,(x) Zp'(x), where 2 |0 0 1 0 .|, then

ToA 200" Toa) [ x A () x4 200 %Y A Z[Tp () D),

ie.,

AiZp(x)  [MZTp  ToAZIP (X).
As a particular case, let us consider the situation when ¢/ is a classical linear functional, since {P!" (x)}
classical SMOP from Theorem 2.1. Hence, (3.5) reads

m > 0, is again a

n=0’



M N
)+ aaPy (%) QuX)+ D binQn i(x), 1 >0, (3.8)
i1 il
where M,N,m € 2" U {0}, {a;,}

trix form, we get

AP(x)  Bq(x), (3.9)
where B and q(x) are given as in (3.7), p(x) {Pg"] (x), pg"” (x), .. A]T. and A is the lower triangular matrix with M + 1 non

{bin}nso C C,amn #0,n = M,by, #0,n > N,a;y  bin  0,i>n. Writing (3.8) in a ma

n=0’

zero diagonals, such that its nth row for n > 1 (counting the rows from zero), is

0...0 aypn -~~~ ;1,10 ...,

n M zeros

and the entries of its main diagonal are all 1's.
Recall that a pair of regular linear functionals (&, V) satisfying (3.8) is a (M, N) coherent pair of order m. Notice that an
(M, N) coherent pair is an (M, N) coherent pair of order 1.

Proposition 3.6. Let (U, V) be an (M, N) coherent pair of order m,m > 0, given by (3.9) and such that U is a classical linear
functional. Then Jpm and Jq, the monic Jacobi matrices associated with the SMOP {Plm (X)}n=0 and {Q,(X)},5 o Tespectively, are
similar matrices satisfying

.ij[m] :Zl 1 Mp[m] MQ BJQB ].

Proof. Since {P)"(x)},., is a classical SMOP, then from (2.2), p(x) in (3.9) satisfies

Xp(X)  JTpm D). (3.10)
Thus, multiplying (3.10) by A and taking into account that A4 and B are nonsingular matrices, we get

ATpm A 'Ba0) 7 ATm ()1 xAD(X) ©7 xBa(x) °7 BT 0q(0).

Since the basis are the same, the proof is complete. O

Remark 3.7.

e Proposition 3.6 can be used for Hermite, Laguerre, and Jacobi SMOP taking into account the information presented in
Table 1. On the other hand, the well known Hahn’s condition characterizing classical orthogonal polynomials (see [6])
has been considered from a matrix approach in [22]| where nice and elegant proofs of some well known characterizations
of classical orthogonal polynomials in terms of the Jacobi matrices are given. Therein, the connection between the Jacobi

matrices associated with the SMOP {P,(x)},., and {‘:H(Xl 150 1S stated in formula (4.2) and, as a consequence, it is possible
to get the general expression of the coefficients of the TTRR for classical orthogonal polynomials by identifying the cor
responding entries. Finally, notice that (4.2) is a straightforward consequence of Proposition 3.2 when
A diag(1,1/2,1/3,...)and B I

e The statement of Lemma 3.1 generalizes (4.2) in [22] for families of orthogonal polynomials related by a relation like

P Mqx).

3.1. A matrix interpretation of Sobolev orthogonal polynomials and (M, N) coherence of order m

Let us consider the Sobolev SMOP {S,(x; 2)},., given in the introductory section, which is orthogonal with respect the
inner product (1.3), this is,

/p d,uo-s—ﬂ/p mx)dp,, A>0, mezZ*,

where p(x) and r(x) are polynomials with real coefficients and y, and p, are positive Borel measures supported on an infinite
subset of the real line.

In [9], it was proved that if (i, V) is an (M, N) coherent pair of order m,m > 1, of positive definite linear functionals such
that i, and u, are their corresponding positive Borel measures, then the SMOP {P,(x)},,., and {S.(x; 1)}, With respect to ¢/
and (, ),, respectively, satisfy the algebraic relation (1.2). So, using the notation

S (1),

in T2 — nz=0,
Ln (n l+1)m Ln



where "a;, Owheni>n,and ap, 1forn>0,(sincea;,, 0, i>n, a, 1, n>0)(1.2)reads
M K
Poon(®) + > GinPr ism(®)  Suem®:2) + Xn(A)Sy jrm(*:4), 1> 0,S,(x:7)  Pu(x), n<m,
i1 i1
where ¢j,(4) 0.n<j<K and K max{M,N}. Hence, we can express these relations as
RnXx) Cs(x;2), (3.11)

where

P(X) Po(x),Pi(x),.. .| ] . Ts(x; 1) So(x: 2), S1(x;

)\‘ Jr -~ . . 3 . . .
and the )matr[lces Aand C are bande]d matrices. More precisely, they are lower triangular matrices with M + 1 and K + 1 non
zero diagonals, respectively, whose entries of their main diagonal are all 1’s, their first m rows (counting from zero) are [0
010 ],and their (n+ m)throws,n > 0, are, respectively,

0 --- 0 AN o A1 1 0

)

n—M-+m zeros

4
(n + m)th place

1
0 -+ 0 cxnX) -+ cin(N) 1 0
n—K+m zeros
Therefore,
xs(x2) " e 1 axpx) P T ATpx) AT es(x ).

In other words, the matrix representation of the multiplication operator by x in terms of the basis {S,(x; 2)},,-, is
XS(x; 1) Hop,S(X;4),

where Hp; is the infinite lower Hessenberg matrix

Hp; C1UAF4 TC,

similar to the monic Jacobi matrix Jp associated with the SMOP {Py(x)} - .
Acknowledgements

We thank the suggestions and remarks by the referees. They have contributed to improve substantially the presentation
of the manuscript. The work of F. Marcellan and N. C. Pinzén Cortés has been supported by Direccién General de Investiga
cion, Desarrollo e Innovacién, Ministerio de Economia y Competitividad of Spain, Grant MTM2012 36732 C03 01.

References

[1] M. Alfaro, F. Marcellan, A. Pefia, M.L. Rezola, On linearly related orthogonal polynomials and their functionals, J. Math. Anal. Appl. 287 (2003) 307~

319.[2] M. Alfaro, F. Marcellan, A. Pefia, M.L. Rezola, On rational transformations of linear functionals: direct problem, J. Math. Anal. Appl. 298 (2004)

171-183.[3] A. Branquinho, M.N. Rebocho, On the semiclassical character of orthogonal polynomials satisfying structure relations, J. Differ. Equ. Appl.

18 (2012)38.

[4] T.S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach, New York, 1978.

[5] A.M. Delgado, F. Marcellan, Companion linear functionals and Sobolev inner products: a case study, Methods Appl. Anal. 11 (2004) 237-266.

[6] W. Hahn, Uber die Jacobischen Polynome und Zwei Verwandte Polynomklassen, Math. Zeit. 39 (1935) 634-638.

[7] W. Hahn, Uber Hohere Ableitungen von Orthogonal Polynomen, Math. Zeit. 43 (1937) 101.

[8] A.Iserles, P.E. Koch, S.P. Nrsett, ].M. Sanz-Serna, On polynomials orthogonal with respect to certain Sobolev inner products, J. Approx. Theory 65 (1991)
151-175.

[9] M.N. de Jesus, F. Marcellan, J. Petronilho, N.C. Pinzén-Cortés, (M, N)-Coherent pairs of order (m, k) and Sobolev orthogonal polynomials, J. Comput. Appl.
Math. 256 (2014) 16-35.

[10] M.N. de Jesus, ]. Petronilho, On linearly related sequences of derivatives of orthogonal polynomials, J. Math. Anal. Appl. 347 (2008) 482-492.

[11] M.N. de Jesus, ]. Petronilho, Sobolev orthogonal polynomials and (M, N)-coherent pairs of measures, . Comput. Appl. Math. 237 (2013) 83-101.

[12] K.H. Kwon, J.H. Lee, F. Marcellan, Generalized coherent pairs, J. Math. Anal. Appl. 253 (2001) 482-514.

[13] F. Marcellan, A. Branquinho, ]. Petronilho, Classical orthogonal polynomials: a functional approach, Acta Appl. Math. 34 (1994) 283-303.

[14] F. Marcellan, A. Martinez-Finkelshtein, J. Moreno-Balcdzar, k-Coherence of measures with non-classical weights, in: Luis Espafiol, Juan L. Varona (Eds.),
Margarita Mathematica en memoria de José Javier Guadalupe Herndndez, Servicio de Publicaciones, Universidad de la Rioja, Logrofio, Spain, 2001, pp.
77-83.

[15] F. Marcellan, N.C. Pinzén-Cortés, Higher order coherent pairs, Acta Appl. Math. 121 (2012) 105-135.

[16] P. Maroni, Une Théorie Algébrique des Polyndmes Orthogonaux. Application aux Polyndmes Orthogonaux Semi-Classiques, in: C. Brezinski, L. Gori,
A. Ronveaux (Eds.), Orthogonal polynomials and their applications, IMACS Annals Comput. Appl. Math. 9 (1991) 95-130.

[17] P. Maroni, Semi-classical character and finite-type relations between polynomial sequences, Appl. Numer. Math. 31 (1999) 295-330.



[18] P. Maroni, R. Sfaxi, Diagonal orthogonal polynomial sequences, Methods Appl. Anal. 7 (2000) 769-792.

[19] H.G. Meijer, Determination of all coherent pairs, J. Approx. Theory 89 (1997) 321-343.

[20] J. Petronilho, On the linear functionals associated to linearly related sequences of orthogonal polynomials, J. Math. Anal. Appl. 315 (2006) 379-393.

[21] G. Szeg”o, Amer. Math. Soc., fourth ed., vol. 23, Amer. Math. Soc. Collog. Publ., Providence, Rhode Island, 1975.

[22] L. Verde-Star, Characterization and construction of classical orthogonal polynomials using a matrix approach, Linear Algebra Appl. 438 (2013) 3635-
3648.





