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Abstract

We present new explicit exponential stability conditions for the linear scalar neutral equation with
two variable coefficients and delays

(@(t) — a(®)x(g(1)) = —b(t)z(h(t)),

where |a(t)] < 1, b(t) > 0, h(t) < t, g(t) < t, in the case when the delays t — h(t), t — g(t) are
bounded, as well as an asymptotic stability condition, if the delays can be unbounded.
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1. Introduction

Investigation of linear neutral delay differential equations has a long history. The term “neu-
tral equation” was introduced by G. Kamenskii, and the first results were obtained by Russian
mathematicians in the 60ies, the review of them can be found in ﬂﬁ] Since then, many papers
and monﬁaﬁs on the theory and applications of neutral equations appeared, see, for example,

(8,19, id, [, 12, [, o).

In this paper we consider the equation

(z(t) = a(®)x(g(1))" + b(t)z(h(t)) =0, (1.1)

and call it “the neutral differential equation in the form of Hale”, due to essential results on this
class of equations obtained by J. Hale ﬂﬁ] Another class of neutral equations including several
delayed terms with a derivative was studied in E, @] In ﬂﬂ] and many other papers, the authors
study linear and nonlinear equations in the Hale form under the assumption that all the parameters
of equations and solutions are continuous functions.

In ], the solution of (I.I]) was assumed to satisfy the integral equation

t

xz(t) —a(t)x(g(t)) + | b(s)z(h(s))ds =0, (1.2)

to

which allowed to consider continuous a,b, h,g. We study equation (III), where all the functions
involved in the equation, as well as solutions, are Lebesgue measurable functions, and (I.2]) holds.
Such equations were investigated in the recent monograph ﬂﬂ], where in particular existence and
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uniqueness results were established. We will use these results without further discussion. The aim
of the present paper is to obtain explicit asymptotic stability tests for equation (L.II).

The main method to study stability for neutral equations is the construction of Lyapunov-
Krasovskii functions and functionals, see [10, 18, [19, 22]. Propositions [I.I] and below are
obtained by this method.

The results of |10, Theorem 5.1.1] can be applied to an autonomous neutral equation

(z(t) — ax(t — ) = —box(t) — ba(t — T) (1.3)
where bg >0, 7>0,0 >0, bt #0, ac # 0.

Proposition 1.1. [10, Theorem 5.1.1] Assume that by > 0,b + by > 0,]b|7 < 1 — |a|. Then all
solutions of (I3) satisfy tlim z(t) =0.
—00

Consider (3] with variable coefficients
(x(t) +a(t)z(t — o)) +bo(t)z(t) + b(t)z(t — 7) = 0, (1.4)
where o < 7, a, by, b € C([ty,0),[0,00)).
Proposition 1.2. [1] Assume that there exist constants p1,p2,q1,q2, ao, A such that
0<p1<bo(t) <pa, 0<qu <b(t) <qo, 0<a(t)<ag<1, |d(t)] <A,

o <7, a,bybe C([ty,),[0,00)), and c is differentiable with a locally bounded derivative.
If at least one of the following conditions
a) p1+q1 > (p2 + q2)(ao + q27);
b) p1 > q2 + ap(p2 + q2)

holds then every solution of ({I.7)) satisfies tljl-gloox(t) =0.

The next two stability results are based on a deep analysis of neutral equation (LI)) with
constant delays
(z(t) — a(t)x(t — o)) +b(t)z(t —7) = 0. (1.5)

Proposition 1.3. [2}] Let 7,0 > 0, a,b € C([tg,), R), b(t) > 0. If
[e¢) t 3
/ b(s)ds = +oo, |a(t)| <ap <1, lim sup/ b(s)ds < = —2ap(2 — agp)
to t—00 t—1 2
then equation (I1.3) is asymptotically stable.

Proposition [[.3]is a nice result, since in the non-neutral case a(t) = 0 it leads to a sharp stability
test with the famous constant %

There are several improvements and extensions of Proposition [[L3] in particular, the following
result from [23].

o
Proposition 1.4. /23] Let / b(s)ds = o0 and |a(t)] < ag < 1. Assume that at least one of the
¢

following conditions holds:



1 t
a) ag < 7 1imsup/ b(s)ds < g — 2ag;
t

t—o0 -7

t

1 1
b) 1 <ap < 3’ lim sup b(s)ds < v/2(1 —2ay).

t—o0 t—T1

Then equation (LX) is asymptotically stable.

Every method used to investigate stability has its advantages and limitations. Some stability
tests were obtained by an advanced analysis of specific equations, such as Propositions [I.3] and [1.4]
Such results usually have conditions close to the best possible ones, but, generally, this method
fails for equations with time-dependent delays.

The method of Lyapunov-Krasovskii functions and functionals works for most known classes of
functional differential equations. Unfortunately, it is not easy to apply this method for equations
with variable, in particular with unbounded, delays.

Equations with proportional delays g(t) = ut, h(t) = A\t and, more generally, unbounded delays
are usually called pantograph or generalized pantograph equations. One of the first and nice results
for this class of equations was obtained in [17].

Proposition 1.5. [17] Equation
&(t) = azx(t) + bx(At), 0< <1,
is asymptotically stable if and only if a < 0, |b] < |al.

Various other results on asymptotic stability and asymptotic behavior of solutions for neutral
pantograph equations were obtained in [7, 13, 14, 15,16, 21]. A good review on stability theory for
pantograph neutral equations can be found in the monograph [4].

In the present paper, we consider scalar linear non-autonomous pantograph neutral equations.

Using the Bohl-Perron theorem, stability tests for all classes of linear functional differential
equations can be obtained. The advantage of this method is that, instead of studying stability, it is
sufficient to estimate either the norm or the spectral radius of a linear operator in some functional
spaces on the half-line. Explicit stability results were established by this method in [3, 6] and in
the monograph [3] for a linear neutral equation which is different from (IIJ). To the best of our
knowledge, this method is applied to equation (II]) for the first time. The Bohl-Perron theorem
for this class of equations can be found in [9].

The paper is organized as follows. Section 2 presents definitions, assumptions and auxiliary
statements. In Section 3, the main stability results for equation (LI) are justified. Section 4
contains examples and discussion.

2. Auxiliary Results

We consider (L)) under the following assumptions:
(al) a,b, g, h are Lebesgue measurable essentially bounded functions on [0, +00);
(a2) esssup;>y, |a(t)| < ag < 1 for some tg > 0, b(t) > 0;
(a3) g(t) < t, t_l}gloo g(t) = 400, mes U = 0 = mes g~ (U) = 0, where mes U is the Lebesgue
measure of the set U;
(ad) h(t) <t, t—liﬁloo h(t) = +o0, mes U = 0 = mes h=1(U) = 0.
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Together with (LI]) we consider for each tp > 0 an initial value problem

(z(t) — a(®)z(g(1)) + b()z(h(t)) = f(t), t=to, @(t)=¢(t), t < to, (2.1)

where
(ab) f : [to,+00) — R is Lebesgue measurable locally essentially bounded, ¢ : (—o0,tp) — R is a
Borel measurable and bounded function.
In some of our main results, we assume that the delays are bounded:
(a6) t —g(t) <, t—h(t) <7 for t >ty and some 6 >0, 7 > 0 and to > 0.

Definition 2.1. A Lebesgue measurable function x : R — R is called a solution of problem (2.1])
if it is locally essentially bounded on [0,400), x(t) — a(t)z(g(t)) is locally absolutely continuous,
x satisfies the equation in (1)) (i.e. (L2) with the right-hand side J:Z) f(s)ds) for almost all t €
[to, +00), and the initial condition in (21]) holds for t < t.

There exists a unique solution of problem (21I), see [9] for conditions (al)-(ad) and [12] for
continuous a, b, g, h.
Consider the initial value problem for the equation with one non-neutral delay term

2'(t) + b(t)z(h(t)) = f(t), t > to, z(t) =0, t <to, (2.2)
where b(t), f(t) and h(t) <t are Lebesgue measurable locally bounded functions.

Definition 2.2. For each s > to the solution X (t,s) of the problem
() +bt)x(h(t) =0, t >ty, x(t)=0,t<s, x(s)=1 (2.3)

is called a fundamental function of equation (2.2). We assume X (t,s) =0 for 0 <t <s.

t
Lemma 2.3. [3] The solution of problem (2.2) can be presented as x(t) = | X(t,s)f(s)ds.

to
Definition 2.4. Equation (11) is (uniformly) exponentially stable if there are M >0, v >0

such that the solution of problem (21)) with f = 0 has the estimate |z(t)] < Me "*7%) sup  |o(t)|
te(—o0,to]
fort > tg, where M and v do not depend on tg > 0 and .

All our main results are based on the Bohl-Perron theorem which is stated below.

Lemma 2.5. [9, Theorem 6.1] Assume that (al)-(a4),(a6) hold, and the solution of the problem
(@(t) — a(t)z(g(t)))" + b(H)x(h(t)) = f(t), t > to, x(t) =0, t <t (2.4)

is bounded on [tg, +00) for any essentially bounded function f on [ty,+00). Then equation (I1]) is
exponentially stable.

Remark 2.6. In Lemma we can consider boundedness of solutions not for all essentially
bounded functions f on [tg,+00) but only for essentially bounded functions f on [t1,+00) that
vanish on [to,t1) for any fized t; > to, see [4]. We will further apply this fact in the paper without
an additional reference.



Consider now a linear equation with a single delay and a non-negative coefficient
a'(t) + b(t)z(ho(t)) = 0, b(t) 20, 0=<t—ho(t) <o, (2.5)

and let Xo(¢,s) be its fundamental function.

t
Lemma 2.7. [4] Assume that Xo(t,s) >0 ,t>s>ty. Then Xo(t,s)b(s)ds < 1.
to+70
t
Lemma 2.8. [J,11] Assume that there is tg > 0 such that /
ho(t)
Xo(t,s) > 0 fort > s >tg. If in addition b(t) > by > 0 then equation (2.) is exponentially stable.

1
b(s)ds < - for any t > tg. Then

For a fixed bounded interval I = [to, t1], consider the space Ly [to,t1] of all essentially bounded
on I functions with the norm |y|; = esssup,c; |y(t)|. Denote for an unbounded interval

£t +0c) = ess sup £ ()]

>to
by E the identity operator. Define the operator S on the space Lul[to,t1] as

(Su) (1) ={ a(B)y(o(t). 9(t) > to,

0, g(t) < tp.

Lemma 2.9. [2] Let a,g satisfy (al) and (a3), respectively. If ||lall(y +00) < a0 < 1 then £ — S is
invertible in the space Log[to, +00), and the operator norm satisfies

1

. (2.6)
|| [to,400)

(E — S)_lHLoo[to,+oo)—>Loo[to,+OO) = 1—|la

3. Stability Results

Consider initial value problem (Z4) with || f||; 400) < 400. First, let us estimate its solution
and the expression under the sign of the derivative.

Lemma 3.1. Suppose (al)-(a4) hold. A solution of (27) and the derivative of y(t) = z(t) —
a(t)x(g(t)) satisfy on any interval I = [to,t1], t1 > to,

”b” to,+0o0
O e e e DIIE A F [OY (3.1)

|z <
1- - Ha”[tm-l-oo)

Ha”[to,+oo)

Proof. We have for t € I by Lemma [2.9]

2(t) = (B = 8)"y(®), l2lr < I(E = ) Mlrwftots) > Loolionl[9lr < 7 lylz,

”CLH[to,-i-oo)

[y (1)]

IN

O] |2(RE)] + [1fllito.+00)

HbH[to +00)
< 08y (1l o)
1 — [[allzo.+o0) lfo.-00)

A

< [1bllito, 400yl + 11 W0, +00)



Theorem 3.2. Assume that (al)-(a4),(a6) hold and there exists to > 0 such that for t > to

t

0 < by < b(t), / b(s) ds <
h(t)

o |

and

N =

||aH[to,+oo) <
Then equation (11) is exponentially stable.

Proof. We will prove that a solution of ([2.4) for any ||fljt,+00) < 400 (satisfying in addition
f(t) =0 for t € [ty,to + 7)) is bounded on [tg,+00). Let Yi(¢,s) be the fundamental function of
the equation

¥ (1) + b(B)y(h(1)) = 0. (3.4)

By (82) and Lemma 28] Y;(¢,s) > 0 for any ¢t > s > to. Also, b(t) > by > 0 implies exponential
stability of equation (3.4]), and Yi(¢, s) has an exponential estimate.

Let y(t) = x(t) — a(t)x(g(t)), then b(t)x(h(t)) = b(t)y(h(t)) + b(t)a(h(t))z(9(h(t))), and @.4)

can be rewritten in the form

y'(8) + 0y (h(t)) = —=b(t)a(h(t))z(g(h(t))) + f(t), y(t) =0, t <to.

By Lemma 23]
t

y(t) = — ) Yi(t, )b(s)a(h(s))z(g(h(s)))ds + fi(t),
where f1(t) = ftto Yi(t,s)f(s)ds. Since Yi(t,s) has an exponential estimate and f is bounded on

[t(]a +OO)7 ||f1||[to,+oo) < +o0.
Denote I = [tg,t;]. By Lemma [27] using the fact that z(t) = y(t) = 0 for ¢t € [to,to + 7] and
the first estimate in (B.1]), we get

lall,.
1yl1 < llallitg. 00|17 + 1 f1llto o) < 19200 1ylr + 11 1l g 5-00) -
1- ||a||[to,+oo)

By (B3)) we have |y|; < M, where M does not depend on the interval I. Then, also by the first
estimate in (B]), |x|; < M, where M does not depend on the interval I. Hence |z(t)] < M for
t > tg. By Lemma 25 equation (1) is exponentially stable. d

Let ut = max{u,0}.

Theorem 3.3. Assume that (al)-(a4),(a6) are satisfied, b(t) > by > 0 and for some to > 0 at least
one of the following conditions holds:

— 0 : 1
Hu + HE M <1, where [(t) = min {b(t), —} ; (3.5)
5 [to,+00) 5 [t0,+c0) 1- HaH[to,—i-oo) Te
1 +
Wl | (2= 100 = 5 —) <1 2l o (36)
[to,+o0) [to,+00)

Then equation (11) is exponentially stable.



Proof. Assume that (B3] holds. Consider problem (Z4) with ||f|li, 100y < +00 and f(t) = 0
1 1

for t < t9 + 7. Denote B(t) := min{b(t),—e} as in (B.5) and by := min{bo,—e} > 0. Then
T T

t

1

0 < b <B(t) <b(t) and / B(s)ds < ~ Similarly to the proof of the previous theorem, (2.4])
h(t)

can be rewritten as
y'(t) + By (h(t)) = —(b(t) — B()y(h(t)) — b(t)a(h(t)z(9(h(t))) + f(t), y(t) =0, t < to.

Let Y5(t, s) be the fundamental function of the equation
y'(t) + Bty (h(t) = 0. (3.7)

By Lemma 2.8 Y5(¢,s) > 0 and equation (3.7)) is exponentially stable.
Let I = [to,t1]. We have

t

y(t) = | Ya(t,s) [ = (b(s) = B(s))y(h(s)) — b(S)a(h(S))fﬂ(g(h(S)))} ds + fa(t),

to

where fo(t) = ftl; Ya(t, s)f(s)ds and | f2|l[t9,4-00) < +00. Then

b(s)a(h(s))
B(s)

y(h(s))] + \

y()] < / Ya(t, 5)8(s)

to

Hence, first by Lemma 277 and then by B1I),

b—§ b
e (4521, ., ) o (vt |5

< Hb—ﬁ [allo,+00) HQ
- B 1= llallito,+00) 113

for some finite M; > 0, My > 0. Condition (B.5) implies |y|; < M, where M does not depend on
the interval I. Hence [|yl|{t,, +o00) < +00, therefore by B.1)), [|#||{,+00) < +o0. Thus by Lemma 23]
equation (L)) is exponentially stable.

Next, assume that ([3.6]) holds. Denote

' b(s) — B(s)
50s)

w(g(h(S)))} ds =+ [| f2lito,+o0) -

> ’x‘]—i-Ml

[t07+oo)

+
)

> ly|r + Mo

[to,+00 [to,+c0)

ho(t) = max {h(t),t ;} .

B ||b||[to7+oo)e
Then

t 1 1 +
/ho(t) b(s)ds < e ho(t) > h(t), |h(t) — ho(t)| = <t — h(t) — 7”5”[150,-;-00)6) .

Problem (24]) can be rewritten as
ho(t)

Y () + b(t)y(ho(t)) = b(t) /y'(S)dS = b(t)a(h(t))z(g(h(t)) + f(t), y(t) =0, t < to.

h(t)



Let Y3(t, s) be the fundamental function of the equation

y'(t) + b(t)y(ho(t)) = O, (3.8)

where by Lemma 28] Y5(¢,s) > 0 and equation (3.8]) is exponentially stable.
For I = [to,t1], we have

t ho(s)
y(t) = [ Ys(t,s)b(s) (/h y'(€)ds — a(h(S))x(Q(h(S)))> ds + f3(t),

to (8)

t

where f3(t) = [ Y3(t,s)f(s)ds and || f3]|(1y 400) < +00. Lemma 2.7 and (B.I) imply
to
s < Nlho = Al +oo) W1 + llallito,00) 121 + [1£3lito,400)
* b
S Bl ollio 1, e
161l t6,00)€

[t0,+00) L= ||a||[t07+00) 1- ||aH[to,+oo)

for some M3z > 0. Inequality (3.6]) yields that ||yl +o00) < M, where M does not depend on the
interval I, thus |||, 4+00) < +00, and therefore equation (LI)) is exponentially stable. O

Corollary 3.4. Assume that (al)-(a4),(a6) are satisfied, and at least one of the following conditions
holds for t > ty:

1 2
) 0) 2 7 and 7Pl o0 < > ( 1= lallro0) )

1
b) b(t) >bp > 0,t— h(t) > ’ T”b”[tm—i-w) <1+ g - 2Ha”[to,+oo)'

||bH[to,+oo)e
Then equation (11) is exponentially stable.

Proof. Conditions in a) of the corollary yield that, in the proof of Theorem [3.3],

1 1
B(t) = Hb - BH[tO;I—oo) = ”b”[to,-l-oo) -

Te Te'

Hence, after some simple calculations, condition a) of the corollary implies ([3.35]) of Theorem B3]

Next, assume that t — h(t) > m. Then
0,+oc
1 * 1
VRS Ny R P
‘ < ey W Pllorooreliy o
1 1
= |[t—h(t - <7
1= 2Ol o0 = i, e =7 Ml 2o
1
The inequality [|6]| [y +o0) <T — m) < 1—2|lalljty,+00) in ([B.8)) is equivalent to the last
0,T00
inequality in b). O



1 1
Considering b(t) = b with the cases t — h(t) > o and b > - only, we get the following result.

Corollary 3.5. Assume that (al)-(a4),(a6) are satisfied, b(t) = b > 0, and for some ty > 0, for
1 2 1 1
t > to, either - <br < - 1-— ||a||[t0,+oo)> or — <b(t—h(t) <br<1+ o 2llallity,+o00)-
Then equation (I1) is exponentially stable.

In the following theorem, the delays in equation (L)) are not assumed to be bounded. Instead
of exponential stability, we deduce integral asymptotic stability conditions.

+o0o
Theorem 3.6. Let (al)-(a4) hold, b(t) >0, / b(s)ds = 400, b(t) # 0 almost everywhere,
0

lim sup /t b(&)d¢ < +oo, limsup /t b(&)d¢ < +o0 (3.9)
g h

t—+oo Jg(t) t—+oo Jh(t)

and at least one of the following conditions holds for t > ty:
1
a) / §)d§ < < s Nallizg,400) < 3

1
) << / b(E)E < 1+ = — 2lall gy o)
h(t) €
Then equation (1.1) is asymptotically stable.

t
Proof. Let s = p(t) := | b(r)dr, z(s) = x(t), where p(t) is a strictly increasing function. Then we
~ to
introduce a(s), h(s) and g(s) as follows:

- B h(t) B t
a(s) = a(t), o(h(t) = 2(h(s)), h(s) < s, h(s) = / b(r)dr, s — h(s) = /h NG

Then

% <x(t) —~ a(t)x(g(t))) = (z(s) — a(s)z(g(s))> = =) <z(s) - cﬂs)z(é(s))) :

Equation (LI can be rewritten in the form

(2(s) — as)2(3(s)))" = —=(h(s)). (3.10)

By inequalities ([B.9]), equation (3I0) involves bounded delays. If z(t) is a solution of (I.I]) then
z(s) = x(t) is a solution of (B.I0]).

Theorem and condition a) of the theorem, as well as Part b) of Corollary and condition

b) of the theorem imply that equation (3I0) is exponentially stable. Hence (I.T) is stable and

lim z(s) = tEme(t) =0, i.e. (L)) is asymptotically stable. O

S——+00



As an application of Theorem B0 consider the pantograph version of equation (L.TI)

(x(t) — a(t)x(ut)) = —b(t)z(At), u, A€ (0,1). (3.11)

“+oo
Corollary 3.7. Assume that (al)-(a2) hold, b(t) > 0, / b(s)ds = +o0, b(t) # 0 almost every-

0
where, and at least one of the following conditions holds for t > ty:

1
o / €)de < . el o) < 3

- < / HE)E < 1+ — 2lally 4o0)

Then equation (I1) is asymptotically stable.
If in addition there exist vy,v9, 1o > 11 > 0 such that for t >ty > 0,

In(1t) < /t "b(E)de < In(wat) (3.12)

0
then there are t1 > tg, My > 0 and v > 0 such that

lz(t)] < Myt™, t>t,. (3.13)

Proof. The only assumption that we have to check is that under either a) or b), (8.9) holds. Both

a) and b) imply /}\ t b(&)de < 1 + ! < +oo for t > tg. The only inequality that we have to justify

is the first inequality in (3.9]). If ,u > A then it is obvious. Let p < A; as u, A € (0, 1), there is an
integer k such that \* < u. Instead of tg, consider to = toA™ k. Then for t > i,
t t AF—1g AF=2¢ t 1
o< [ woae= [ wgass [ weer ot [Cwgae<k(141),
¢

ut Akt Akt Ak—1¢

which immediately implies the first inequality in (3.9)).
Let in addition (3.12]) hold. Then there exists t; > ¢y such that

In(vt) <t, t>t. (3.14)

t
The assumptions of the corollary imply that z(s) = z(t), with s = p(t) := / b(T)dr, is uniformly

t
exponentially stable, see the proof of Theorem Note that p(tg) = 0. Tﬁus there are M > 0,
~v > 0 such that

lz(t)] < Me7P®), (3.15)

Since p(t) is monotone increasing and the expression in the right-hand side is decreasing in t,
inequality (BI5]) holds for x(r), r > p(t) instead of z(p(¢)) in the left-hand side. By (BI2) and

B.14),

p(t) <In(wet) <t, t>t.

Thus
lz(t)| < Me™P® < Me 708 — N (118)™7 = Myt7,

where My = Mv; ", which concludes the proof. ]

Remark 3.8. Note that (3.12) implies boundedness of f;t b()dr
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4. Examples and Discussion

First, we illustrate the results of the present paper with three examples: one for an equation with
constant delays and variable coefficients, one for a pantograph equation and one for an equation,
where one of the delays is growing faster than for any pantograph equation.

Example 4.1. Consider the equation
(z(t) — a(t)z(t — o)) = —a(l + 0.1cost)z(t — ), (4.1)
where |a(t)] < ag < 3. Let ag = 0.49. Then in Part b) of Proposition [1.4] (23],

t
lim sup/ b(s)ds = a(m +0.2) < 0.2,
t

t——+o0 -

or a < 0.05985, while Theorem [3.2 implies exponential stability whenever

t
b(s) ds < a(r+0.2) < é ,
t—m

or a < 0.11. For o € (0.05985,0.11], Theorem establishes exponential stability, while Proposi-

tion [1-7) fails.

Next, let ag = 0.46, then the condition in Proposition becomes a(m + 0.2) < 0.4, or a <
ag ~ 0.1197. Part b) of Corollary implies exponential stability for a > (1.1me)~! ~ 0.1065,
a < (1+1—2q0)/(1.17) ~ 0.1296. Thus, for a € (0.1197,0.1296), Corollary works and

Proposition [1.7) fails.
In addition, let us note that Theorem [3.2 and Corollary can be applied to the equation

(z(t) —a(t)z(g9(t))) = —a(l +0.1cost)z(h(t)), t—m<h(t)<t, t—o<glt) <t (4.2)
leading to the same estimates as above, while Proposition deals with constant delays only.

Most known stability results were obtained for pantograph equations involving a non-delay
term. For example, the equation

(x(t) — at)ax(ut))" = —c(t)x(t) + b(t)x(ut), € (0,1), (4.3)

where 0 < %a(t) < ap <1, ¢(t) > ¢y > 0, is asymptotically stable if % < «a < 1 for some
a > 0, as follows from [4, P.286-287], where the vector case was considered. It means that the
non-delay term dominates over the delay term. This result partially generalizes Proposition for
neutral equation (4.3)).

In this paper we considered equation (B.I1]) without a non-delay term (in (&3] ¢(¢) = 0). Hence
the results of the present paper and known stability tests for pantograph equations are independent.

Example 4.2. The pantograph-type neutral equation
1 S|
x(t) — gx(0.25t) = —;x(0.5t), t>1 (4.4)
is asymptotically stable, since all the assumptions of Part b) of Corollary[3.7 hold. In fact,

td 1 1 2
/ ® m2~0693>>, In2<1+4=— =070l
05t S e e 3
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Example 4.3. For the equation with unbounded delays

(m(t) — (0.1 4+ 0.1sint)a(t — \/%))/ =2, (ﬁ) L t>4, a>0, (4.5)

tint

t
d
we have / :lnz = a[ln(In(t))—In(In(v1))] = aln2 ~ 0.693c. Sincet > t—+/t > /T fort > 4, also
Vi

t t
a/t_\/z siis < 04/\/z siis = aln2 < +oo, so () is satisfied. As [|0.1 + 0.1sint|[;4 4o0) = 0.2,

a) in Theorem [3.8 holds for aln2 < 1/e, while b) is fulfilled for

1 1
- <aln2<06+ -.
e e

0.6e +1

Overall, [{.2) is asymptotically stable for o < I3

known stability tests fail for this equation.

~ 1.396. To the best of our knowledge, all

Let us discuss now both known results and new stability tests presented in the paper. Propo-
sition [[I] assumes existence of a non-delay term and thus cannot be applied to equation (I.TI).
Proposition contains easily verifiable conditions but implies several unnecessary restrictions,
such as non-negativity and differentiability of a.

Propositions [[.3] and [[4] in the non-neutral case a(t) = 0 give the best possible asymptotic
t

3
stability condition lim sup b(s)ds < 5 but only for constant delays. We consider variable
t—+o00 Jt—0o

delays t — h(t), t — g(t) which, moreover, can be unbounded.

In all stability results of Propositions[T.2] [[.3] 4] it was assumed that all the parameters of con-
sidered neutral equations are continuous functions, and the proofs were based on this assumption.
Thus all these results are not applicable to equations with measurable parameters.

Note that Theorem [B.3] for the case a = 0 implies the best possible known stability condition

1
T[1b]l{tg,4-00) < 1 + — for delay differential equations with one delay and measurable parameters.
e

Finally, let us suggest several directions in which future research is possible.

1
1. An interesting question is whether in Theorem [3.2]the condition |[a||;, +o0) < 5 (as in Propo-

1
sition [L.2)) can be relaxed to a less restrictive inequality [lal[( +o0) < A, Where X € <§, 1>.

For a neutral equation in a different form than (LI]), such a result was obtained in [6], under
the assumption that a(t) > 0.

2. Extend the stability result obtained in the paper to equations with several delays, integro-
differential equations and equations with distributed delays.

3. There are many papers on asymptotic formulas for solutions of neutral equations, includ-
ing pantograph equations, see, for example, [4]. However, most results are concerned with
autonomous equations or equations with constant delays. It would be interesting to obtain
similar estimates for non-autonomous equations using the Bohl-Perron theorem or another
approach.

4. Extend the results on the algebraic decay rate for pantograph equations to some other types
of equations with unbounded delays, for example, to h(t) = av/t or h(t) =t —an/t, t > 1,
a € (0,1] and give an explicit estimate of this rate.
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