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A B S T R A C T

Liver tumor segmentation from computed tomography (CT) images is a critical and challenging task. Due to the fuzziness in the liver pixel range, the neighboring
organs of the liver with the same intensity, high noise and large variance of tumors. The segmentation process is necessary for the detection, identification, and
measurement of objects in CT images. We perform an extensive review of the CT liver segmentation literature. Furthermore, in this paper, an improved segmentation
approach based on watershed algorithm, neutrosophic sets (NS), and fast fuzzy c-mean clustering algorithm (FFCM) for CT liver tumor segmentation is proposed. To
increase the contrast of the liver CT images, the intensity values are adjusted and high frequencies are removed using histogram equalization and median filter
approach. It is followed by transforming the CT image to NS domain, which is described using three subsets (percentage of truth T, the percentage of indeterminacy I,
and percentage of falsity F). The obtained NS image is enhanced by adaptive threshold and morphological operators to focus on liver parenchyma. The enhanced NS
image passed to a watershed algorithm for post-segmentation process and liver parenchyma is extracted using the connected component algorithm. Finally, the liver
tumors are segmented from the segmented liver using fast fuzzy c-mean (FFCM). A quantitative analysis is carried out to evaluate segmentation results using six
different indices. The results show that the overall accuracy offered by the employed neutrosophic sets is accurate, less time consuming, less sensitive to noise and
performs better on non-uniform CT images.

1. Introduction

Liver tumors are the most common internal malignancies worldwide
and also one of the leading death causes. Early detection, diagnosis and
accurate staging of liver cancer is an important issue in radiography. In
a CT scan, manual segmentation is tedious and prohibitively time-
consuming for a clinical setting. Automatic liver tumor segmentation is
a very challenging task, due to various factors: liver stretch over 150
slices in a CT DICOM file, indefinite shape of the lesions, low-intensity
contrast between lesions and similar to those of nearby tissues, irre-
gularity in the liver shape and size between patients and the similarity
with other organs make automatic liver segmentation very difficult [1].

Several types of research have developed various algorithms for
image segmentation that can be categorized based on the degree of
automation (semi, interactive or fully). The most popular segmentation
approaches are histogram-based methods, region-based methods, edge-
based methods, model-based methods, watershed methods, fuzzy logic
methods. As shown in Table 1, each of these approaches has its ad-
vantages and disadvantages in terms of applicability, suitability, per-
formance, and computational cost [2,3].

In some applications such as expert systems, we should consider not
only the truth membership but also the falsity of membership and the

indeterminacy of the two memberships. It is hard for the fuzzy set to
solve such problems [4]. Neutrosophic logic (NL) is a generalization of
fuzzy logic (FL) and carries more information than FL. NL introduces a
new indeterminacy set due to unexpected hidden parameters in some
propositions [5].

Particularly, no one who did not consider the above characteristics
of the abdominal CT image can meet desirable results in liver and tumor
segmentation. Therefore, to address the above-mentioned problems, we
proposed a fully automatic liver tumor segmentation approach from
abdominal CT scans based on watershed, neutrosophic sets, and fast
fuzzy c-mean.

The proposed approach is comprised of five phases. In the first
phase, CT image is converted to gray-scale, contrast-enhanced using
histogram equalization and noise removed by applying a median filter
approach. In the second phase, the image is transformed to NS domain.
Each pixel in NS belongs to either Truth or False or Indeterminate sub-
sets. The image becomes more uniform, homogeneous, and more sui-
table for the segmentation process. In the third phase, morphological
operators open and reconstruct are used to delete small objects and
focus on liver parenchyma. In the fourth phase, the algorithm marks
foreground and background objects from truth image based on neu-
trosophic set and watershed algorithm to segment CT images. Then the
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connected component algorithm is used to select and extract liver from
abdominal CT. Finally, the segmented liver passed to fast fuzzy c-mean
clustering algorithm to segment and detect tumors.

The remainder of this paper is ordered as follows. Section 2 explains
the related work. Section 3 explains the methodology of the proposed
approach. In Section 4, the segmentation approach based on the new
Neutrosophic set, Watershed algorithm and Fast-fuzzy c-means is pro-
posed. The experimental results and analysis with details of the datasets
are discussed in Section 5. Finally, conclusion and future work are
discussed in Section 6.

2. State of the art

Nowadays several works have been proposed at the state of the art,
which effectively solve the problems of liver tumor segmentation from
abdominal CT scans. They can be broadly grouped into two approaches,
(1) direct approaches that segments tumor alone and (2) indirect ap-
proaches that segment liver first and then segment tumor from it.

Direct approaches, Moltz et al. in [6] proposed a hybrid method for
tumor segmentation. It performs a coarse segmentation by adaptive
thresholding based on a gray value and removes structures adjacent to
the tumor by model-based morphological processing. The method re-
quires the user to specify the center of the region of interest (ROI).
Wong et al. in [7] proposed a semi-automatic method based on region
growing with knowledge-based constraints to segment tumors from CT
slices. Knowledge-based constraints are introduced to ensure that the
size and the shape of the region grown lies within acceptable para-
meters. The method requires an ROI was determined manually by se-
lecting two points on the CT image prior to region growing. Li et al. [8]
proposed an integrated method with FCM and level set method for liver
tumor segmentation. The initial segmentations obtained by FCM and
the fine delineation obtained with level set method were interfaced by
morphological operations. The limitation of this method is that the level
set method requires high processing time. Smeets et al. in [9] used the
level set function for tumor segmentation. The algorithm is initialized
by a spiral scanning technique based on the seed point placed inside the
tumor. The level set evolves according to a speed image obtained by
statistical pixel classification with supervised training. The algorithm
requires the user to select a point at the center of the tumor and to
specify a maximal radius by placing a point in the surrounding liver
tissue. Moghe et al. in [10] proposed an automatic threshold-based liver
tumor segmentation method from CT images. The method uses a lower
threshold and a higher threshold; that was determined from statistical
moments and texture measures, however, the selection of threshold
values is difficult in this method.

All methods in the direct approach need for user intervention to
support the segmentation process. This intervention is not desirable for
the automatic segmentation of tumor. As regards indirect approaches,
the tumor segmentation starts with segmenting the liver first from CT
images. Segmentation of tumor from the segmented liver simplifies the
segmentation problem by decreasing the computational time and

decreasing the number of possible external organs during the segmen-
tation process.

For liver segmentation, Nural and Hans in [11] proposed approach
depend on integration of morphology and graph-based techniques for
liver segmentation. It uses anisotropic diffusion, adaptive threshold
based on prior knowledge and connected component algorithm to
segment tumors from the segmented liver. While, Kumar et al. in [12],
proposed an approach for automatic and effective segmentation of liver
lesion from CT images. The method uses confidence connected region
growing for automatic segmentation of liver and alternative fuzzy c-
means clustering for lesion segmentation. The algorithm applied on 10
cases of abdominal CT scans.

Badura and Pietka in [13], proposed a semi-automated method for
segmentation of liver in CT, the proposed system consists of the three-
dimensional anisotropic diffusion filtering and the adaptive region
growing, supported by the fuzzy inference system. The system has been
evaluated using 17 abdominal CT scans yielding 77% effectiveness.

Lim et al. in [14], proposed an unsupervised liver segmentation
algorithm with three steps. In the pre-processing, the CT image is
simplified by estimating the liver position using a prior knowledge and
performing multi-level threshold on the estimated liver position. The
proposed scheme utilizes the multi-scale morphological filter recur-
sively with region-labeling and clustering to detect the search range for
deformable contouring. In order to perform an accurate segmentation,
the gradient label map is produced. Experimental results are compared
with manually segmented images by a radiologist and shown to be ef-
ficient. Huang et al. in [15] proposed hybrid approach for automatic
liver segmentation. At first liver intensity range is detected based on
prior knowledge of liver volume. Then ROI is extracted using atlas-
based affine and non-rigid registration. At the last step, to achieve more
accurate segmentation, major liver tumors are detected using a gray
level and distance prior knowledge, and then a modified diffeomorphic
demons registration with shape constraint is applied. Results show that
the proposed approach can be a potential tool in clinical application.

Jeongjin et al. in [16] proposed two steps seeded region growing
(SRG) onto level-set speed images to define an approximate initial liver
boundary. The first SRG efficiently divides the CT image into a set of
discrete objects based on the gradient information and connectivity.
The second SRG detects the objects belonging to the liver based on
dimensional shape propagation. Experimental results show that the
proposed system fast, converge to the optimal position and accurate for
liver volume segmentation. Ruchaneewan et al. in [17] proposed ap-
proach consists of four stages: in the first stage, an intensity-based is
applied to obtain soft tissue. In the second stage, a region-based texture
classification is used to classify all the soft tissue regions. During the
third stage, an initial region of the liver for each patient is determined
from the probability images. In the final fourth stage, a 95% confidence
interval determined from the intensities of the initial regions is used to
detect the liver region.

Campadelli et al. in [18] proposed fully automatic liver segmenta-
tion and reviewed different liver segmentation techniques in [19]. They

Table 1
Summary of segmentation methods.

Methods Advantages Disadvantages

Histogram-based Fast and simple Difficult to identify significant peaks and valleys
Edge-based Fast and well developed Edges are often disconnected
Region-based The concept is simple. Multiple stop criteria can be chosen The choice of seeds is important and critical. Sensitive to noise
Model-based Finds certain-shaped regions The regions need to fit a certain model
Watershed The boundaries of each region are continuous. No seed is needed.

Resulting regions are connected
Sensitive to noise and non-homogeneity. The algorithm is time-consuming and
over-segmentation problem

Clustering-based Fuzzy set is a rule-based segmentation and takes into account the
uncertainty and fuzziness

Affected by the number of initial clusters

Machine learning Stable, different lesion characteristics can be incorporated by feature
extraction

Long training time; over-training problem; test images should come from the same
platform as the training images

A.M. Anter, A.E. Hassenian Artificial Intelligence In Medicine xxx (xxxx) xxx–xxx

2



described their method as a low computational cost gray-level based
technique where no data samples are needed. Furthermore, all em-
ployed parameters are not crucial. Some parameters are based on
anatomical information, while the rest of the parameters have been
guided by reasoning. The method implementation starts with the heart
volume segmentation based on a priory anatomical knowledge. Then,
five labeled partitions of the abdominal volume are selected. These
partitions are used to calculate a set of parameters to create the edge
map to detect the image details. All the information and parameters are
employed with the region growing algorithm to segment the abdomen
organs based on the assumption that the gray levels for each organ
follow a Gaussian distribution.

Lu et al. in [20], proposed automated liver segmentation based on
support vector machine (SVM) and texture description. 28 liver CT
dataset is used in experiments. Images Segmentation process started
with texture classification. The wavelet transform is used to drive input
to support vector machine which classified pixels in the liver and non-
liver region. The segmented liver is still not smoothed and still need
some improvement. For the refinement of results authors used region
growing method. For refining holes and broken areas within the liver,
dilation is used. Misclassified pixels outside the liver are removed by
erosion.

Kaur et al. in [21], proposed enhanced K-means clustering algo-
rithm for liver image segmentation. 20 liver CT dataset are used with
resolution 512×512. K-means divides given CT image to a number of
clusters. In K-means process, K-centroids are defined one for each
cluster. The main drawback is that attached organs are not removed
properly. So morphological opening-by-reconstruction is used to im-
prove the performance. The proposed method compared with region
growing and showed that enhanced K-means provides better results
than region growing.

Zhao et al. in [22], proposed new liver image segmentation algo-
rithm combining fuzzy C-means and multi-layer perceptron. The da-
taset contains 40 slices for 10 patients are used with resolution
320×320. Threshold method is used for enhancing the quality of
image. Fuzzy c-mean clustering and morphological reconstruction filter
are used to delineate initial liver boundary. This segmented image is
used to train a multilayer perceptron neural network. The process is
repeated until all the slices images have been segmented.

For liver tumor segmentation. Hame in [23] proposed a method to
segment tumors in two stages. The liver is segmented using simple
thresholding and morphological operations, from which a rough seg-
mentation of tumors is obtained. The rough segmentation result is re-
fined using a fuzzy clustering approach and the final tumor segmenta-
tion is obtained by fitting a geometric deformable model, based on the
membership function generated by the clustering. Ciecholewski and
Ogiela in [24] proposed contour modeling to segment the liver from CT
images. The resulting image was enhanced by histogram transformation
to find lesions.

Taieb et al. in [25] proposed a method to segment liver and tumors
from abdominal CT images. The method repeatedly applies multi-re-
solution, multi-class smoothed Bayesian classification followed by
morphological adjustment and active contours refinement for segmen-
tation. Intensity distribution function for liver and tumor are computed
using multiclass and pixel neighborhood information. Initially, rectan-
gular region around a manually selected seed inside the liver and ad-
ditional seeds inside the liver tumors are computed and interpreted as
the parameters of the liver and tumor classes.

Zhang et al. in [26] proposed an interactive method for liver tumor
segmentation from CT images. The liver was segmented first using pre-
processing operations and then watershed transform was employed to
partition the CT volume into the large number of catchment basins.
Then, the tumors were extracted from the segmented liver by training a
support vector machine (SVM) classifier based on the user selected seed
points. The corresponding features for training and prediction were
computed using the small regions extracted by the watershed

transform. This method requires manual selection of seed points. Patil
et al. in [27] proposed approach to segment tumors in the two-level
operations. First level Segmentation of liver is performed by using two
methods of adaptive threshold with morphological operations and
global threshold with morphological operations. Second level tumor
Segmentation, three methods were used in that level adaptive threshold
with morphological operations, Fuzzy C Mean Clustering and Region
Growing. The proposed approach compares and selects the best of all
and produces the final result. It is improving the accuracy of the seg-
mentation for distinct quality and category of CT images. Kumar and
Moni in [28] used adaptive threshold and morphological processing for
liver segmentation. Each suspicious tumor region was automatically
extracted from the segmented liver using the fuzzy c-mean technique.
Also, neural network is used to identify normal liver and abnormal liver
region in [29], 10 liver CT scans with resolution 512× 512 are used, a
histogram equalization is used to increase the quality and contrast of
images. In the feature extraction step, five set of features are extracted
using statistically based features, intensity based approach, morpholo-
gical based features, frequency domain based and wavelet domain
based features. Principal component analysis (PCA) is used for feature
selection. A feed-forward multi-layer perceptron is trained using back
propagation algorithm for the selected features to take the decision.

Most of these methods are time-consuming and do not respond
identically to different patients. They usually produce over segmenta-
tion and also give unsatisfied results for the slices with fuzzy liver
boundary. The tumor segmentation is inaccurate for different volume
and shapes. In this paper, an automatic and effective algorithm that
segments liver and tumors from CT scans is proposed using a hybrid
segmentation approach based on neutrosophic sets, watershed algo-
rithm, and fast fuzzy c-means.

3. Preliminaries

This section provides a brief explanation of liver CT imaging tech-
nology, Pre-processing, morphological operator, watershed algorithm,
and neutrosophic sets along with some of the key basic concepts. A
more comprehensive review can be found in sources such as [30–33].

3.1. Neutrosophic sets (NS)

Neutrosophy is a branch of philosophy, introduced by Florentin in
1995, which includes four fields: philosophy, logic, set theory, and
probability. Neutrosophic set and its properties are discussed briefly in
[5]. The problems which cannot be solved by FL, the NL can solve it. NS
studies the neutrosophic logical values of the propositions that re-
presented by subsets (truth (T), indeterminacy (I), and falsity (F)) [32].

Definition 1 (Neutrosophic set). define T, I, and F as neutrosophic
components. Let T, I, and F be standard or non-standard real subsets
of]−0,1+[. An element A(T, I, F) belongs to the set in the following
way: it is t true (t∈ T), i indeterminate (i∈ I), and f false (f∈ F), where t,
i, and f are real numbers [33].

In order to apply neutrosophy, an image needs to be transferred to a
neutrosophic domain PNS. A pixel in the neutrosophic domain can be
represented as T, I, and F meaning the pixel is t% true, i% in-
determinate, and f% false, where t varies in T, i varies in I, and f varies
in F, respectively. In a neutrosophic set, 0≤ t, i, f≤ 1. However, in a
classical set, i=0, t and f are either 0 or 1 and in a fuzzy set, i=0,
0≤ t, f≤ 1 [30]. The pixel P(i, j) in the image domain is transformed
into neutrosophic domain PNS(i, j) which is represented by T(i, j), I(i, j),
F(i, j) and calculated as follow:

=P i j T i j I i j F i j( , ) { ( , ), ( , ), ( , )}NS (1)

=
−

−
T i j

g i j g
g g

( , )
( , )¯ ¯
¯ ¯

min

max min (2)
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Ho( , ) Ho¯
Ho¯ Ho¯

min

max min (3)
= −F i j T i j( , ) 1 ( , ) (4)

= −i j g i j g i jHo( , ) abs( ( , ) ( , )¯ ) (5)

Fig. 1. Proposed approach phases for automatic liver tumor segmentation.

Fig. 2. Results of different cases abdominal CT images after enhancement. (a) Original image, (b) image after applying median filter, and (c) image after apply
histogram equalization.
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where g i j( , )¯ is the local mean value of the pixels of the window size,
and Ho(i, j) is the homogeneity value of T at (i, j), which is described by
the absolute value of difference between intensity g(i, j) and its local
mean value g i j( , )¯ . ḡmin and ḡmax are the first and last peaks respec-
tively, calculated from the peaks greater than the mean of local maxima
of image histogram. While Ho¯ min and Ho¯ max are the first and last peaks
respectively, calculated from the homogeneity image using peaks
greater than the mean of local maxima.

After the image is transformed to NS domain, some concepts and
operations in the neutrosophic domain are defined and employed.
Entropy is utilized to evaluate the distribution of different gray level in
abdominal CT images.

Definition 2 (Neutrosophy image entropy). Image entropy is defined by
summation of the three subsets entropies I, F, and T. [33]. If entropy is
maximum, the different intensities have equal probability and the
intensities distribute uniformly. If the entropy is small, the intensities
have different probabilities and their distributions are non-uniform.

∑= −En P i ln P i( ) ( )T T T (6)

∑= −En P i ln P i( ) ( )F F F (7)

∑= −En P i ln P i( ) ( )I I I (8)

= +En En + En EnNS T I F (9)

where EnI, EnT and EnF are the entropy of subsets T, I and F,
respectively. P i( )T , P i( )F , and P i( )I are the probabilities of element i
in T, I and F. EnI is employed to evaluate distribution of indeterminacy,
and EnT and EnF are utilized to measure the distribution of the elements
in NS.

3.2. Watershed algorithm

Separating liver parenchyma from abdominal CT image is one of the
more difficult processing operations. The watershed algorithm is often

applied to this problem. Watershed image segmentation can be re-
garded as an image in three dimensions (two spatial coordinates versus
intensity) [1]. We will use three types of the points which are minimum,
catchment basin, and watershed line to express a topographic inter-
pretation. Watershed algorithm has an advantage that it is fast speed,
while a disadvantage of this algorithm is over-segmentation results. To
solve this problem used marker-controlled for watershed segmentation.
The watershed marker finds “catchment basins” and “watershed ridge
lines”. The segmentation using watershed marker works better if you
can identify, or “mark,” foregrounds objects and background locations.

3.3. Fast fuzzy c-mean algorithm (FFCM)

Fuzzy c-mean (FCM) is an unsupervised learning and a very
common technique for statistical data analysis used in many fields, due
to its overall performance. FCM is a generalization of the hard clus-
tering scheme, also known as soft clustering, data elements can belong
to more than one cluster which is determined by the degree of mem-
bership of the element in the corresponding cluster. FCM adopts fuzzy
partitions of given data between 0 and 1 to determine the degree of its
belonging to a group. To segment N-dimensional CT liver grayscaling
image into c classes using a memory efficient implementation of the
fuzzy c-means clustering algorithm named fast fuzzy c-means (FFCM).
The computational efficiency is achieved by using the histogram of the
image intensities during the clustering process instead of the raw image
data. For more details in [34,35].

4. Proposed segmentation approach

Hybrid segmentation approach based on watershed algorithm,
neutrosophic sets, and fast fuzzy c-means is proposed. The reason to do
these integrations was that each technique as such has problems, which
the other does not have. In general, the automatic hybrid CT liver
segmentation approach introduced in this paper is composed of five
phases as shown in Fig. 1 and the proposed approach steps are

Fig. 3. The results of neutrosophic sets for liver CT image segmentation. (a) Original image, (b) image after applying median filter, (c) image after apply histogram
equalization, (d) false Subset, (e) truth Subset, and (f) indeterminate Subset.
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illustrated in Algorithm 1.

Algorithm 1. NS and watershed model.

1: Convert image to gray scale and resize it to 64× 64.
2: Apply median filter with 3× 3 window to remove noise.
3: Apply histogram equalization to enhance contrast.
4: Convert each pixel of image to NS.
5: Calculate local maximum of histogram g i j( , )¯ and find first peak Ho¯ min and

last peak Ho¯ max greater than local mean.
6: T(i, j) calculated from local of mean window, gmin, and gmax.
7: I(i, j) calculated from homogeneity of subset T and difference between g(i, j)

and local mean value.
8: Calculate F(i, j)= 1− T(i, j).
9: Apply entropy EnNS to evaluate the indeterminacy in T, I, and F.
10: EnNS= EnT+ EnI+ EnF.
11: Apply adaptive threshold on NS image based on local mean intensity value.
12: Apply morphological operators open, erosion, close, dilation and fill holes.

13: Apply watershed algorithm using indeterminate and false subset images to
control watershed.

14: Extract largest connected component from segmented image.
15: Apply FFCM on segmented liver to detect and segment tumors.
16: Apply morphological operators to remove non-tumor regions.

1. Pre-processing. In this phase, CT image firstly converted to gray-scale
level and resized to reduce computation time. The median filter is
applied to remove noise from CT image and contrast enhanced using
histogram equalization.
Fig. 2 shows the pre-processing stage on different CT slices. The
gray-scale image is enhanced, smoothed and the noise is removed
using median filter approach with window size 3×3. The filter runs
through each element of the image and replace each pixel with the
median of its neighboring pixels located in a square neighborhood
around the evaluated pixel. Histogram equalization is used as seen
in Eq. (10) to modify the dynamic range of the intensity values and

Fig. 4. Pre-segmentation results for liver from different CT images. (a) Truth image, (b) image after apply adaptive threshold, (c) image after fill holes and small
objects are removed, (d) image after apply open and reconstruct, and (e) image after apply close and reconstruct.
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increase the CT contrast without affecting the structure of the in-
formation contained therein.

= −
× −

× −H v v
m n

L( ) round( cdf( )¯ cdf¯
( ) cdf¯ ( 2))min

min (10)

cdf cumulative distribution function for unique pixel value v and L is
the number of grey levels used of image of size m× n.

2. CT image transformation to NS domain. Each pixel in the CT image
will be converted to NS domain. That is mean each pixel will belong
to either truth or false or indeterminate subsets in NS domain.
Where indeterminate subset I represent foreground of the image,
Truth subset T represent objects and finally False subset F represent
the background of the image. After NS applied the truth subset
image becomes more uniform and homogeneous, and more suitable
for the segmentation process.
Fig. 3 shows the results of the proposed approach based on neu-
trosophic sets for liver CT image segmentation on different patient's
slices. In Fig. 3(b) pre-processing median filter approach is used to
clear noise. In Fig. 3(c) contrast is enhanced using histogram
equalization. The enhanced image is transformed to a false domain
object as seen in Fig. 3(d). Fig. 3(e) shows the true domain objects.
Fig. 3(f) shows the indeterminate domain objects. From the obtained

results, the proposed NS approach is less sensitive to noise, gives
clear noise and well-connected boundaries.

3. Post-processing. After liver CT images are converted to the neu-
trosophic domain, adaptive threshold based on local mean intensity
value of the true image is used. Then, some morphological operators
like open, erosion, close, dilation and fill holes are used to remove
small objects and focus on liver parenchyma.
After CT image is converted to the neutrosophic domain, adaptive
threshold based on local mean intensity value of truth NS image is
used. Fig. 4 shows the morphological operations open, close, re-
construct with shape and size of the structuring element (SE) that
used to shrink and to remove small objects and extract liver from
abdominal CT. The experimental results show that the best shape is
diamond with SE size value 4.

4. Liver parenchyma segmentation. In this phase, the watershed algo-
rithm is used to segment images. First control and mark foreground
and background from NS image using subsets I for foreground ob-
jects and F for the background objects. Then watershed algorithm is
applied to segment true images. After that the maximum region of
interest (ROI) was selected to extract liver from abdominal CT using
connected component algorithm.
Fig. 5 shows the results of the watershed algorithm. It works on
three images truth image after enhancement from previous steps,

Fig. 5. Results of liver segmentation using watershed. (a) Indeterminate image, (b) foreground image, (c) background image, and (d) image after apply watershed.
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indeterminate subset, and False subset images. The Indeterminate
and false images used as control marker for watershed. After that the
maximum region of interest (ROI) selected and extracted from ab-
dominal CT using connected component algorithm (CCL).

5. Tumors segmentation and extraction. In this phase, fast fuzzy c-means
algorithm is applied on segmented liver parenchyma to detect and
segment tumors from liver. Morphological operators are used to
remover small objects which not represent tumors from liver.
Fig. 6 shows the segmentation of liver tumors (benign and malig-
nant) using memory efficient implementation of the FCM called fast

fuzzy c-means algorithm (FFCM). The proposed FFCM provides ex-
cellent results for tumor clustering and segmentation without any
loss of tumor detection with high accuracy. Also false positive re-
gions that affect system performance are reduced.

5. Experimental results and discussion

5.1. Description of CT liver data set and computer setting

The proposed approach will be applied on a complex dataset. The

Fig. 6. Results of tumor segmentation using fast fuzzy c-means algorithm. (a) Segmented liver, (b) fast fuzzy c-means, (c) tumors segmentation using morphological
operators, and (d) segmented tumors overlapped on original image.

Fig. 7. Abdonial liver CT axial section, shows the liver nearby, same intensity and connected to other organs.
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dataset contains more than 105 patients have CT for liver abdominal
and more than one hundred fifty slices for each patients. All images are
in JPEG format, extracted from a DICOM file with dimensions
630×630 and bit depth 24 bits [1]. In abdominal liver CT images,
liver is connected to other tissues such as spleen, stomach, kidney,
gallbladder, gastrointestinal tract, and spinal muscles. The intensity
distribution is different between slices and the variation in intensities
may cause the segmentation very hard and leak. Fig. 7 shows the
overlap in abdominal CT axial section between the intensity of liver and
other nearby tissues with strong connections with liver. The proposed
approach is tested on difficult data set and the accuracy results

compared with adaptive threshold, and Region growing algorithms. All
algorithms are tested on the same data set. In all cases, the image
segmentation approaches were programmed in MATLABR 2007 on a
computer having Intel Core I7 and 8 GB of memory.

5.2. Performance measures

In order to verify the quality of CT image segmentation using the
proposed approach and to compare it with other algorithms. A quan-
titative analysis is carried out using six indices: Jaccard Index [35], dice
coefficient [35], entropy-based metric (En) [36], partition coefficient
(Vpc) [37], and partition entropy (Vpe) [37]. These indices are calculated
as follow:

Jaccard index is very popular and used as a similarity index for
binary data asshowninthefollowingform.

= ∩
∪

J A B
A B

(OA)
(11)

OA is the area of overlap; A is binary image and B is ground truth
image.

Dice coefficient is defined as follows:

= ∩
+

D A B A B
A B

( , ) 2| |
| | | | (12)

The dice coefficient is commonly used to measure the performance
of segmentation. Its values range between 0 and 1 which means 0 is no
overlap and 1 is perfect agreement.

Correlation coefficient (CC) used to measure the similarity between
the segmented imaged and ground truth in relation with their re-
spective pixel intensity. CC is defined as follow.

=
∑ ∑ − −

∑ ∑ − ∑ ∑ −( )( )
A A B B

A A B B
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ij
2

ij
2
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where the subscript indices m and n refer to the pixel location in the
image.

Partition coefficient (Vpc) and partition entropy (Vpe) are two indices
used to validate the fuzzy c-means clustering algorithm based on the
elements of the membership matrix.

∑ ∑=
= =

V
n

μ1

i

c

j

n

pc
1 1

ij
2

(14)

where ≤ ≤V 1c
1

pc . The PC index indicates the average contents of pairs
of fuzzy subsets in fuzzy partition by combining into a single number.
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j
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1 1

ij ij
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Vpe measures the fuzziness of the cluster partition similar to the parti-
tion coefficient. An optimal clusters obtained by minimizing to produce
the best clustering performance for the data.

Entropy-based metric (En). Entropy used for measuring the uniformity
of pixel characteristics within a segmentation region and for measuring
the complexity of the division of the image into regions based on in-
formation theory. The entropy of every region j is defined as follows.

∑= −
∈

H R
L m

S
L m

S
( )

( )
*log

( )
j

m V

j

j

j

jj (16)

where Vj is the set of all possible in region j, Lj(m) is the number of
pixels belonging to region j with feature m, and Sj is the area of region j.

The expected region entropy of the CT image I and the expected
entropy of the other regions is used to measure the uniformity within
the regions of I as follows:

∑ ⎜ ⎟= ⎛
⎝

⎞
⎠=

H I
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j

c
j

I
j

1 (17)

Table 2
The results of the proposed approach, adaptive threshold, and region growing
for liver CT image segmentation using Jaccard Index, correlation, and dice
coefficient.

Im. NS-WS-FFCM Adaptive threshold Region growing

Jaccard Dice Corr Jaccard Dice Corr Jaccard Dice Corr

1 0.7794 0.876 0.863 0.7589 0.863 0.729 0.6499 0.788 0.92
2 0.904 0.95 0.945 0.675 0.806 1.038 0.779 0.876 0.92
3 0.9117 0.954 0.944 0.9283 0.963 0.686 0.7867 0.881 0.946
4 0.8281 0.906 0.895 0.7627 0.865 0.739 0.7031 0.826 0.642
5 0.8969 0.946 0.933 0.7219 0.838 0.888 0.7719 0.871 0.923
6 0.8921 0.943 0.935 0.7273 0.842 0.898 0.7671 0.868 0.79
7 0.8072 0.893 0.886 0.7734 0.872 0.767 0.6797 0.809 0.766
8 0.9335 0.966 0.963 0.8164 0.899 0.828 0.7985 0.888 0.803
9 0.9055 0.95 0.947 0.7988 0.888 0.886 0.7805 0.877 0.906
10 0.8895 0.942 0.928 0.9419 0.97 0.76 0.7645 0.867 0.768
11 0.92 0.958 0.951 0.8666 0.929 0.647 0.795 0.886 0.691
12 0.7482 0.856 0.846 0.7779 0.875 0.768 0.6207 0.766 0.605
13 0.8802 0.936 0.924 0.7261 0.841 0.888 0.7552 0.861 0.807
14 0.9333 0.965 0.962 0.6994 0.823 1.071 0.7983 0.888 0.783
15 0.7778 0.875 0.862 0.7666 0.868 0.783 0.6628 0.797 0.938
16 0.8675 0.929 0.912 0.8034 0.891 0.832 0.7455 0.854 0.814
17 0.8522 0.92 0.914 0.7719 0.871 0.768 0.7312 0.845 0.912
18 0.9097 0.953 0.941 0.7693 0.87 0.74 0.7747 0.873 0.809
19 0.9166 0.957 0.943 0.6933 0.819 1.001 0.7876 0.881 0.794
20 0.8354 0.91 0.898 0.675 0.806 1.026 0.7104 0.831 0.944
21 0.8459 0.916 0.908 0.7962 0.887 0.786 0.7288 0.843 0.943
22 0.8597 0.925 0.906 0.7279 0.843 0.895 0.7337 0.846 0.909
23 0.7988 0.888 0.846 0.9036 0.949 0.694 0.6878 0.815 0.781
24 0.879 0.936 0.919 0.8106 0.895 0.83 0.754 0.86 0.622
25 0.9319 0.965 0.954 0.7059 0.828 1.072 0.7909 0.883 0.915
26 0.8428 0.915 0.885 0.7691 0.869 0.759 0.7278 0.842 0.943
27 0.8871 0.94 0.935 0.7789 0.876 0.764 0.7741 0.873 0.805
28 0.8841 0.938 0.93 0.6767 0.807 1 063 0.7601 0.864 0.817
29 0.8933 0.944 0.932 0.7841 0.879 0.78 0.7653 0.867 0.944
30 0.8414 0.914 0.891 0.6794 0.809 1.075 0.7224 0.839 0.821

Fig. 8. Visual representation and comparison between the accuracy obtained
from the proposed approach, adaptive threshold and region growing in terms of
correlation, true positive, dice coefficient, and Jaccard Index.
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The entropy layout entropy is used to counteract the effects of over-
segmenting and under-segmenting. layout entropy can be calculated as
follow:

∑ ⎜ ⎟= − ⎛
⎝

⎞
⎠=

H I S
S

S
S

( ) *logL
j

c
J

I

J

I1 (18)

From these two factors entropy-based evaluation function is calcu-
lated E. The measure E yields smaller value for better segmentation and
higher otherwise calculated as follow:

= +E H I H I( ) ( )r L (19)

Fig. 9. Results of different abdominal CT images to prove the proposed approach is less sensitive to noise to extract liver parenchyma. (a) Original noisy image and
(b) liver segmentation.

Fig. 10. The results of using watershed only. (a) Original CT image, (b) histogram equalization, (c) morphological operators, (d) adaptive thresholding, (e) watershed
segmentation.
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5.3. Results and discussion

The proposed approach uses a novel concept of neutrosophic sets
and adaptive watershed segmentation algorithm for automatic extract
liver tumors from abdominal CT images. It obtains overall accuracy
almost 95%. This result is better compared to adaptive threshold and
region growing algorithm.

Table 2 shows the comparison between the proposed approach,
adaptive threshold [32] and region growing [38] for liver segmenta-
tion. In addition Fig. 8 shows the visual representation for the best si-
milarity indices's in terms of Dice Coefficient, Jaccard Index, and Cor-
relation. As can be seen, the proposed approach acts pretty and better
accuracy for all measurements followed by adaptive threshold which
select an individual threshold for each pixel based on the range of in-
tensity values in its local neighborhood, this is make intensity histo-
gram does not contain distinctive peaks. Also it is more sophisticated
and accommodate changing lighting conditions in the image. The main
drawback of this method is that, it is computational expensive and not
appropriate for real-time applications.

Fig. 11. Visual representation and Comparison between the proposed neu-
trosophic set and watershed approach with watershed algorithm only.

Fig. 12. Sample results of the proposed approach for different patient's liver tumors.
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Absence of clear edges, definite shape of liver parenchyma and close
connection between liver tissue and other organs will limit the liver
parenchyma to segment and extract based on edge algorithm. Fig. 9,
proves our proposed approach for the noisy liver CT images. The results
prove that, the proposed NS approach is not sensitive to noise and ex-
tract liver parenchyma from abdominal CT images without loss of in-
formation.

Fig. 10 shows the results of using Watershed algorithm only to
segment liver from abdominal CT. Fig. 11 shows the comparison be-
tween proposed neutrosophic sets and watershed approach with only
watershed algorithm in terms of dice coefficient, Jaccard Index, cor-
relation and true positive.

The best results for liver tumor detection and segmentation for
different patients using the proposed approach can be seen in Fig. 12.

The segmentation results show that, high accuracy obtained without
any loss of information. Table 3 shows the validity clusters indices for
the centroids selected automatically using the proposed approach. We
can see from the partition coefficient index (Vpc) that the best clusters
are selected from with high maximum values of Vpc which indicate to
the best and compact clusters. In the partition entropy validity Index
(Vpe) the best and maximum values obtained from the proposed ap-
proach which indicates to the optimal clusters centroid obtained. The
entropy based metric validity index (En) yields smaller value for ef-
fectiveness and better segmentation. From Table 3, we can see that the
best segmentation with smaller En is obtained from the proposed ap-
proach. From the analysis and quantitative evaluation we can see that
the proposed approach is superior with good segmentation results and
can help doctor to detect liver tumor.

Table 4 shows the comparison between the proposed segmentation
approach with other previous work on liver CT images. Moreover,
characteristics of the works, datasets, and algorithms that are used for
segmentation, and accuracy of segmentation are shown. As can be seen,
the proposed approach acts pretty and better than other works on the
same and different datasets with overall accuracy almost 95%. The
same accuracy obtained from the proposed approach by Siri et al. [42]
using the neutrosophic sets and Chan-Vese, followed by the approach
proposed by Mostafa et al. in [46] using bio-inspired ant lion optimi-
zation algorithm and morphological operator, followed by the approach
proposed by Anter et al. in [5] and Sayed et al. in [33]. From the
comparisons, we can demonstrate that the neutrosophy can reduce
over-segmentation, effective, robust, and it can handle uncertainty and
indeterminacy in CT images.

6. Conclusion and future work

We proposed a hybrid segmentation approach using neutrosophic
sets, watershed algorithm, and fast fuzzy c-means algorithm for auto-
matic liver tumor segmentation from abdominal CT images. The ex-
periments demonstrate that the proposed approach based on neu-
trosophy can handle indeterminacy and uncertainty better, reduce
over-segmentation and has good accuracy and performance on non-
uniform and noisy images. The overall accuracy obtained from the
proposed approach almost 95% of good liver segmentation. This result
can help for further diagnosis and treatment planning. In the future
work, we plan to apply the proposed neutrosophy segmentation ap-
proach on a huge number of CT images to evaluate the performance.

Table 3
Internal validity cluster indices evaluation using partition coefficient (Vpc),
partition entropy (Vpe), and entropy-based metric (En).

Im. Vpc Vpe En

1 0.416932 0.341636 1.07269
2 0.421026 0.32572 0.859855
3 0.413901 0.359581 1.601528
4 0.413554 0.352702 1.09138
5 0.357888 0.397455 1.046865
6 0.465071 0.326871 1.006505
7 0.349194 0.35701 1.236447
8 0.456346 0.278621 0.672169
9 0.441919 0.337476 0.98584
10 0.39423 0.371347 1.646975
11 0.412318 0.358495 1.289047
12 0.432716 0.298588 -1.192729
13 0.370576 0.385847 1.081468
14 0.458046 0.303049 0.746747
15 0.485352 0.356641 1.20805
16 0.468327 0.282769 0.734358
17 0.467896 0.282687 −1.26104
18 0.469732 0.277711 −1.18394
19 0.449559 0.34278 0.817948
20 0.463941 0.292219 0.830245
21 0.475224 0.287913 0.736041
22 0.459588 0.330357 1.014164
23 0.430036 0.352068 1.448281
24 0.468102 0.277782 0.699572
25 0.446393 0.312698 0.793044
26 0.356865 0.362553 1.175963
27 0.384426 0.3180.15 1.288198
28 0.4026 0.327779 0.955975
29 0.472108 0.278973 1.209227
30 0.388055 0.343446 0.790185

Table 4
Comparison between proposed approach with other existing work on liver segmentation.

Authors Year Data set Acc. Methodology

No. Description

Jeongjin et al. [16] 2007 20 Private 70% region growing, level-set
Ruchaneewan et al. [17] 2007 30 MICCAI 86% Intensity-based partition, region based texture, and thresholding
Abdalla et al. [31] 2012 26 Hospital data (Private) 84% Region growing, CCL, and morphological operators
Abdalla et al. [39] 2012 27 Hospital data(Private) 92% Level set and watershed
Anter et al. [1] 2013 112 Radiopaedia &ISIS center 93% watershed algorithm, RG, and CCL
Aldeek et al. [40] 2014 44 – 87% Markov random field, gradient vector flow (GVF), and Bayesian classifier
Siri et al. [41] 2017 108 M/S CT scan Centre 91.61% NS and fast marching method
Siri et al. [42] 2017 110 M/S CT scan Centre 95% NS and Chan-Vese
Anter et al. [1] 2013 112 Radiopaedia &ISIS center 93% watershed algorithm, RG, and CCL
Anter et al. [5] 2014 30 Radiopaedia 94% NS and FCM
Sayed et al. [43] 2016 30 Radiopaedia 94% FCM and GWO
Sayed et al. [44] 2016b 30 Radiopaedia 90.89% PSO
Ali et al. [45] 2016 30 Radiopaedia 92.66% FCM and GWO
Mostafa et al. [46] 2018 30 Radiopaedia 94.49% ALO and morphological operators
Mostafa et al. [47] 2016 38 Radiopaedia 93.73% RG, ABC, and morphological operators
Proposed approach 2017 30 Radiopaedia 95% NS, watershed, adaptive threshold, FFCM
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