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a  b  s  t  r  a  c  t

Hypoglycaemia  is  a medical  term  for a body  state  with  a low  level  of blood  glucose.  It is a  common
and serious  side  effect  of  insulin  therapy  in  patients  with  diabetes.  In  this  paper,  we  propose  a system
model  to measure  physiological  parameters  continuously  to provide  hypoglycaemia  detection  for  Type
1 diabetes  mellitus  (TIDM)  patients.  The  resulting  model  is  a fuzzy  inference  system  (FIS).  The  heart
rate  (HR),  corrected  QT  interval  of  the  electrocardiogram  (ECG)  signal  (QTc),  change  of  HR,  and  change
of  QTc are used  as  the input  of the  FIS  to detect  the hypoglycaemic  episodes.  An  intelligent  optimiser
is  designed  to optimise  the FIS  parameters  that  govern  the  membership  functions  and  the  fuzzy rules.
The  intelligent  optimiser  has  an implementation  framework  that  incorporates  two  wavelet  mutated
differential  evolution  optimisers  to enhance  the  training  performance.  A  multi-objective  optimisation
ypoglycaemia
ulti-objective optimisation

approach  is  used  to perform  the  training  of  the  FIS  in order to meet  the  medical  standards  on  sensitivity
and  specificity.  Experiments  with  real  data  of 16  children  (569 data  points)  with  TIDM  are  studied  in  this
paper.  The  data  are  randomly  separated  into  a training  set  with  5 patients  (l99  data  points),  a  validation
set  with  5  patients  (177  data  points)  and  a testing  set with  5 patients  (193 data  points).  Experiment  results
show  that  the  proposed  FIS  tuned  by  the  proposed  intelligent  optimiser  can offer  good  performance  of
classification.
. Introduction

In this paper, a fuzzy inference system (FIS) is developed to
odel the relationship between four physiological parameters and

he episodes of hypoglycaemia. Hypoglycaemia is a medical term
or a body state with a low level of blood glucose. It is a result
f mismatch between the action of insulin, the ingestion of food
nd the energy expenditure. Hypoglycaemia is not common in non-
iabetic persons, but can occur at any age [1]. It can be caused by
xcessive insulin produced in the body, inborn errors, medications
nd poisons, alcohol, hormone deficiencies, prolonged starvation,
lterations of metabolism associated with infection, and organ fail-
re [2]. Some study reported that diabetic patients, who have been
reated with insulin, have high risk of developing hypoglycaemia.

ost surveys reported that the tighter the glycaemia control, and
he younger the patient, the greater frequency of both mild and

evere hypoglycaemia would occur [3,4].

Hypoglycaemia may  be defined differently for different peo-
le in terms of blood glucose in different circumstances and for
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different purposes. Most of the healthy adults maintain a fasting
glucose level at above 70 mg/dL (3.9 mmol/L), and develop symp-
toms of hypoglycaemia when the glucose level falls below 55 mg/dL
(3.3 mmol/L) [2,5]. Several studies reported that hypoglycaemic
episodes are defined as blood glucose levels being below 50 mg/dL
(2.8 mmol/L), and the patients are advised to take necessary medi-
cal treatment immediately.

The symptoms of hypoglycaemia are often unaware by the
patients. Nocturnal hypoglycaemia is particularly dangerous
because it may  obscure autonomic counter-regulatory responses,
so that any initially mild episodes may  become severe. 50%
of all severe episodes occur at night time. Deficient glucose
counter-regulation can lead to severe hypoglycaemia even with
the modest insulin elevations. Regulation of nocturnal hypogly-
caemia is further complicated by the dawn phenomenon [7]. This is
a consequence of nocturnal changes in insulin sensitivity secondary
to growth hormone secretion: a decrease in insulin requirement
approximately between midnight and 5 am followed by an increase
in requirement between 5 am and 8 am. Thus, hypoglycaemia is
one of the complications of diabetes most feared by patients. As

a result, constructing a model for the detection of hypoglycaemia
with respect to some physiological parameters are very important
for patients to perform real-time monitoring of their blood glu-
cose level especially at night time [6,8,11,12]. In this paper, a fuzzy
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depolarisation and repolarisation stages of electrocardiography. An
example ECG signal (with two cycles) is shown in Fig. 2. In this
study, the concerned points are the Q points, R peak, T wave peak
(Tp), and the T wave end (Te). The QT interval is between the Q point
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nference system is developed to model the relationship between
our physiological signals and the episodes of hypoglycaemia. The
hysiological signals are the heart rate (HR), the change of HR with
ime (�HR),  the corrected QT interval (QTc) of the electrocardio-
ram (ECG) signal, and the change of QTc with time (�QTc). These
our signals are used as the inputs for the classification.

In this paper, a fuzzy inference system (FIS) is employed to per-
orm the modelling of the hypoglycaemic episodes. Fuzzy inference
s a process of making decisions by using fuzzy logic and fuzzy rules.
he data for the hypoglycaemic detection are real-time body sig-
als from patients. A lot of noise and error can be present during
he measurement process. Fuzzy logic (FL) can be applied to obtain

 good model for processing those body signals. Thanks to the lin-
uistic rule base, any human knowledge can readily be absorbed
nto the FIS.

Before the FIS works as a classifier for hypoglycaemia episodes
or Type 1 diabetes mellitus patients, it has to be trained by some
ata set with known class labels. The training is a kind of supervised

earning. The major objective is to determine the best parameter
alues for the FIS’s rules and membership functions. The training
an be realised as an optimisation process. Traditional optimisation
ethods like the least square algorithm and gradient descent meth-

ds have the potential problem of trapping in some local optima
f the solution space. Hence, evolutionary optimisation algorithms
re considered in this paper.

Differential evolution (DE) has been well accepted as a power-
ul evolutionary computation algorithm for handling optimisation
roblems during the last decade. It is a population based stochas-
ic optimisation algorithm that searches the solution space by
sing the weighted difference between two population vectors
o determine a third vector [9,17,18]. Owing to the population-
ased strategy, DE is less possibly getting trapped in some locally
ptimal solution. In [22], an improved version of DE with double
avelet mutations (DWM-DE) is employed to the training process

f the hypoglycaemia problem. The result shows that DWM-DE
erforms well in the training process. The details of the perfor-
ance and comparison after using the wavelet mutation in DE
ere reported in [25]. However, the performance of DWM-DE

till depends quite much on some control parameters’ values and
he setting of the initial conditions. To reduce these limitations,

 further improved intelligent optimiser is introduced, which is
esigned based on DWM-DE. In the intelligent optimiser, a fuzzy
ontroller is employed to adjust the parameter values adaptively
uring the progress of searching. To reduce the dependence on the

nitial conditions of the optimisation algorithm, a parallel imple-
entation framework involving two wavelet-mutated differential

volution (WM-DE) engines is proposed. Moreover, to reduce the
umber of control parameters as a compensation for the increase
f complexity brought by the fuzzy controller, we use a single
avelet operation instead of two. The resulting system consists of

wo WM-DE engines running in parallel with different initial condi-
ions to tackle the same optimisation problem. The fuzzy controller
n the proposed intelligent optimiser captures the on-line popula-
ion information from the two WM-DE engines. The information is
nalysed and compared by the Student T-test, which is a method to
ssess whether two groups of data are statistically different from
ach other in terms of the mean fitness values. The individual pop-
lations’ information and the result of the Student T-test act as the

nputs of a fuzzy controller to determinate the next iteration (gen-
ration) values of the control parameters of the DE engines. The
wo DE engines in the intelligent optimiser act as a pairing system
ith additional searching information shared between them. The
esult is a closed-loop adaptive control system that supports the
ntelligent optimiser for better performance. Thanks to the changes
rought by the intelligent optimiser, the solution reliability can be
nhanced when the fuzzy controller tries to minimise the t-value.
puting 20 (2014) 54–65 55

By applying the wavelet function in the DE’s crossover, we can have
the solution space to be more widely explored in the early stage of
the search; and are more likely to obtain a fine-tuned global solu-
tion in the later stage of the search by setting a smaller searching
space. The wavelet function’s properties enable us to improve the
performance of DE in terms of convergence speed, solution quality
and solution reliability statistically [22].

In this paper, sensitivity and specificity are used to measure
the performance of the classification. The sensitivity measures the
proportion of actual positives that are correctly identified; and
the specificity measures the proportion of actual negatives that
are correctly identified. As common clinical classification require-
ments, the sensitivity should be higher than 70% and the specificity
should be higher than 50% in order to obtain a reliable classifica-
tion. Based on these clinical requirements, we have two objectives
to achieve in the training process. As a result, a multi-objective opti-
misation approach using the proposed intelligent optimiser should
be employed to realise the training process. Besides, overtraining
is another key problem that affects the classification performance
when constructing the FIS model. Overtraining refers to the reduc-
tion of the generalisation ability that can occur as a system is
trained. In this paper, a validation strategy is employed to reduce
the risk of overtraining [20,21,23]. This strategy is embedded in
the training operation and the formulation of the fitness functions
in the proposed intelligent optimiser. The details will be given in
Section 2.

The organisation of this paper is as follows: in Section 2, the
details of the development of the FIS and the proposed intelligent
optimiser are presented. The experiment results of detecting noc-
turnal hypoglycaemic episodes in TIDM patients are discussed in
Section 3. A conclusion is drawn in Section 4.

2. Fuzzy inference system with the proposed intelligent
optimiser

To realise the detection of hypoglycaemic episodes for the type-
1 diabetes mellitus (T1DM) cases, an FIS tuned by the proposed
intelligent optimiser with two wavelet-mutated differential evolu-
tion (WM-DE) engines is employed. A block diagram of the FIS is
shown in Fig. 1. It is a 4-input and 1-output learning and modelling
system. The physiological inputs are the heart rate (HR), the cor-
rected QT interval of the electrocardiogram signal (QTc), the change
of heart rate (�HR),  and the change of QTc (�QTc). The output is the
binary state of hypoglycaemia (h), which takes the value of true (+1)
or false (−1). The major role of the FIS is to model the relationship
of HR,  QTc, �HR and �QTc to h so as to perform classification.

Two  of the inputs of the FIS are obtained from the ECG signal.
The ECG signal being investigated involves the parameters in the
Intell igent Optimiser

Fig. 1. Fuzzy inference system (FIS).
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begin 
Initi ali se the population  
whil e (no t terminati on condit ion ) do 
    begin 
            Mutation operation by equation (11) 
            Cr oss over operati on by equ ati on (12) 
            Evaluati on of the fit ness  function  
            Selec t the best vec tor by equ ation  (13 ) 
    end  
end 

DE (SDE) process is shown in Fig. 3. In this paper, a wavelet-mutated
DE (WM-DE) algorithm is employed in the intelligent optimiser.
The pseudo code of WM-DE is shown in Fig. 4. The details of both
SDE and WM-DE are given as follows.

begin 
Initi ali se the population  
whil e (no t terminati on condit ion ) do 
       begin 

Mutation operation by equation (11) 
Cross over op erati on by equ ation  (12 ) 
Modifying the trial population vec tors based on 
equation (18 )
Evaluation  of the fit ness  fun cti on 
Selec t the best vec tor by equ ation  (13 ) 

       end 
Fig. 2. ECG signal.

nd the T wave peak. The QTc signal is obtained by QT/RR,  where RR
s the interval between two consecutive R peaks. The heart rate is
iven by 60/RR.

.1. Fuzzy inference system

In the classifier, the physiological data (HR, QTc, �HR and �QTc)
re represented as linguistic variables governed by membership
unctions that support fuzzy descriptions. The FIS contains four

ajor parts: fuzzification, inference engine, fuzzy-rule base, and
efuzzification.

On doing fuzzification, the inputs are mapped to different
embership functions by using fuzzy sets. Bell-shaped fuzzy mem-

ership functions are used and defined as follows:

m(x(t), �m, cm)e(xcm)2/(2m2) (1)

here x(t) is the non-fuzzy input, m = 1, 2, . . .,  mf; mf denotes the
umber of membership functions; �m and cm are the standard devi-
tion and the mean value of the membership function respectively.
ig. 14 shows a set of bell-shaped fuzzy membership functions for
n input variable. It contains three linguistic terms (M1, M2,  and
3). The input range is between 0 and 1. In the FIS, all the inputs

re mapped to the corresponding fuzzy membership functions. The
embership functions for the four inputs are given by:

HR,m(HR(t), �HR,m, cHR,m) = e−(HR(t)−cHR,m)2/(2(�HR,m)2) (2)

QTc,m(QTc(t), �QTc,m, cQTc,m) = e−(QTc(t)−cQTc,m)2/(2(�QTc,m)2) (3)

�HR,m(�HR(t), ��HR,m, c�HR,m) = e−(�HR(t)−c�HR,m)2/(2(��HR,m)2) (4)

�QTc,m(�QTc(t), ��QTc,m, c�QTc,m)

= e−(�QTc(t)−c�QTc,m)2/(2(��QTc,m)2) (5)

In the inference engine of the FIS, the fuzzified inputs are pro-
essed with respect to a rule base, which generates the fuzzified
utput. The rule base contains a set of fuzzy if–then rules of the
ollowing format:where � is the rule number, � = 1, 2, . . .,  nr; nr is

Rule �. IF HR(t) is fHR,m(HR(t), �HR,m, cHR,m)
AND QTc(t) is fQTc,m(QTc(t), �QTc,m, cQTc,m)
AND �HR(t) is f�HR,m(�HR(t), ��HR,m, c�HR,m)
AND �QTc(t) is f�QTc,m(�QTc(t), ��QTc,m, c�QTc,m),
THEN y(t) is w�

he number of rules in the fuzzy rule base. The value of nr is defined
y the following equation:

r = (mf )
n (6)
here n = 4 is the number of inputs of the FIS. After fuzzifying the
nput signals, aggregation is then realised to each rule to represent
he output as a single fuzzy set. The aggregation output for each
Fig. 3. Pseudo code for SDE.

rule is defined as follows:

o� = fHR,m(HR(t), �HR,m, cHR,m) × fQTc,m(QTc(t), �QTc,m, cQTc,m)

× f�HR,m(�HR(t), ��HR,m, c�HR,m)

×f�QTc,m(�QTc(t), ��QTc,m, c�QTc,m) (7)

During the inference process, we map  the fuzzy set outputs of
the rules to a crisp output by performing a process called defuzzi-
fication. In this thesis, the defuzzification is realised as:

y(t)

∑nr
�=1O�w�∑nr
�=1O�

(8)

where w� ∈ [−1, 1], � = 1, 2, . . ., nr are fuzzy singletons to be deter-
mined in the training process. If the output y(t) is positive, it
means that hypoglycaemia is present. The actual output of the FIS
is realised as:

h(t) =
{

+1 if y(t)≥0.

−1 otherwise
(9)

As a result, the output value of the classifier is binary.

2.2. Intelligent optimiser with wavelet-mutated differential
evolution

2.2.1. Differential evolution (DE)
To implement the optimisation process using differential evo-

lution, a population in the solution space should be randomly
generated. The population of solution vectors are then successively
updated and swapped until the population converges to the opti-
mum  within the solution space. The pseudo code for the standard
end 

Fig. 4. Pseudo code for WM-DE.



J.C.Y. Lai et al. / Applied Soft Com

begin 
Initialise the population 
Whil e (no t termination  cond ition) do 
       begin 

Mutation operation by equation (11) 
Crossover operation by equation (12) 
Modifying the trail population vectors based on 
equation (18) 
Evaluation of the fitness functions 
Select the best vector by equation (28) 

    end 
end 
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Fig. 5. Pseudo code for multi-objective WM-DE.

.2.2. Standard differential evolution (SDE)
DE attempts to maintain a population of Np vectors for each

eneration of evolution, with each vector contains D elements. Let
x,g be the population of the current generation g, and xi,g be the ith
ector in this population:

Px,g = (xi,g), i = 0, 1, . . .,  Np − 1; g = 0, 1, . . .,  gmax

Pi,g = (xj,i,g), j = 0, 1, . . .,  D − 1.
(10)

here gmax is the maximum generation number. On doing optimi-
ation, DE creates a mutated vector vi,g for each target vector xi,g
y using the mutation operation. The mutated vector is therefore
ealised by the following equation:

i,g = xi,g + F · (xr1,g − xr2,g) (11)

here F is the scaling factor; r1 and r2 are two different integers,
hich are randomly generated from {0, 1, . . .,  Np − 1}. To comple-
ent the mutation search strategy and increase the diversity of the

erturbed vectors, DE employs a method called uniform crossover
or all the mutated vectors. The crossover operation is realised by
he following equation:

i,g = (uj,i,g) =
{

(vj,i,g) if (randj(0,  1)) ≤ Cr

xj,i,g otherwise
(12)
here Cr ∈ [0,  1] is called the crossover rate, which is a user-defined
alue that controls the fraction of parameters copied from the
utant. randj(0,1) generates a random value between 0 and 1 for

Fig. 6. Pseudo code for training and validation.
puting 20 (2014) 54–65 57

the jth parameter. The algorithm also ensures uj,i,g gets at least
one value as xj,i,g. Then the population is updated by comparing
each trial vector ui,g to the corresponding target vector xi,g. If the
fitness function value of the trial vector is smaller than that of
the target vector, replace the target vector in the next generation;
otherwise the target vector retains its place in the population for
another generation. The selection operation is therefore realised by
the following equation:

xi,g+1 =
{

ui,g if f (ui,g) ≤ f (xi,g)

xi,g otherwise
(13)

where f(·) is the fitness function. Because of this selection opera-
tion, DE is expected to have high optimisation ability. When the
condition to stop further evolution is satisfied; for example, a pre-
set maximum number of iteration has been reached, the algorithm
ends with the best solution as the final solution.

2.2.3. Wavelet-mutated differential evolution
In the DE crossover operation, we proposed a wavelet opera-

tion that varies the searching based on the wavelet function. As the
wavelet function output is set to be inversely proportional to the
number of iteration; when the searching population is approaching
the optimal solution, the effect of the wavelet mutation decreases
until the DE ends eventually. By adopting this method, the effort
on searching and evaluating those local optima, which could be far
away from the global optimum, in the later iteration is reduced.
The total number of iteration to obtain the best solution should
also decrease. Thanks to the property of the wavelet function, the
solution reliability is enhanced in a statistical sense, i.e. the per-
formance of this hybrid DE on converging to the optimal point
is relatively stable despite the presence of many random factors
during the evolution in DE.

2.2.3.1. Wavelet function. The proposed wavelet operation is based
on the wavelet function. In Mathematics, certain seismic signals can
be modelled by combining translations and dilations of an oscilla-
tory function called a “wavelet”. A continuous-time function  (x)
is called a “mother wavelet” or “wavelet” if it satisfies the following
properties:

Property 1.∫ +∞

−∞
 (x)dx = 0 (14)

In other words, the total positive momentum of  (x) is equal to
the total negative momentum of  (x).

Property 2.∫ +∞

−∞
| (x)|2dx < ∞ (15)

which means most of the energy in  (x) is confined to a finite
duration and bounded. The Morlet wavelet [16] is an example
mother wavelet:

 (x) = e−x
2/2cos(5x) (16)

The Morlet wavelet integrates to zero (Property 1). Over 99%
of the total energy of the function is contained in the interval of
−2.5 < x < 2.5 (Property 2). In order to control the magnitude of  (x),
a function  a(x) is defined as follows.( )

 a(x) = 1√

a
 

x

a
(17)

where a is the dilation parameter. It follows that  a(x) is an
amplitude-scaled version of  (x). The amplitude of  a(x) will be
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closed-loop adaptive intelligent optimiser is realised. At the end
Fig. 7. Block diagram

caled down as the dilation parameter a increases. This property is
sed to do the mutation operation in order to enhance the searching
erformance.

.2.3.2. Operation of DE crossover with wavelet mutation. The
rossover operation of (12) is done with respect to the ele-
ents of the trial vector in DE. In WM-DE, a wavelet mutation

s embedded in the crossover operation. It is realised by adding
 wavelet mutation following the original crossover operation. The
rossover after the first mutation takes place according to (12).
et ui,g = (u0,i,g, u1,i,g, . . .,  uD−1,i,g) (where g is the current gen-
ration number and D is the number of elements in the vector)
e the ith vector after crossover for the wavelet mutation. The
alue of the element uj,i,g is inside the vector element’s bound-

ry [parajmin, parajmax]. The mutated crossover vector is given by
¯ i,g = (ū0,i,g, ū1,i,g, . . ., ūD−1,i,g), and

¯ j,i,g =
{
uj,i,g + � × (parajmax − uj,i,g) if � > 0

uj,i,g + � × (uj,i,g − parajmin) if � ≤ 0
,  (18)

 = 1√
a
e−(ϕ/a)2/2 cos

(
5
(
ϕ

a

))

 = e−ln(�)×(1−(t/T))�wm+ln(�) (19)

here �wm is the shape parameter of the monotonic increasing
unction, � is the upper limit of the value of parameter a. The Morlet
avelet in (16) is used as the mother wavelet. As a result, a larger

alue of |�| at the early stage of evolution gives a larger searching

pace for the solution; when |�| is small at the later stage of evolu-
ion, the algorithm gives a smaller searching space for fine-tuning.
he details on determining the value of a are discussed in [25]. After
he operations of the wavelet mutation, the population is updated
telligent optimiser.

by comparing each trial vector ūi,g to the corresponding target vec-
tor xi,g using the method of standard DE as given by (13). A new
population is generated and the same evolution process is repeated.
Such an iterative process will be terminated when a defined num-
ber of iteration has been reached. Fig. 4 shows the pseudo code of
WM-DE. The details of the performance and comparison after using
wavelet mutation in DE were reported in [25].

2.2.4. Intelligent optimiser
The proposed intelligent optimiser has an implementation

framework that contains several elements. A block diagram of it
is shown in Fig. 7. In addition, the pseudo code for its imple-
mentation is given in Fig. 9. The major elements in the intelligent
optimiser are two WM-DE engines. On doing the optimisation, the
two WM-DE engines run in parallel to tackle the same optimisation
problem with two  different initial populations. The initial popu-
lations are generated randomly at the beginning of the searching
process. When the two  WM-DE engines are operating, their indi-
vidual populations at each generation (iteration) will be analysed
by the population analyzers as shown in Fig. 7.

In the population analyzer, the fitness value of each vector is
calculated. Then, the mean and standard deviation of fitness val-
ues within the population of each WM-DE engine are found. The
Student T-test algorithm analyses the difference between the two
populations and generates a t-value. The t-value and the standard
deviations obtained from the two populations are input to the inter-
nal fuzzy controller, which determines the F and Cr values for the
WM-DE engines for the next iteration (generation). As a result, a
of the evolution, a comparator is employed to compare the results
from the two  WM-DE engines and adopt the best solution as the
finally result of the intelligent optimiser. The detailed implemen-
tation of the intelligent optimiser is given as follows.
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.2.4.1. Population analyser. The major objective of the population
nalyser is to capture the movement of the population. In each
teration, the populations of the two WM-DE engines update them-
elves within their individual searching domains. In principle, after

 number of iteration, all the population within the same WM-DE
ngine should move to the same region where the global optimal
oint is located. As a result, by monitoring the mean and standard
eviation of the fitness values of the vectors in the population, we
ould acquire information about the progress of searching of the

M-DE engine. Along the searching process, the standard devia-
ion should be gradually decreasing until it reaches a very small
alue. In the proposed system, two WM-DE engines are employed
o tackle the same objective function. We  could assume that the

eans of the two WM-DE engines have similar values in the later
tage. Both the mean and the standard deviation are thus used to
nalyse the progress of searching.

The normalised mean fitness value of the current generation
ithin a WM-DE engine is given by:

 = 1
Np

Np∑
i

∥∥f (xi,g)
∥∥ (20)

here Np is the number of vectors in the current generation, ‖·‖
enotes the l2 norm, and xi,g is one of the vectors in the current
eneration. The normalised standard deviation of the fitness value
f the current generation within a WM-DE engine is given by:

g =

√√√√ 1
Np

Np∑
i

(||f (xi,g)|| − ˛g)
2 (21)

.2.4.2. Student T-test. In the proposed intelligent optimiser, the
tudent T-test is employed to identify the population difference
etween the two WM-DE engines. The Student T-test is a useful
ethod to perform Hypothesis Test (HT) in the field of statistical

esearch. HT works by collecting data and measuring the difference
etween the particular sets of data to prove the null hypothesis,
hich determines an initial guess of some experimental result. If

he initial guess of the result is correct, we label the null hypothesis
s TRUE, otherwise as FALSE. The t-value generated by the Stu-
ent T-test is a ratio between the means difference and standard
eviations difference of the two sample groups:

g = ˛g2 − ˛g1√
(�2
g2/	degree) + (�2

g1/	degree)
(22)

here tg is the t-value of the gth generation; ˛g1 and ˛g2 are the
ean values from the first and second engines respectively; �g1 and
g2 are the standard deviations from the first and second engines
espectively; and 	degree is the number of samples in the groups
inus 2.
The t-value can be zero, positive and negative. If the t-value is

ero, it means that there is no difference between the two groups.
o make the t-value meaningful, we need to consider the signifi-
ance of the HT to assure the result is statistically meaningful. To
nderstand the significance, we need to set an alpha level, which

s generally considered as a risk level. In most of the scientific
esearch, we set the alpha level at 0.05. The alpha level governs
he probability that the means of the two tested groups have a sta-

istically significant difference. The significance of t-value changes
ith the degree of freedom 	degree. Given the alpha level, the degree

f freedom 	degree, and the t-value, we can determine whether the
-value is significant enough to prove the null hypothesis.
puting 20 (2014) 54–65 59

In the proposed optimiser, the value of 	degree is determined by
the following equation:

	degree = Np1 + Np2 − 2 (23)

where Np1 is the number of vectors in the population of the WM-DE
engine 1 and Np2 is the number of vectors in the population of the
WM-DE engine 2. When we  are using the intelligent optimiser, we
have a null hypothesis that there should not have any significant
difference between the two WM-DE engines as they are solving the
same problem. Along the searching operation, the t-value should be
kept small and less than the significant level. However, in most of
the cases during the evolution, the t-value could not be kept small
because of the randomness in the searching process of WM-DE.
Therefore, an internal fuzzy controller is employed in the proposed
optimiser to control the searching process of WM-DE  in order to
reduce the chance that the two  populations have significant differ-
ences.

2.2.4.3. Fuzzy controller. The fuzzy controller performs fuzzy infer-
ence, which is a process of making decisions by using fuzzy logic
and fuzzy rules that involves membership functions and logical
operations. The membership functions enable the description of
the inputs and outputs in linguistic terms. The logical operations
and fuzzy rules can be derived based on human knowledge.

The Mamdani method is used to implement the fuzzy infer-
ence system to determine the WM-DE parameters. It uses linguistic
control rules obtained from experienced human experts to realise
making decision. The output variables are fuzzy sets. To map a fuzzy
set to some crisp output value, defuzzification is performed, which
is a process of generating quantifiable results from fuzzy sets and
the corresponding membership functions. In the proposed intelli-
gent optimiser, the method of centre of gravity (COG) is used to
perform defuzzification.

WM-DE is a population-based searching algorithm. The pop-
ulation along the generations will not be the same for different
experiments of a given problem because the algorithm itself is
stochastic. On analysing the population distribution in the search-
ing process, the way  of choosing the parameter values of the
WM-DE engine is described as some heuristic rules. The fuzzy con-
troller then determines the F and Cr values for the next iteration. The
fuzzy controller takes the t-value of the current generation and the
standard deviations of the population fitness from the two WM-DE
engines as inputs, and maps the information into the fuzzy mem-
bership functions. A closed-loop control system is formed in the
proposed intelligent optimiser such that the parameter values of
the two  WM-DE engines can vary with the searching states.

A fuzzy controller processes linguistic variables, and each
variable normally consists of a set of linguistic terms. In the pro-
posed intelligent optimiser, the linguistic terms are modelled by
triangular-shaped membership functions, which can be written as:

fm(xm(t), am, bm, cm) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0, xm(t) ≤ am

xm(t) − a

bm − am
am ≤ xm(t) ≤ bm

cm − xm(t)
cm − bm

bm ≤ xm(t) ≤ cm

0, cm ≤ xm(t)

(24)

where xm(t) is the input, m = 1, 2, . . .,  mf; mf denotes the number of
membership functions. Fig. 13 represents three triangular-shaped
membership functions (of 3 fuzzy terms M1,  M2 and M3)  for an

input variable. The input range is between zero and one. Every
input and output of the fuzzy controller in the proposed intelligent
optimiser has three linguistic terms that cover different values of
input and output. The reason for choosing the triangular-shaped
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embership functions is that it is less computational demand-
ng than many other types of membership functions. Only simple
rithmetic operations are involved.

In the proposed system, the membership functions for the
hree inputs are ftg,m(tg, atg,m, btg,m, ctg,m), f�g1,m(�g1, a�g1,m, b�g1,m,
�g1,m) and f�g2,m(�g2, a�g2,m, b�g2,m, c�g2,m). And the four outputs
re fFg1,m(Fg1, aFg1,m, bFg1,m, cFg1,m), fFg2,m(Fg2, aFg2,m, bFg2,m, cFg2,m),

Crg1,m(Crg1, aCrg1,m, bCrg1,m, cCrg1,m) and fCrg2,m(Crg2, aCrg2,m, bCrg2,m,
Crg2,m). In the inference process, the fuzzified inputs are processed
ith respect to a rule base, which generates the fuzzified output.

he rule base contains a set of fuzzy if-then rules of the following
our formats, one for each output:where � is the rule number, � = 1,

Rule �: IF tg is ftg,m(tg, atg,m, btg,m, ctg,m)
AND �g1 is f�g1,m(�g1, a�g1,m, b�g1,m, c�g1,m)
THEN Fg1 is fFg1,m(Fg1, aFg1,m, bFg1,m, cFg1,m)

Rule  �: IF tg is ftg,m(tg, atg,m, btg,m, ctg,m)
AND �g2 is f�g2,m(�g2, a�g2,m, b�g2,m, c�g2,m)
THEN Fg2 is fFg2,m(Fg2, aFg2,m, bFg2,m, cFg2,m)

Rule  �: IF tg is ftg,m(tg, atg,m, btg,m, ctg,m)
AND �g1 is f�g1,m(�g1, a�g1,m, b�g1,m, c�g1,m)
THEN Crg1 is fCrg1,m(Crg1, aCrg1,m, bCrg1,m, cCrg1,m)

Rule �: IF tg is ftg,m(tg, atg,m, btg,m, ctg,m)
AND �g2 is f�g2,m(�g2, a�g2,m, b�g2,m, c�g2,m)
THEN Crg2 is fCrg2,m(Crg2, aCrg2,m, bCrg2,m, cCrg2,m)

, . . .,  nr; nr is the number of rules in the fuzzy rule base.
After fuzzifying the input signals, aggregation is then realised to

ach rule to represent the output as a single fuzzy set. The aggre-
ation output for each rule is defined as follows:

� = min(IN1,� , IN2,�) (25)

here IN1,� and IN2,� are the two input membership function value
f the fuzzy rule �. The fuzzy output of each rule is realised as
ollows.

UT� = O� · OUTPUT� (26)

here OUT� is the output membership function of the correspond-
ng rule and OUTPUT� is the defined output membership function.

During the inference process, we map  all the output member-
hip functions from all rules to form the aggregated result for
erforming defuzzification. The process of defuzzification is used
o determinate the numerical output of the fuzzy system. In the
ntelligent optimiser, the defuzzification is implemented by using
he Centroid method, which uses the centroid point of the aggre-
ated result as the numerical result. The Centroid defuzzification is
iven by,

(t) =
∫
OUTall · ydy∫
OUTalldy

(27)

here OUTall is the aggregated result of all the corresponding rules,
nd y(t) is the corresponding numerical output of the fuzzy system.

In the proposed intelligent optimiser, the membership functions
or the inputs and outputs of the internal fuzzy controller are shown
n Figs. 10 and 11. The design of the membership functions is based
n many experiments with the knowledge of the characteristics
f DE. For the input of normalised standard deviation, the range is
etween 0 and 0.2. We  consider the value smaller than 0.05 as LOW
nd the value larger than 0.15 as HIGH. For the input of t-value,

he range is between 0 and 10. When the t-value is higher than
.645 (with 	 = 50), there is a significant difference between the
wo engines’ populations with a 95% confidence level. As a result,
e consider the t-value smaller than 1.645 as LOW.
puting 20 (2014) 54–65

For the outputs of F and Cr, they range between 0 and 0.9. In
most of the application, DE works well with the values of F and Cr

between 0.3 and 0.5. We  consider the value of F and Cr as LOW if
they are smaller than 0.1, and we  consider the value of F and Cr as
HIGH if they are larger than 0.7.

In the proposed intelligent optimiser, it consists of 36 rules. They
areThe first of 18 rules are used for the F parameter and the sec-

For the F parameter:
1. IF (�g1 is low) AND (tg is low) THEN (Fg1 is low)
2. IF (�g1is medium) AND (tg is low) THEN (Fg1 is low)
3. IF (�g1 is high) AND (tg is low) THEN (Fg1 is medium)
4. IF (�g1 is low) AND (tg is medium) THEN (Fg1 is medium)
5. IF (�g1 is medium) AND (tg is medium) THEN (Fg1 is medium)
6. IF (�g1 is high) AND (tg is medium) THEN (Fg1 is high)
7. IF (�g1 is low) AND (tg is high) THEN (Fg1 is medium)
8. IF (�g1 is medium) AND (tg is high) THEN (Fg1 is medium)
9. IF (�g1 is high) AND (tg is high) THEN (Fg1 is high)
10. IF (�g2 is low) AND (tg is low) THEN (Fg2 is low)
11. IF (�g2 is medium) AND (tg is low) THEN (Fg2 is low)
12. IF (�g2 is high) AND (tg is low) THEN (Fg2 is medium)
13. IF (�g2 is low) AND (tg is medium) THEN (Fg2 is medium)
14. IF (�g2 is medium) AND (tg is medium) THEN (Fg2 is medium)
15. IF (�g2 is high) AND (tg is medium) THEN (Fg2 is high)
16. IF (�g2 is low) AND (tg is high) THEN (Fg2 is medium)
17. IF (�g2 is medium) AND (tg is high) THEN (Fg2 is medium)
18 IF (�g2 is high) AND (tg is high) THEN (Fg2 is high)

For the Cr parameter:
1. IF (�g1 is low) AND (tg is low) THEN (Crg1 is low)
2. IF (�g1 is medium) AND (tg is low) THEN (Crg1 is low)
3. IF (�g1 is high) AND (tg is low) THEN (Crg1 is medium)
4. IF (�g1 is low) AND (tg is medium) THEN (Crg1 is medium)
5. IF (�g1 is medium) AND (tg is medium) THEN (Crg1 is medium)
6. IF (�g1 is high) AND (tg is medium) THEN (Crg1 is high)
7. IF (�g1 is low) AND (tg is high) THEN (Crg1 is medium)
8. IF (�g1 is medium) AND (tg is high) THEN (Crg1 is medium)
9. IF (�g1 is high) AND (tg is high) THEN (Crg1 is high)
10. IF (�g2 is low) AND (tg is low) THEN (Crg2 is low)
11. IF (�g2 is medium) AND (tg is low) THEN (Crg2 is low)
12. IF (�g2 is high) AND (tg is low) THEN (Crg2 is medium)
13. IF (�g2 is low) AND (tg is medium) THEN (Crg2 is medium)
14. IF (�g2 is medium) AND (tg is medium) THEN (Crg2 is medium)
15. IF (�g2 is high) AND (tg is medium) THEN (Crg2 is high)
16. IF (�g2 is low) AND (tg is high) THEN (Crg2 is medium)
17. IF (�g2 is medium) AND (tg is high) THEN (Crg2 is medium)
18 IF (�g2 is high) AND (tg is high) THEN (Crg2 is high)

ond 18 rules are used for the Cr parameter. In SDE, the F parameter
is very important for the mutation operation that produces a new
vector for the next generation. On doing the DE mutation operation,
the difference of two vectors is calculated and then multiplied by
F. Then, it is added to one of the vectors in the population to obtain
a new vector for the next generation. The F parameter controls the
displacement from the old vector to the new vector. A large value of
F means the new vector will move far away from the original posi-
tion. The basic design principle of the fuzzy rules is that we would
like to have the solution space to be more widely explored in the
early stage of the search; and it is more likely to obtain a fine-tuned
global solution by setting a smaller searching space in the later stage
of the search. By examining the population standard deviation of
the fitness values, we can estimate the progress of searching of the
WM-DE engine. In practice, the population is randomly distributed
in the solution space in the early stage of the searching process,

making the standard deviation to be large and the value of F to be
high. It moves towards the global optimal point along the searching
at the later stage, making the standard deviation to be small and
the value of F to be low.
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Fig. 8. Inputs and outputs of the fuzzy controller.

With the null hypothesis that there should not have any signifi-
ant difference between the two WM-DE engines as they are solving
he same optimisation problem, the t-value should tend to be small
long the searching. The rules for the F parameter are governed by
wo inputs: the population standard deviation of the fitness values
nd the t-value. The two inputs are encoded with three linguistic
erms. As a result, nine rules can be formulated. Since two WM-DE
ngines in the intelligent optimiser are controlled by the fuzzy con-
roller, and the control operation are based on the corresponding
opulation standard deviation of fitness values of an engine, totally
8 rules for the F parameter can be formulated.

Similarly, another 18 rules can be formulated for the Cr param-
ter. The Cr parameter affects DE on doing the crossover operation,
hich modifies the vector elements after the DE mutation opera-

ion. It can be considered as introducing some random disturbances
o the DE operation. Similar to the F parameter setting, we would
ike to have the solution space to be more widely explored in the
arly stage of the search, and set a smaller searching space in the
ater stage of the search to make it more likely to reach a fine-tuned
lobal solution. A large value of Cr means the resulting vector has

 bigger difference with the original position, which is preferred in
he early stage of the searching process. It can enhance the chance
or the population to move away from some local optima. In the
ater stage, we would like to have a small value of Cr when the pop-
lation concentrates in the global optimal area so that we  can do

 fine-tuning for the final solution. With the null hypothesis that
here should not have any significant difference between the two

M-DE engines as they are solving the same objective function,
he t-value should tend to be small along the searching.

The block diagram of the internal fuzzy controller is shown in
ig. 8. This fuzzy controller has 3 inputs and 4 outputs, and gener-
tes outputs for every iteration step.
.2.4.4. WM-DE for multi-objective optimisation. In practice, we
ften have more than one objective to be optimised in a single prob-
em. A multi-objective optimisation problem can be formulated as
ollows: optimise {f1(x), f2(x), . . .,  fm(x)}, where fi(x); i = 1,2, . . .,  m, is

Fig. 9. Pseudo code of the intelligent optimiser.
puting 20 (2014) 54–65 61

a single objective function; m is the number of objective functions
of the problem.

Optimising several objectives simultaneously without consid-
ering the importance of each objective in the problem is called the
Pareto-optimisation. Under the Pareto optimisation, if a new solu-
tion can improve at least one of the objectives without declining the
other objectives, this solution will be considered as a better solu-
tion than the original one. If the new solution can improve at least
one of the objectives, but decline the other objectives, this solution
will be considered as a poor solution and will be discarded. The
objective of the Pareto optimisation is to find a set of solutions that
is not dominated by any one solution. This idea can be formulated
into the selection operation of WM-DE as follows:

xi,g+1 =
{

ūi,g if ∀i fi(ūi,g) ≤ fi(xi, g)

xi,g otherwise.
(28)

where fi(·) is the ith objective function. The pseudo code of the
resulting multi-objective WM-DE is shown in Fig. 5. It ensures that
WM-DE does not bias against any one of the objective functions in
the problem.

In this paper, the final output of the multi-objective WM-DE is
a set of non-dominated solutions. The detail on selecting the final
solution of the optimiser is discussed in the next section.

2.2.4.5. Training and validation. In the proposed system, WM-DE is
employed to optimise the fuzzy inference system (FIS) by finding
out the best parameters for the fuzzy rules and membership func-
tions. The job of the FIS is to classify the hypoglycaemic episodes
accurately. To measure the performance of the biomedical classi-
fication, sensitivity and specificity are considered. The sensitivity
measures the proportion of actual positives that are correctly
identified, and the specificity measures the proportion of actual
negatives that are correctly identified. The definitions of the sensi-
tivity (	) and the specificity (
) are given as follows.

	 = NTP
NTP + NFN

(29)


 = NTN
NTN + NFP

(30)

where NTP is the number of true positives, which implies the sick
people are correctly diagnosed as sick; NFN is the number of false
negatives, which implies the sick people are wrongly diagnosed
as healthy; NFP is the number of false positives which implies the
healthy people are wrongly diagnosed as sick; and NTN is num-
ber of true negatives which implied healthy people are correctly
diagnosed as healthy [14,15]. The values of sensitivity (	) and the
specificity (
) are within 0–1. If the value of sensitivity is equal to 1,
it means that the classification process is able to classify all the sick
people correctly. If the value of specificity is equal to 1, it means that
the classification process is able to classify all the healthy people
correctly. The sensitivity and the specificity evaluate the perfor-
mance of the system, which are important criteria for tuning the
FIS.

To perform the detection of hypoglycaemic episodes accurately,
the proposed system should be able to obtain high values of sen-
sitivity and specificity. The FIS learns the characteristic of the
relationship between the system inputs and output through some
known dataset. Traditionally, the dataset is divided into two  sets,
one is used for training the system and the other is used for
testing the trained system. However, on using this approach, a phe-
nomenon called overtraining may  occur easily. Overtraining refers

to the reduction of the generalisation ability that can occur as the
system is trained. To overcome this problem, a validation strategy
is proposed in this paper to reduce the risk of overtraining. Hence,
a validation set is introduced such that the dataset is divided into
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hree sets. While the training set is used to train the FIS, the valida-
ion set is used to validate the training result. Then, the testing set
s used to test the trained system performance. The main objective
f introducing the validation set is to balance the training effect on
oth the training set and the validation set. As a result, it can avoid
he training result being obtained from over fitting with a single
ata set only.

To train the system with the known dataset, a fitness function
hould be used to guide the training process and achieve good
erformance. A proper choice of the fitness function can help the
raining process achieve a good result. As the validation process is
ntroduced, the number of fitness functions needed to be optimised
s increased under the multi-objective approach. We  consider four
tness functions for training the FIS.

1 =
{
	target if 	train≥	target
	train otherwise

(31)

2 =
{

target if 
train≥
target

train otherwise

(32)

3 =
{
	target if 	val≥	target
	val otherwise

(33)

4 =
{

target if 
val≥
target

val otherwise

(34)

here 	train is the sensitivity of the training set; 	val is the sensitivity
f the validation set; 	target is the target value of sensitivity; 
train is
he specificity of the training set; 
val is the specificity of the valida-
ion set; 
target is the target value of specificity. The maximum value
f each fitness function is equal to 1. These fitness functions are used
o train both the training set and validation set for approaching the
arget values as much as possible. In the proposed system, the tar-
et values of the sensitivity and specificity (	target and 
target) are
ot constant. They are dynamically updated by some conditions
long the search process of the proposed intelligent optimiser as
iven by the pseudo code in Fig. 6. At the beginning of the opti-
isation, some initial values are assigned to the two target values,
hich are both set at 0.10 in this paper. If the sensitivity of both the

raining set (	train) and validation set (	valid) meet the target value
f sensitivity (	target), 	target will be increased by 0.01. The same
ethod is also applied to the target value of specificity (
target). The

pdating of 	target and 
target continue until the end of the training
nd validation process. The objective of this operation is to bal-
nce the training effect of both the training set and validation set.
or instance, if currently 	target = 0.65, 	train = 0.68 and 	val = 0.88;
ccording to the training and validation process both f1 and f3 are
ept at 0.65 and 	target for the next iteration is changed to 0.66. We
an see that although 	val is much larger that 	train, the proposed
ntelligent optimiser takes it as the same. As a result, the train-
ng process will not bias against the training set or the validation
et. The overtraining problem can be alleviated. A more reliable FIS
ould then be developed.

After the training and validation process, the output of the
ntelligent optimiser is a group of non-dominated solutions. The
olutions are evaluated with the training set and the validation
et (the combined set). The solution with the smallest difference
etween the 	target and the 
target is selected as the final solution

the final output of the optimiser). The difference between the 	target

nd the 
target of the ith solution is determined as follows:

iffi = |	i − 	target | + |
i − 
target |, i = 0, 1, . . .,  2Np − 1 (35)
Fig. 10. Input membership functions.

where 	i is the sensitivity of the combined set with the ith solution;

i is the specificity of the combined set with the ith solution.

3. Experiment results and discussions

Sixteen children with TIDM (14.6 ± 1.5 years) volunteered to
join a 10-h overnight hypoglycaemia study at the Princess Hospi-
tal for Children in Perth, Western Australia, Australia. Each patient
was monitored overnight for the natural occurrence of nocturnal
hypoglycaemia. Data were collected with approval from Woman’s
and Children’s Health Service, Department of Heath, Government
of Western Australia, and with informed consent.

In this study, we  measure the required physiological parame-
ters, while the actual blood glucose levels (BGL) are collected as
reference using the Yellow Spring Instruments. The signals used
for the detection of hypoglycaemia are the HR,  QTc, �HR and
�QTc. The actual blood glucose profiles for 16 TIDM children are
shown in Fig. 12. In this figure, all the data are taken at the same
starting time and the duration of data taking for each patient is

around 400–480 min. The responses from 16 TIDM children show
significant blood glucose changes during the hypoglycaemia phase
against the non-hypoglycaemia phase. Normalisation is used to
reduce the patient-to-patient variability and to enable group
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Fig. 11. Output membership functions.

Fig. 12. Actual BG-level profiles in 16 T1DM children.
Fig. 13. Triangular-shaped membership functions.

comparison. It is done by dividing the patient’s heart rate and
corrected QT interval by his/her corresponding values at time zero.

In this paper, the meaning of hypoglycaemia is suggested as
BGL < 3.3 mmol/l. The detection of hypoglycaemia episodes using
these variables is based on a fuzzy inference system trained by
the obtained clinical dataset. In effect, it estimates the presence of
hypoglycaemia at a sampling period, based on the currently sam-
pled data and the data sampled one period before. The sampling
period is 5–10 min  and approximately 35–40 data points from each
patient were used. The whole data set is divided into a training
set, a validation set and a testing set; each with 5 patients ran-
domly selected. With these 15 patients, the number of data points
for training, validation, and testing are 199, 177, and 193 respec-
tively. The whole dataset, which included both the hypoglycaemia
data part and non-hypoglycaemia data part, is used to measure the
classification performance in terms of sensitivity and specificity.

For comparison and analysis purposes, 11 different approaches
[10,13,19,22,24] are used to tackle the TIDM problem. They are:
(i) The proposed FIS with four inputs (HR, QTc, �HR and �QTc)
tuned by the proposed intelligent optimiser with the proposed
training and validation method.

Fig. 14. Bell-shaped fuzzy membership functions.
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Table 1a
Results of the proposed system (average of 50 trials).

No of inputs mf td Testing Training Validation

	 (%) 
 (%) 	 (%) 
 (%) 	 (%) 
 (%)

2 3 21 71.07 40.92 80.35 40.84 83.11 42.14
5  45 73.22 40.13 80.56 42.21 81.22 41.24
8  96 73.07 40.21 81.21 43.32 80.00 42.23
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Table 1b
Results of the WM-DE (average of 50 trials).

No of inputs mf td Testing Training Validation

	 (%) 
 (%) 	 (%) 
 (%) 	 (%) 
 (%)

2 3 21 70.23 40.12 77.91 40.22 78.11 40.43
5  45 71.00 40.34 73.02 40.23 76.22 40.31
8  96 69.12 40.11 78.21 40.19 74.08 40.12

4 3  105 67.54 41.76 76.74 40.90 73.38 40.02
5  665 68.64 45.72 75.53 40.60 73.05 40.27

Table 2
Best testing results for hypoglycemic detection from different approaches with sen-
sitivity of around 75%.

Method Sensitivity (%) Specificity (%)

The intelligent optimiser with FIS – 4 inputs 76.92 56.14
The  intelligent optimiser with FIS – 2 inputs 75.12 45.32
The  DWM-DE with FIS – 4 inputs 75.92 55.14
The  DWM-DE with FIS – 2 inputs 74.92 47.12
NN-RD 79.11 52.01
FIS-4-w/o-v 75.00 51.64
FIS-2-w/o-v 73.21 52.58
LR-4 51.78 51.64
LR-2 50.00 51.17
FFNN-2 64.26 52.50
MR-2 62.31 53.10

Acknowledgements
4 3  105 72.06 42.22 82.34 41.00 86.24 44.92
5  665 73.92 51.22 83.33 41.00 90.10 50.95

(ii) An evolved fuzzy inference system with two  inputs (HR and
QTc) tuned by the proposed intelligent optimiser with the pro-
posed training and validation method.

iii) The proposed FIS with four inputs (HR, QTc, �HR and �QTc)
tuned by DWM-DE [22].

iv) An evolved fuzzy inference system with two  inputs (HR and
QTc) tuned by DWM-DE [22].

(v) A fuzzy inference system with four inputs (HR, QTc, �HR and
�QTc) without validation (FIS-4-w/o-v) [19].

vi) A fuzzy inference system with two inputs (HR and QTc) without
validation (FIS-2-w/o-v) [19].

vii) Neural network based rule discovery system with 4 inputs (HR,
QTc, �HR and �QTc) (NN-RD) [24]

iii) A linear multiple regression with 4 inputs (HR, QTc, �HR and
�QTc) (LR-4) [19].

ix) A linear multiple regression with 2 inputs (HR and QTc) (LR-2)
[19].

(x) An evolved multiple regressions with two inputs (EMR2) [19].
xi) A feed-forward neural network (FFNN) [19].

In (i) and (ii), the proposed intelligent optimiser is used to opti-
ise the fuzzy rules and membership functions of the FIS. The

ettings of the parameters are given as follows.

Shape parameter of the wavelet mutation ((�wm) : 1).
Parameter � for the monotonic increasing function: 10,000.
Initial population: it is generated uniformly at random.
Maximum number of iteration: 5000
Population size: 50 × 2

For the two input FIS, three different numbers of membership
unctions (mf) have been used for testing. They are three, five, and
ight. For the 4-input case, only three and five have been used. In
he 2-input case with mf = 3, 5 and 8, the numbers of rules are equal
o 9, 25 and 64 respectively. In the 4-input case with mf = 3 and 5,
he numbers of rules are equal to 81 and 625 respectively.

The averaged results out of 50 trials of the FIS with the pro-
osed intelligent optimiser under different numbers of inputs and
embership functions are shown in Table 1a. The sensitivity and

pecificity of the training dataset, validation dataset and testing
ataset are reported in this table. The averaged results out of 50 tri-
ls of the FIS with WM-DE (optimiser without the two  populations
volving in parallel and the fuzzy controller) under different num-
ers of inputs and membership functions are shown in Table 1b.
he sensitivity and specificity of the training dataset, validation
ataset and testing dataset are reported in this table. By comparing
ables 1a and 1b, we can see that by introducing the popula-
ion analysis and the fuzzy controller, better performance can be
chieved.

The best results out of the 50 trials are given in Table 2. We  can
ee that the FIS model trained with the proposed intelligent opti-

iser can offer more than 75% in sensitivity and 55% in specificity,
hich satisfy the common clinical classification requirements

sensitivity > 70% and specificity > 50%). With the number of inputs
ncreased, more information could be offered to the FIS to perform
The italic values mean the best result within the table.

better classification. Moreover, the classification performance
of the FIS increases when the number of membership functions
increases thanks to the greater degree of freedom of the FIS. Despite
the above advantages, the numbers of parameters for tuning will
also increase rapidly. It makes the training process to be more
computationally demanding. The proposed intelligent optimiser
is employed to handle the training process in order to improve the
solution quality, solution reliability and the rate of convergence.

4. Conclusion

In this paper, a fuzzy inference system (FIS) is developed to
classify hypoglycaemic episodes. The FIS models the relationship
between the heart rate, corrected QT interval of the electrocardio-
gram (ECG) signal, their changes, and the hypoglycaemic episodes
to perform the classification. A proposed intelligent optimiser
embedded with 2 wavelet-mutated differential evolution algo-
rithm is employed to optimise the parameters in the FIS. An
experiment using data of 15 children (569 data points) with TIDM
is studied. The classification result shows that the proposed FIS
performs well and is able to meet the common clinical classifica-
tion requirement. To conclude, the FIS could possibly model the
relationship between the episodes of hypoglycaemia and the phys-
iological signals of heart rate (HR), corrected QT interval of the
electrocardiogram (ECG) signal (QTc), change of HR and change of
QTc. In the future, other modelling methods could be studied for
the hypoglycaemic episodes classification problem. For instance,
Support Vector Machine (SVM) and Fuzzy Neural Network (FNN)
could be used to do the modelling and perform the classifica-
tion.
The work described in this paper was  substantially supported
by grants from The Hong Kong Polytechnic University (Project No.
RP9L) and Juvenile Diabetes Research Foundation International.
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