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Abstract: TODIM (an acronym in Portuguese of interactive and multicriteria decision making) is a recently developed method to handle multiple criteria decision making (MCDM) problems, which can capture the decision makers’ psychological behavior comparing with conventional MCDM methods. The classical TODIM method is developed to handle the information in the form of crisp number, but has no capability in dealing with fuzzy information like triangular intuitionistic fuzzy numbers (TIFNs), which is flexible in reflecting the uncertainty and hesitation associated with the decision-makers’ opinion. In this paper, an extended TODIM method is proposed to solve multi-criteria group decision making (MCGDM) problems under triangular intuitionistic fuzzy environment where the weights of both DMs and criteria are completely unknown. At first, the definition and characteristics of the classical TODIM and the comparative TIFNs are introduced. Then, some novel operation laws considering the interaction between membership and non-membership values of different intuitionistic fuzzy sets are defined, and a weighted arithmetic interaction averaging operator of TIFNs is derived. In addition, an improved distance measure of the TIFNs is proposed. From the point of view of similarity, we obtain the weight of the evaluation value provided by each decision maker, and aggregate individual decision matrices into a group decision matrix. Furthermore, the classical TODIM method is extended to deal with MCGDM problems with TFINs, and the detailed decision steps are given. Finally, a decision making problem of selecting renewable energy alternatives is applied to illustrate the validity and practicality of the proposed method.
1. Introduction
Multiple criteria decision making (MCDM) is a discipline with the aim of supporting decision makers (DMs) to make an optimal choice from alternatives based on multiple criteria [1]. It has been widely applied in many areas, such as supplier selection [2,3,4], project selection [5,6,7], energy planning [8,9,10], etc. Existing MCDM methods are usually based upon the expected utility theory where the decision makers (DMs) are assumed to be completely rational. However, in real-life situations, due to the vagueness and the uncertainty of the decision problems and the limited human cognition, the DMs are associated with bounded rationality, which has been shown in Allais paradox and the certainty effect. On the basis of surveys and experiments, Kahneman and Tversky developed the prospect theory taking the DMs’ psychological behavior into consideration [11, 12]. In the past decades, the prospect theory has been incorporated into various MCDM problems by researchers [13,14,15,16,17]. However, there was no direct link or data correlation between utilities and choices process in the analysis process with the prospect theory. In terms of the prospect theory, a discrete MCDM method called TODIM was proposed by Gomes and Lima [18] to handle the above problem effectively. Since the inception of TODIM, TODIM has become one of the most important topics in decision-making research community. It has been applied to some practical problems, such as natural gas destination selection [19], rental evaluation of residential properties [20], green supply chain evaluation [21].
However, the classical TODIM method is limited to deal with the decision information in the format of crisp number, and unable to handle uncertainty and imprecision information. Due to the estimation inaccuracies, knowledge deficiency and data unavailability in practical problems, DMs’ preferences are usually presented in fuzziness and may exist some hesitations. Although the traditional fuzzy theory provides a powerful framework to characterize vagueness and uncertainty, it ignores the hesitation of DMs in the decision making process. Atanassov [22] extended the traditional fuzzy set in 1986 to the intuitionistic fuzzy set which simultaneously considers the degrees of membership and non-membership with hesitation index. Generally, the MCDM problems described with intuitionistic fuzzy numbers are more exquisite than that with fuzzy numbers. Krohling et al. [23] extended the TODIM method to handle the MCDM problems based on the intuitionistic fuzzy numbers. Atanassov and Gargov [24] proposed the interval-valued intuitionistic fuzzy set by extending the membership and non-membership of intuitionistic fuzzy set to interval numbers so that the information provided by DMs can be more accurate in some situations. Krohling et al. [25] presented the extension of TODIM to the interval-valued fuzzy environment. However, the fuzzy set, intuitionistic fuzzy set, interval-valued fuzzy set and linguistic variables [26] applied in the existing MCDM problems based on TODIM method are only applicable to discrete domains. As an extension of intuitioinistic fuzzy set, triangular intuitionistic fuzzy set can express the decision information from different dimensions [27]. Triangular intuitionistic fuzzy set extends the discourse universe of intuitionistic fuzzy set from discrete set to continuous set [28]. The triangular fuzzy number and the traditional intuitionistic fuzzy number can be regarded as special types of triangular intuitionistic fuzzy number (TIFN). By adding the triangular fuzzy number to the intuitionistic fuzzy number, TIFN make the information provided by DMs no longer just relative to a fuzzy concept of “excellent” or “good”, it can be expressed more accurately [29,30]. Accordingly, extending the classical TODIM method to TIFN environment has important theoretical value and practical significance.
Due to the complexity and uncertainty of the society, it is difficult for an individual DM or expert to take all the aspects of the decision problem into consideration. Therefore, to make the decision more comprehensive and reasonable under an intricate situation, multiple DMs are required to provide their own specialized knowledge and personal preference. However, given the fact that the DMs are usually influenced by their knowledge structure, personal bias and familiarity to the decision alternatives, the evaluation results are inevitably differ from each other. Hence, determining a reasonable weight to each DM is of great importance [28]. Furthermore, multi-criteria decision problems usually require DMs to assign criterion weight. But due to the fuzzy environment, time pressure, lack of data, and limited information processing capability, DMs cannot assign a certain weight to each criterion precisely, and in some circumstances they can only provide a set of constrained and incomplete weight information to the criteria [31]. Contemplating all the limitations mentioned above, particularly in the MCGDM problems with TIFNs, we consider the MCDM problem with the completely unknown weights of DMs and criteria, and aim to develop a method using the deviation of the evaluation values and the mean value to calculate the weight of each evaluation valuein order to effectively decrease the subjective randomness.
The information aggregation operators about TIFNs have not received adequate attention until recently [27,32,33]. Shu et al. [27] gave the definition to the arithmetic operations of TIFNs and applied them in fault-tree analysis. But the defects of the arithmetic operations defined by Shu et al. were further revised Li [32]. However, the revised definitions still have certain deficiency for the arithmetic operations of TIFNs, and they only consider the maximal or minimal values, which would result in loss of information and biased results [34]. Inspired by the works of [34, 35] and the idea of interactions between membership function and non-membership function of different TIFN sets, we define some novel arithmetic operations for TIFNs and derive a weighted arithmetic interaction averaging operator of TIFNs, which is more reasonable than standard averaging operator.
Motivated by the advantage of the TODIM method and triangular intuitionistic fuzzy numbers, this paper proposes a novel multiple criteria group decision making method by extending the TODIM method to the TIFNs. The contributions of the proposed method can be summarized briefly as follows: 1) We extended the classical TODIM method to handle multi-criteria group decision making under triangular intuitionistic fuzzy environment; 2) A weighted arithmetic interaction averaging operator of TIFNs is designed to aggregate information; 3) An novel distance measure of the TIFNs is developed; 4) Unknown DM weights and criterion weights are taken into account for reducing subjectiveness and randomness.
The remainder of the paper is organized as follows: In Section 2, basic concepts of TIFNs and comparative methods are explained. The classical TODIM method is reviewed in Section 3. In Section 4, an extended TODIM method is proposed to handle MCGDM problems under TIFNs environment and with completely unknown criterion weights and DM weights. In Section 5, a numerical study is given to illustrate the validity and practicality of the proposed method. Finally, some concluding remarks are drawn in Section 6.
2. TINFs and the comparison method
Definition 1 [27, 30]. A TIFN 
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 is a special IFS on a real number set R, its membership function is defined as follow:
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And its non-membership function can be defined as:
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where 
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. The membership function and non-membership function are illustrated in Fig. 1.
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Fig. 1. A TIFN 
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Definition 2 [34]. Let 
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 be a TIFN, its score function can be defined as follows:
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and its accuracy function can be defined as:
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Definition 3 [34]. Let 
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Definition 4. Let 
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 be two TIFNs, and
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is a real number, some new arithmetic operations on TIFNs considering interactions are defined as follows:

[image: image33.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

+,,;1111,111

aaaa

bbbb

abababab

nnmnmnnn

=+++----+-+---

%%%%

%%%%

%

%


        (5)

[image: image34.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

,,;11,11if0

,,;11,11if0.

aaaa

aaaa

aaa

a

aaa

l

ll

l

ll

lllnmnnl

l

lllnmnnl

ì

---+--³

ï

=

í

ï

---+--<

î

%%%%

%%%%

%

，

；

，







(6)
3. The classical TODIM
TODIM is a discrete multi-criteria method which processes the dominance degree of each alternative over the others by establishing a multi-criteria value function based on the prospect theory [11]. The ranking of alternatives can be obtained through taking into account the acquired dominance degrees. It has been proved to be effective in handling the MCDM problems for its capability of capturing the DM’s behavior. But it is worth mentioning that in the classical TODIM, the entries of the criterion values are described only in the format of crisp numbers. In order to extend the classical TODIM method thereafter, it is necessary to review the classical TODIM method in advance, as described in the following steps [18,26]:

Step 1. Define the decision matrix 
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Step 3. Calculate the dominance of each alternative 
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where
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When comparing the alternative 
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Step 4. The overall prospect value of the alternative 
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 can be calculated by using the following normalization expression:
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where 
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Step 5. According to the global value 
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, sort the alternatives and select the most desirable one(s).
4. An extended TODIM method for MCGDM with TIFNs

4.1. Description of the MCGDM problems with TIFNs

Consider a multi-criteria group decision making problem described by TIFNs information as follows:
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where 
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. The criteria are generally classified into two types: benefit and cost. The benefit criterion is the larger the better, while the cost criterion is the smaller the better. The subset of benefit criteria can be denoted as 
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4.2. Novel arithmetic operation laws and aggregation operator on TIFNs

Definition 5. Let 
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, then the weighted arithmetic interaction averaging operator of TIFN (TIFN-WAIA) can be defined as follow:
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Specially, when 
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, the TIFN-WAIA operator will degenerate into normal weighted arithmetic interaction averaging operator of TIFN:
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Theorem 1.
Let 
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 be a collection of TIFNs. Then the result obtained from Eq. (10) is still a TIFN, and 
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The proof is given in Appendix A.
Theorem 2.
Let 
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(1) Idempotency: If 
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(2) Boundedness: Let 
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 The proof is given in Appendix B.
4.3. New distance measure between two TIFNs

Definition 6. A real function 
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Definition 7. Let 
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, which has been widely used to measure the distance of IFNS. Thus, it can be seen that our proposed distance measure is a generalized distance measure of TFNs and IFNs. 
Next, we will prove that the new distance measure satisfies the prosperities of distance measures mentioned in Definition 6.
Proof. Properties (1) and (2) obviously hold. We prove (3):
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4.4. Determination of DM weights and criterion weights
In the course of group decision making, the weights of DMs and criteria are often given beforehand, and they are assigned equally sometimes. But in real-life situations, the DMs may be knowledgeable on some criteria but not on the others depending on their expertise and experience, which results in providing unreasonable values when DMs handle the criteria which they are familiar with. In this section, we suppose that the weights of DMs and criteria are completely unknown rather than use the weights of DMs and criteria assigned beforehand. From the point of view of consistency, if the evaluation value provided by each DM 
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 plays a relatively less important role in the prioritization procedure and should be assigned with a small weight. Differently, if the evaluation value provided by DM 
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 plays a relatively important role in the prioritization procedure and should be assigned with a large weight. On the other hand, when we consider the criterion weights, if the evaluation values in criterion 
[image: image149.wmf]j

C

 have little variation, which means the evaluation values under criterion 
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 provides useless information for DM to select a desirable alternative and criterion 
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 should be assigned a small weight. Otherwise, a large weight should be assigned to criterion 
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. We denote the mean of evaluation values for alternative  
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. It can be calculated by using the TIFN-WAIA operator in Definition 6 as follow:
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The degree of similarity between 
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Aggregating the individual decision matrices 
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To determine the criterion weights for the collective decision matrix 
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Then we can get the weight for the criterion 
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4.5. The procedure of the extended TODIM method for MCGDM with TIFNs
For the purpose of applying the classical TODIM method to solve the MCGDM problems with TIFNs, we extend the classical TODIM method. The main steps are summarized as follows:
Step 1. In order to eliminate the impact of different physical dimensions to the decision making result, the decision matrix 
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Step 2. Obtain the DM weight vector 
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 for alternative 
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 with respect to the criterion 
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 by using the Eqs. (16)-(18).

Step 3. Aggregating the individual decision matrices 
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Step 4. By using Eqs. (20)-(21), we can determine the criterion weight vector 
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Step 5. Calculate the relative weight 
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Where 
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Step 6. On the basis of the classical TODIM method, the dominance of each alternative 
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 over each alternative 
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 under the criterion 
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 can be calculated by the following expression:


[image: image209.wmf](

)

(

)

(

)

(

)

(

)

(

)

1

1

,

,0

1

,

jr

ijkjijkj

n

jr

j

jikijkj

n

jr

j

ijkjijkj

jr

w

dggifgg

w

AAifgg

w

dggifgg

w

q

=

=

ì

ï

×>

ï

ï

ï

ï

F==

í

ï

ï

ï

ï

-×<

ï

î

å

å

%%%%

%%

%%%%









     (24)
Step 7. The dominance degree matrix with respect to criterion 
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 can be constructed as:
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Step 8. Then we can obtain the global dominance degree of each alternative 
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 over each alternative 
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 by the following formula:
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Step 9. By normalizing the global dominance degree matrix, we can get the global value for the alternative 
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 according to the following expression:
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Step 10. Rank all alternatives and select the best one(s). The higher the value
[image: image219.wmf]i
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 is, the better the alternative 
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 is.
5. Application in selection of renewable energy alternatives 
For the purpose to interpret the practicability and the feasibility of the extended TODIM method proposed in this paper, we take the selection problem of renewable energy alternatives into account. 

5.1. Problem description
In the past two decades, due to the significant increasing consumption of fossil fuels, the energy source has emerged sign of shortage, energy price increased and the amount of pollutant release to the environment dramatically increased. For these reasons, it is necessary to reduce the negative effects of pollutants to the environment and mitigate the energy crises in the future by developing alternative energy sources. Since renewable energy can be a good solution to relieve the tension of the exhausted fossil energy, most governments around the world have made a series of polices and optimal plans to promote a rapid development of renewable energies. For instance, according to Chinese “long-term development plan for renewable energy”: China will invest 2 trillion RMB to gradually improve the proportion of renewable energy consumption structure in 2020, and built 300 million kilowatts of hydropower, 30 million kilowatts of wind power, 30 million kilowatts of biomass power, 1.8 million kilowatts of solar power and 300 million square meters of solar water heaters [36,37,38].
In this case, we choose four renewable energy resources as alternative solutions, namely geothermal (
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), solar power (
[image: image222.wmf]2

A

), wind energy (
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), hydro-power (
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), biomass (
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). Each type of renewable energy source has its advantages and disadvantages according to the local environment, so that selecting the most appropriate source among them is of great important to achieve the optimal benefit. The alternatives will be evaluated according to 5 criteria, namely Quality of the Energy Source (
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), Socio-political (
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), Economic (
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), Technological (
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), Environmental (
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) [36,37,38]. Then, three experts (
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,
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) provide their preference to each renewable energy source according to its performance with respect to each criterion. The criterion values are given in the form of TIFNs, in which the performance ratings are from 1 to 10. The relatively larger value denotes better performance on this criterion. 
5.2. Procedure and computation results

To select the most suitable one from the given renewable energy alternatives, we use the extended TODIM method mentioned in Section 4. The solution procedure and the computation results are summarized as below.

Step 1. The assessment values provided by DMs in this paper are all of benefit type which is showed in Table 1-3. We can normalize the decision matrices by Eq. (22), and the normalized matrices are listed in Table 4-6.
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Table 3. The TFIN decision matrix given by 
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Table 4. The normalized decision matrix given by 
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Table 5. The normalized decision matrix given by 
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Table 6. The normalized decision matrix given by 
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Step 2. The DM weight vector of DM 
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 can be calculated by using the Eqs. (16)-(18) and listed in Table 7-9.
Table 7. The weight matrix of DM 
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Table 8. The weight matrix of DM 
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Table 9. The weight matrix of DM 
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Step 3. By using Eq. (19) to aggregate the individual decision matrices 
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Table 10. The group decision matrix
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Step 4. By using Eqs. (20)-(21), we can determine the criterion weight vector :
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Step 5. Calculate the relative weight 
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Step 6. Calculate the dominance of each alternative 
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 over each alternative 
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 by Eq. (24), where the attenuation coefficient 
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 is assumed to be 1.

Step 7. The dominance degree matrix with respect to criterion 
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can be constructed and be listed in Table 11-15.
Table 11. Dominance degree matrix 
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Table 12. Dominance degree matrix 
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Table 13. Dominance degree matrix 
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Table 14. Dominance degree matrix 
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Table 15. Dominance degree matrix 
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Step 8. Utilize Eq. (25), we can obtain the global dominance degree of each alternative 
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 over each alternative 
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 in Table 16:
Table 16. Global dominance degree matrix
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Step 9. The global value for the alternative 
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 can be obtained according to Eq. (26) as follows:
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Step 10. Rank all alternatives in accordance with the global value
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, we can get:
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5.3. The effect of the attenuation factor of losses
According to experiments, Kahneman and Tversky [4] proposed that the attenuation factor of losses 
[image: image454.wmf]q

 should be around 2.25, and that 
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 should be ranged from 1 to 2.5. In order to reflect the influence of the parameter 
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, the ranking order is changed to 
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, that means the DM’s psychological behavior can affect the selection decision. 
Table 17. Ranking orders of alternatives with different values of 
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5.4. Comparison and discussion
In this section, we try to compare the proposed extended TODIM method and the TOPSIS method on the same example in Section 5.1.

First of all, the traditional TOPSIS method should be extended to tackle MCGDM in which the evaluation values are in the form of TIFNs. So the first 4 steps in the TOPSIS are in accordance with the extended TODIM method mentioned in section 4.5. Then we start with the determination of the positive ideal solution (PIS) 
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The PIS and NIS can be obtained by Eq. (27) and Eq. (28), which are listed in Table 18.

Table 18. The positive ideal solution (PIS) 
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By using distance measurement mentioned in Eq. (15), the distance between each alternative and PIS and NIS (which we denote as 
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 respectively) can be obtained in Table 19 and Table 20.
Table 19. The distance between each alternative and PIS 
[image: image495.wmf]G

+


	
[image: image496.wmf]ij

d

+


	
[image: image497.wmf]1

C


	
[image: image498.wmf]2

C


	
[image: image499.wmf]3

C


	
[image: image500.wmf]4

C


	
[image: image501.wmf]5

C



	
[image: image502.wmf]1

A


	0.267 
	0.225 
	0.3 
	0.264 
	0.170 

	
[image: image503.wmf]2

A


	0.198 
	0.312 
	0.215 
	0.379 
	0.151 

	
[image: image504.wmf]3

A


	0.251 
	0.229 
	0.245 
	0.169 
	0.157 

	
[image: image505.wmf]4

A


	0.111 
	0.138 
	0.112 
	0.211 
	0.119 

	
[image: image506.wmf]5

A


	0.337 
	0.348 
	0.383 
	0.371 
	0.211 


Table 20. The distance between each alternative and NIS 
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We can get the separation measures 
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Then the relative closeness of an alternative 
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 with respect to the PIS 
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The larger the closeness coefficient 
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, the better the alternative 
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 will be, as the alternative 
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 is closer to the PIS 
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. Thus, the alternatives can be ranked according to the closeness coefficients in Table 21.

Table 21. The relative closeness of each alternative
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The ranking order of the five candidates by using TOPSIS is 
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, but the extended TODIM method proposed in this paper has produced two ranking order: when [image: image541.wmf]1.5
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, the ranking order is 
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, the ranking order is changed to 
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 which is the same with the ranking order of TOPSIS. The difference between these two methods can be summarized as follows: The TOPSIS method assumes that the DMs are completely rational, which cannot take the DMs’ psychological behavior into consideration; While the extended TODIM method proposed in this paper can be modified by the DMs’ risk aversion, so that the results could be more persuasive to the DMs’ knowledge and experience. Therefore, it can be seen that the extended TODIM method proposed in this paper is more veritable and reasonable, since it is capable of capturing the DMs’ behavior and can reflect the DMs’ bounded rationality.
6. Conclusion
In this paper, an extended TODIM method is proposed to handle multi-criteria group decision making problems under TFINs environment, in which the weights of criteria and the weights of DMs are completely unknown. Because the existing arithmetic operations of TIFNs are deficient and cannot take into account the interaction between non-membership function and membership function of different TIFNs, new arithmetic operations are proposed in this paper to address the existing problem. In addition, a modified distance measured method is put forward to handle the DM’s hesitation effectively. A novel method is developed to use the deviation of the evaluation values and the mean value to calculate the weight of each evaluation value in the decision matrix given by each DM and the weights of criterion, which can effectively avoid the unreasonable evaluation values due to the lack of knowledge or experience of decision makers. Based on the classical TODIM method, the dominance degree of each alternative relative to others can be calculated and subsequently the global value of each alternative and the ranking can be obtained. Finally, we use a renewable energy selection problem to illustrate the practicality and validity of the proposed method. In comparison with the TOPSIS method, the significant characteristic of the extended TODIM method is that it can take the psychological behavior of the DMs into consideration and handle the triangular intuitionistic fuzzy information effectively. 
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Appendix A:
Proof. We use mathematical induction on 
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 to prove Eq. (14), the proving procedures are presented as follows:
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So, when 
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Therefore, according to mathematical induction presented in (1) and (2), Eq. (14) holds for all 
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So, we can get 
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Thus, we can get
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