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Abstract 
Recently there has been an increase in the studies on time-series data mining specifically 

time-series clustering due to the vast existence of time-series in various domains. The 

large volume of data in the form of time-series makes it necessary to employ various 

techniques such as clustering to understand the data and to extract information and 

hidden patterns. In the field of clustering specifically, time-series clustering, the most 

important aspects are the similarity measure used and the algorithm employed to 

conduct the clustering. In this paper, a new similarity measure for time-series clustering 

is developed based on a combination of a simple representation of time-series, slope of 

each segment of time-series, Euclidean distance and the so-called dynamic time 

warping. It is proved in this paper that the proposed distance measure is metric and thus 

indexing can be applied. For the task of clustering, the Particle Swarm Optimization 

algorithm is employed. The proposed similarity measure is compared to three existing 

measures in terms of various criteria used for the evaluation of clustering algorithms. 

The results indicate that the proposed similarity measure outperforms the rest in almost 

every dataset used in this paper. 
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1. Introduction 
Nowadays time series data are being produced in many areas including medical and health care, 

scientific, financial, economic, governmental, industrial, environmental and socioeconomic phenomena, 

and these phenomena’s attributes are not always static and are usually changing over the time [1], [2], 

[3], [4], [5], [6], [7], [8], [9], [10]. There are different kinds of time series data including univariate or 

multivariate, discrete or real-valued, uniformly or non-uniformly sampled and time series of equal or 

unequal length [11]. Therefore, the exploration and analysis of these data are essential and of high 

interest in order to find useful information and patterns hidden inside them [2]. Recently the amount of 

this data and its dimensionality has increased with such a great speed that rarely the traditional methods 

of analyzing data can deal with [1], [4], [12]. Thus, different techniques with different purposes have 

been developed to analyze time series data, within the framework of classification, clustering, prediction 

and forecasting, outlier detection and noise removal [13].  

Among the mentioned techniques, clustering, which is proved useful in the field of data mining, 

especially when the data is big, is to organize the data into several groups, whose items have the most 

similarity to each other and are as much as possible different from the other cluster’s data [3], [4], [6], 

[14]. This way there will be clusters in which data’s characteristics are very similar to other data’s of 

the same cluster and therefore the understanding of the whole data would be much easier [5] [15]. 
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Clustering methods for static data have been divided into five groups including partitioning methods, 

hierarchical methods, grid-based methods, density-based methods, and model-based methods; For 

dynamic data, as they are more complex, there are some other classifications for the methods including 

raw-data based methods, feature-based methods and model-based methods [3], [10]. It has also been 

categorized into two main categories: whole clustering and subsequence clustering [4], [10], [16] [17]. 

Therefore, many algorithms have been used to conduct the clustering task of time series data, each 

dealing with a specific type of time series and in different applications. However, according to [18], 

most of these algorithms somewhat modifies either the time series data or the algorithm used for static 

data in order to make them compatible to be used with each other. A more comprehensive study of time-

series clustering can be found in the book “Time-Series Clustering and Classification” recently 

published in 2019 [19]. 

Although there are many different terms and characteristics related to the field of clustering, most of the 

studies in literature have focused on two major properties of cluster analysis especially when dealing 

with time series data, including the main algorithm used for clustering time series and the similarity 

measure which is used to calculate the distance between the time series.  

The algorithms used in clustering can be divided into two major groups which are evolutionary and non-

evolutionary algorithms. Some non-evolutionary algorithms are k-means [3] [5] [8], I-k-means [6], k-

harmonic means [20], fuzzy clustering [9], hybrid fuzzy c-means and fuzzy c-medoids [1], kernel k-

means [11], and some hierarchical methods [4], [7], [12]. These non-evolutionary algorithms usually 

provide poor results because they are dependent on the initial solution and they lack power and 

robustness when dealing with high dimensional data [15]. Contrary to this group of algorithms, the 

evolutionary ones have been proved to be more useful and robust and not having the limitations of the 

former ones [21]. These methods are inspired by the collective intelligence and the intelligent behavior 

of a swarm or flock of birds, ants or bees existing in nature and they are divided into two main groups 

that are ant-based clustering and Particle Swarm Optimization-based clustering [15], [21], [22], [23], 

[24], [25], [26], [27]. There are also some studies on time-series clustering that do not belong to or 

cannot be categorized into the mentioned categories such as network-based approaches [28], covariance-

based clustering [29], fuzzy clustering [30], and Reinforcement techniques such as Hidden Markov 

models [31] or Partially Observable Markov Decision Processes [32,33].  

The second important property of the clustering methods is the distance measure used for calculating 

the distance between two data points. This measure is also called the similarity measure as the similarity 

between the patterns inside the data can be recognized with this measure [15]. There are many different 

similarity measures used with static data that can be modified to dynamic data too [34]. Some of these 

measures which are mostly used with static data are Minkowski distance and Euclidean distance [15], 

[21], [22], [23], Mahalanobis distance [15], kernel-based similarity measure [25] and Cosine similarity 

[15]. Because the time series data are more complex than the static data, these measures are often weak 

in dealing with dynamic data and therefore some other similarity and distance measures have been 

developed lately to deal with time series data [34], [35]. These measures are Pearson’s correlation 

coefficient [12], auto-regressive models [13], dynamic time warping [1], [4], [36], [37], [38], [39], [40], 

[41], [42], [43], edit distance [34], [44], time-warped edit distance [45], minimum jump costs 

dissimilarity [34], PCA-based distance [46], [47], cross-correlation measure [48] [49], and Euclidean 

distance [6], [11], [17].  

According to many literature reviews in this field, time-series clustering specifically whole time-series 

clustering could be divided into four main components including time-series representation, similarity 

or distance measure, clustering prototypes, and time-series clustering algorithm [10],[14], [16], [18]. 

The accordance of these four components are very important and the technique selected for each 

component should match the rest of the techniques. For example, many distance measures can’t be used 

while a specific representation method is employed to reduce the size of the time-series [50]. Distance 

measure affects the quality of clustering to a great extent, just like cluster prototypes which in some 

cases are as important as the distance measure [10]. These facts indicate that to have the best results for 

the clustering of a given dataset of time-series, each component must be taken into consideration and 

appropriate techniques for each one should be selected [50], [51]. Thus, in this paper, since the most 

important component is considered to be the distance measure, the main contribution of this paper is 

that a new similarity (distance) measure is developed specifically for time-series data. Since there is a 
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great relationship between the data representation and the distance measure used for clustering, the 

distance measure is developed based on the representation form provided by the algorithm developed in 

[52]. Thus the representation form is indisputably selected from [52]. The novelty of the proposed 

similarity measure is that it takes into account a combination of a simple representation of time-series, 

slope of each segment of time-series, and Euclidean distance all at the same time. In other words, the 

proposed similarity measure takes the actual physics of the time-series into account. Finally, PSO is 

selected to perform the clustering as it is proved to be very efficient in this job. 

The rest of the paper is organized as follows. In section 2 a brief description of time series and some 

definitions related to clustering are given for a better understanding of the whole problem. Section 3 

presents the proposed distance measure for time-series clustering. Then in section 4 Particle Swarm 

Optimization and more specifically PSO clustering are discussed briefly. In section 5 experimental 

results for both the PSO-based clustering and the proposed distance measure compared to others of their 

kind are provided. Finally, section 6 concludes the paper. The proof for the proposition made in section 

3 is provided in the appendix.  

2. Preliminaries and Definitions 
To better understand the whole problem and have a common language while talking about clustering 

the time-series data, it is better to provide some definitions regarding time-series and clustering. 

2.1. Time-series 
Definition 1: A time-series 𝑇𝑆, is a sequence of sampled values of data which are put in order 

chronologically. The length of a time series is defined by the number of time steps during which it has 

been sampled. Therefore, a time-series with 𝑁 time steps is shown by 𝑇𝑆 = {𝑥1, 𝑥2, … , 𝑥𝑖, … , 𝑥𝑁}. When 

the time series is univariate, each 𝑥𝑖 is a single value and therefore the size of the time-series is 1 × 𝑁. 

But when it is a multivariate time-series, each 𝑥𝑖 includes a number of values according to the number 

of features or variables (𝑚) sampled at a specific time step. Therefore, the size of a multivariate time-

series is 𝑚×𝑁 [17]. 

When dealing with a data set consisting of 𝑇 different time-series, the size of the input data is 

𝑇 ×𝑚 ×𝑁. Note that in this paper 𝑇𝑆𝑖
(𝑗)

 is the 𝑖𝑡ℎ point from the Time-series (𝑗) in the database. 

2.2. Time-Series Representation 
Since time-series specifically the multivariate ones are of high dimension and processing them needs a 

lot of memory, various techniques have been developed to reduce their dimension without losing any 

important characteristics [10]. 

Definition 2: Time-series representation or dimensionality reduction is to transform a given raw time-

series 𝑅𝑇𝑆 = {𝑢1, 𝑢2, … , 𝑢𝑖, … , 𝑢𝑁′} into a lower dimension space 𝑇𝑆 = {𝑥1, … , 𝑥𝑁} where 𝑁 < 𝑁′ by 

reducing its data points or feature extraction. 

Selecting an appropriate representation method can greatly improve the clustering quality as well as 

reducing the time and memory requirement for the task of clustering. Representation methods are 

divided into four categories including data adaptive, non-data adaptive, model-based and data dictated. 

In this paper, the technique called APSOS (Adaptive Particle Swarm Optimization Segmentation) 

proposed in a former paper from the authors [52] is employed to reduce the dimension of data. APSOS 

is a method of time-series segmentation and is somehow adaptive to each time-series and tries to reduce 

its dimension (time steps) while preserving its shape as much as possible. In this approach, a limited 

number of the time-series’ points are selected to reconstruct it. The goal is to select the optimal points 

in order to reduce the error. It is proved in [52] that this technique outperforms most of the techniques 

used in this area. 

2.3. Similarity or Distance Measure 
Following what was mentioned about the distance measures in the previous section, important factors 

should be considered in selecting an appropriate distance measure for the task of time-series clustering. 

These factors include the level of analyzing (shape level or structure level) and the objective of analyzing 
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(to find similarity in time, in shape or in change), which as a result define the type of distance measure 

that should be used [10]. When the objective is to find similar time-series in shape, i.e. the occurrence 

time of similar patterns is not important, time elastic measures such as dynamic time warping [53] 

become useful [10]. Since the output of the representation method described above is usually a very 

short time-series and also is based on the time-series’ shape, a shape-based distance measure should be 

employed for the clustering task. 

2.4. Clustering 
Clustering is to organize and put a set of data samples consisting of 𝑀 items into 𝐾 clusters in a way 

that the intra-cluster distance is minimized and/or the inter-cluster distance is maximized. Clustering 

could be applied to both static and dynamic data, but each group needs its specific methods. Many 

techniques have been proposed for clustering of static data [10], which also could be used with dynamic 

data by applying some modifications. As it was mentioned in the previous section, these techniques can 

be classified into five major groups including partitioning, hierarchical, grid-based, model-based, and 

density-based.  

Mainly there are two groups of measurement with which the accuracy of a clustering solution can be 

evaluated. The first group is dependent on external information about the data such as supplied labels. 

In the absence of such information, internal criteria could be useful. External validity measures which 

are based on the amount of agreement between the externally provided truth and the clustering solution 

are as follows: 

Cluster Purity: if the solution to a clustering algorithm is 𝐶 = {𝐶1, 𝐶2, … , 𝐶𝐾}, then each cluster is 

assigned to one of the known classes which is the most abundant one in the cluster. Then the ratio of the 

number of correctly assigned objects to the number of all objects is called the cluster purity [10]. 

Cluster Similarity Measure (CSM): the basis of the CSM is similar to the purity measure. Let 𝐺 and 

𝐶 respectively denote the ground truth of 𝐾 classes and the clustering solution with 𝐾 clusters. Then the 

CSM would be [18]: 

𝐶𝑆𝑀(𝐺, 𝐶) =
1

𝐾
∑ max

1≤𝑗≤𝐾
𝑆𝑖𝑚(𝐺𝑖, 𝐶𝑗)

𝐾

𝑖=1

 , (1) 

where 𝐺𝑖 is the 𝑖𝑡ℎ class labeled externally and 𝐶𝑗 is the 𝑗𝑡ℎ cluster of the obtained solution and: 

𝑆𝑖𝑚(𝐺𝑖, 𝐶𝑗) =
2 × 𝑐𝑎𝑟𝑑(𝐺𝑖 ∩ 𝐶𝑗)

𝑐𝑎𝑟𝑑(𝐺𝑖) + 𝑐𝑎𝑟𝑑(𝐶𝑗)
 , (2) 

where 𝑐𝑎𝑟𝑑(. ) is the number of the members of the set denoted inside it. 

Jaccard Score: this measure is defined as follows [54]:  

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 =  
𝑎

𝑎 + 𝑏 + 𝑐
 , (3) 

where 

• 𝑎: number of pairs having the same class label in 𝐺 and clustered in the same cluster in 𝐶. 

• 𝑏: number of pairs having the same class label in 𝐺 but clustered in different clusters in 𝐶. 

• 𝑐: number of pairs with different class labels in 𝐺 but clustered in the same cluster in 𝐶. 

• 𝑑: number of pairs with different class labels in 𝐺 and clustered in different clusters in 𝐶. 

Rand Index (RI): this measure is calculated as follows [54]: 

𝑅𝐼 =  
𝑎 + 𝑑

𝑎 + 𝑏 + 𝑐 + 𝑑
 . (4) 

Folkes and Mallow index (FM): this index is given below [54]: 

𝐹𝑀 = √
𝑎

𝑎 + 𝑏
×

𝑎

𝑎 + 𝑐
 . (5) 
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In the absence of ground truth there are some internal cluster validity measures to evaluate the solution 

of a clustering algorithm, also called fitness functions. Some of these quality measures of clustering 

techniques are given next [10], [15], [21]. 

Compactness Measure: also called within-cluster distance, shows how similar are the members of each 

cluster. This measure is defined as 

𝐹𝑐(𝑀) =
1

𝐾
∑

1

𝑛𝑘
∑𝑑(𝑚𝑘 , 𝑦𝑗

𝑘)

𝑛𝑘

𝑗=1

𝐾

𝑘=1

, (6) 

Where 𝑀 = (𝑚1,𝑚2, … ,𝑚𝐾), 𝑚𝑘 is the center of the cluster 𝑘, 𝐾 is the number of clusters, 𝑛𝑘 is the 

number of samples in cluster 𝑘, 𝑦𝑗
𝑘 is the 𝑗𝑡ℎ member of the cluster 𝑘 and 𝑑(. ) is the distance between 

two samples. The goal of the clustering algorithm is to minimize this measure [15], [21]. 

Separation Measure: also called inter-cluster distance, shows the separation between clusters. It is 

defined as 

𝐹𝑠(𝑀) =
1

𝐾(𝐾 − 1)
∑ ∑ 𝑑(𝑚𝑗, 𝑚𝑘)

𝐾

𝑘=𝑗+1

 .

𝐾

𝑗=1

 (7) 

The goal is to maximize this measure [15], [21]. 

Combined Measure: this validity measure is a combination of the last two measures and it 

simultaneously measures both the compactness and separation of the obtained solution. It is defined as 

𝐹𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑(𝑀) = 𝑤1𝐹𝑐(𝑀) − 𝑤2𝐹𝑠(𝑀) , (8) 

where the weight parameters 𝑤1 and 𝑤2 are chosen in a way that 𝑤1 +𝑤2 = 1 [15], [21]. This measure 

is also called weighted inter-intra index [10]. 

Sum of Squared Error (SSE): the so-called SSE could also be used to evaluate the accuracy of a 

clustering solution [10]. This way, for each time-series of data set, the error is its distance to the nearest 

cluster. 

2.5. Cluster Prototype 
What makes clustering specifically in the case of time-series a complicated task is how to define the 

clusters’ prototypes or representatives. In static cases, finding the cluster center is much easier since the 

number of attributes for all data points is equal. In dynamic ones, when it comes to the cases in which 

the time-series lengths are not equal, finding the cluster center becomes difficult and cannot be 

accomplished by the traditional averaging methods. Since the quality of clustering depends a lot on the 

way the cluster prototypes are defined, researchers have employed different approaches for defining the 

cluster centers in time-series clustering [10]: 

Medoid sequence of the cluster: in order to find this sequence, the distance between each pair of a 

cluster is calculated and the one with the lowest SSE is selected as the medoid or center of the cluster. 

Average sequence of the cluster: this method is similar to the one used for static data and the prototype 

here is simply a sequence consisting of the mean of all the time-series at each point. But this method 

could only be used properly when the time-series are from equal length. 

Local search prototype: in this method first the medoid is found and then the prototype is calculated 

using the average sequence approach. 

3. The Proposed Distance Measure: Bilateral Slope-Based 

Distance 
Based on the previous section, to evaluate the quality of a clustering solution, a fitness function such as 

the combined measure must be calculated, through which the distance between a data instance and a 
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cluster center is calculated. Also to assign a data instance to the nearest cluster, the distance between the 

data instance and the cluster centers must be calculated. Both of these tasks need a distance measure that 

is able to correctly calculate the distance between a data instance and a cluster center. Since this paper 

deals with time-series data and this kind of data is more complex than the static one, an appropriate 

distance measure is needed. According to the literature, many distance measures have been developed 

for both static and dynamic data, some could be used with both and some could only be used with one 

group [10], [18], [34], [55], [56], [57], [58]. The important factor while dealing with time-series data is 

that the distance measure selected should definitely be compatible with the representation form of the 

time-series, the algorithm used for clustering and the way the cluster prototypes are defined. Since the 

cluster prototype approach is selected based on the distance measure and the algorithm is usually 

modified based on the selected distance measure, the only factor in selecting an appropriate distance 

measure is to know how the time-series are going to be dealt with and how they are represented and 

whether they are going to be analyzed directly in the raw form or a dimensionality reduction technique 

has been applied on them. It is believed that the time-series’ representation greatly affects the type of 

distance measure which is going to be used for the clustering. Since time-series are usually from high 

dimensions, their dimension would be reduced by one of the existing methods for dimensionality 

reduction and as APSOS has been proved to perform the job more efficiently than other methods of 

segmentation [52], in this paper the distance measure is developed based on the output of APSOS. 

APSOS is a segmentation algorithm which selects a small but sufficient number of points from the raw 

time-series to build a new time-series very similar to the original one but in a much lower dimension. 

APSOS tries to keep the original time-series’ shape and visual characteristics such as local extremums 

by keeping the most important points from the time-series. APSOS is based on PSO with the goal of 

reducing the amount of reconstruction error through iterations. According to [52] the outcome of the 

algorithm is highly similar to the original time-series and therefore could be used instead with the 

advantage of having much less number of time steps. Figure 1(a) simply shows a raw time-series with 

106 time-steps and its segmented form with only 5 time-steps produced by APSOS. According to this 

figure, the APSOS selects the points that best represent the original time-series’ shape. Simple form of 

the APSOS outcome is a sequence of values which indicates the transformed time-series. For the 

example, in Figure 1(a) this sequence is shown in Figure 1(b) as a new time-series. The new time-series 

seems to have the original one’s shape but the slopes seem to be different. Putting them together in one 

frame, Figure 1(c) shows the difference more clearly. According to Figure 1(c) APSOS preserves the 

original time-series’ shape but can’t save the rate at which the time-series has been sampled. APSOS 

doesn’t preserve the sample rate and it alters it by not saving the segments’ slopes. The fact that APSOS 

alters the sample rate is not a deficiency of this method but is a limitation for it, making it only 

compatible with elastic distance measures such as Dynamic Time Warping; distance measures on which 

different sample rates have no negative effect. Thus the distance measure which is going to be developed 

should be elastic. Here one of the best, Dynamic Time Warping, is selected as the basis but modified to 

best adapt with the APSOS output. 

 



7 

 

 

 

Figure 1 (a) A raw time-series and its APSOS representation, (b) the sequence representing the APSOS output, (c) sample 

rate alteration and slope variances 

What is important here is that the slope of each segment must be considered in the APSOS output. With 

a small modification of the algorithm, the outcome can also contain the slope of each time-series’ 

segment. Consider 𝑅𝑇𝑆 = {𝑢1, 𝑢2, … , 𝑢𝑖, … , 𝑢𝑁′} as the raw time-series and 𝑇𝑆 = {𝑥1, … , 𝑥𝑁} as the 

APSOS output. By considering the slopes in the form of the sine of the angle formed by the segment 

line and the horizontal line parallel to the timeline, the APSOS output will be 𝑇𝑆 =
{(𝑥1, sin𝜃1),… , (𝑥𝑁−1, sin 𝜃𝑁−1), (𝑥𝑁)}. Figure 2 shows how 𝜃𝑖 are defined. 

 

Figure 2 The θ angle of the ith segment of the time-series 
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Based on Figure 2 the angle 𝜃𝑖 would be defined and calculated by 

𝜃𝑖 = 𝐴𝑟𝑐 tan (
𝑢𝑗−𝑢𝑖

𝑗−𝑖
)   ∋  −

𝜋

2
< 𝜃𝑖 <

𝜋

2
. (9) 

Thus 𝜃𝑖 will always be between –
𝜋

2
 and 

𝜋

2
. Now APSOS can preserve the shape of the time-series more 

accurately by providing the slope of each segment. 

The main goal of this section of the paper is to develop a new distance measure based on the new APSOS 

outcome and Dynamic Time Warping. The important reasons for using Dynamic Time Warping are that 

time-series coming out of the APSOS are not necessarily from the same length and sample rate and these 

are the characteristics the DTW can handle much better than other distance measures. 

DTW tries to find the optimal distance between two time-series by finding the best match between them 

and to do this the algorithm compares each point of the first time-series to many points of the other. 

Using this method, time-series with the same patterns occurred in different time periods are considered 

to be similar. This fact is shown in Figure 3(a) for two time-series with 16 and 13 time-steps. The DTW 

algorithm for calculating the distance between two given time-series as 𝑇𝑆(1) = {𝑥1
(1)
, 𝑥2
(1)
, … , 𝑥𝑁

(1)
} and 

𝑇𝑆(2) = {𝑥1
(2)
, 𝑥2
(2)
, … , 𝑥𝑀

(2)
} is presented in Pseudo Code 1Error! Reference source not found. [1], 

[53]. 

 

 

Figure 3 (a) matching two time-series by DTW (b) the warping path for the time-series matched in (a) 
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The function d(.) is a distance measure such as Euclidean which is used to calculate the distance between 

two points each from one sequence. Based on this algorithm, the final distance between the two given 

series would be 𝑐𝑜𝑠𝑡𝑁,𝑀 and the matrix path shows the warping path represented in Figure 3(b). 

Although DTW is called a distance measure, in fact, it is a method of calculating the optimum distance 

between two time-series and it is dependent on traditional distance measures such as Euclidean and 

Manhattan distances. It is basically admitted in this paper that DTW is the best approach for calculating 

the distance between two time-series represented by APSOS but the distance measure used inside the 

DTW must be modified to best adapt with the APSOS outcome. One of the most widely used distance 

measures which are proved to produce high-quality results for clustering is Euclidean distance from the 

group of Minkowski distances. The Minkowski distance is defined as 

𝑑𝑀𝑖𝑛𝑘𝑜𝑤𝑠𝑘𝑖 (𝑥𝑖
(1), 𝑥𝑗

(2)) = (|𝑥𝑖
(1) − 𝑥𝑗

(2)
|
𝑏
 )

1

𝑏

. 
(10) 

Manhattan and Euclidean distances are special cases of Minkowski distance and are obtained by setting 

𝑏 = 1 and 𝑏 = 2 respectively [15]. Both of them are widely used within the DTW. But in this paper, a 

new distance measure based on Euclidean distance and the slope of each segment is developed.  

Consider the two time-series of Figure 3(a) are standardized into [-1, 1] and only a part of them is shown 

in Figure 4(a). Based on Figure 3(a) and Figure 4(a), DTW may match point 12 from the first time-series 

to point 10 of the second one rather than 9 because 𝑑1 < 𝑑2. But in fact, as it is clear from Figure 4 point 

12 and 9 are in more similar situations. The reason is that the slope of the segment right after the point 

12 is more similar to the one after 9 rather than the one after 10. The segment after point 10 has a positive 

slope while the one after 12 has a negative one. This makes points 10 and 12 not from a kind.  

Pseudo Code: Dynamic Time Warping 

𝑇𝑆(1) = {𝑥1
(1)
, 𝑥2
(1)
, … , 𝑥𝑁

(1)
} , 

𝑇𝑆(2) = {𝑥1
(2)
, 𝑥2
(2)
, … , 𝑥𝑀

(2)
}, 

𝑐𝑜𝑠𝑡1,1 = 2𝑑(𝑥1
(1)
, 𝑥1
(2)
) , 

𝑝𝑎𝑡ℎ1,1 = (0,0) , 
for i = 2,3,…, N 

𝑐𝑜𝑠𝑡𝑖,1 = 𝑐𝑜𝑠𝑡𝑖−1,1 + 𝑑(𝑥𝑖
(1)
, 𝑥1
(2)
) , 

end for 

for j = 2,3,…, M 

𝑐𝑜𝑠𝑡1,𝑗 = 𝑐𝑜𝑠𝑡1,𝑗−1 + 𝑑(𝑥1
(1)
, 𝑥𝑗
(2)
) , 

end for 

for i = 2,3,…, N 

for j = 2,3,…, M 

𝑐𝑜𝑠𝑡𝑖,𝑗 = 𝑚𝑖𝑛 {𝑐𝑜𝑠𝑡𝑖,𝑗−1 + 𝑑 (𝑥𝑖
(1)
, 𝑥𝑗
(2)
) , 𝑐𝑜𝑠𝑡𝑖−1,𝑗−1 + 2𝑑 (𝑥𝑖

(1)
, 𝑥𝑗
(2)
) , 𝑐𝑜𝑠𝑡𝑖−1,𝑗 +

𝑑 (𝑥𝑖
(1)
, 𝑥𝑗
(2)
)} , 

𝑝𝑎𝑡ℎ𝑖,𝑗 = 𝑎𝑟𝑔min
𝑖,𝑗
𝑐𝑜𝑠𝑡𝑖,𝑗 , 

end for 

end for 

Pseudo Code 1 Symmetric Dynamic Time Warping algorithm 
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Figure 4 Manhattan distances and angles providing the slope of each segment 

This mismatch by DTW is due to its high reliance on the distance measure used inside the algorithm. 

Manhattan or Euclidean distances are too simple for these cases and they only measure the vertical 

difference between two points, while in many cases shape characteristics of those points may be very 

important and effective in matching similar patterns. One of the most important aspects of shape is the 

slope of a line or a segment which should be implemented inside this distance measure. Following what 

was said at the beginning of this section about APSOS outcome and how to modify it in order to preserve 

the slopes, the distance measure used inside the DTW can be a combination of Euclidean distance and 

slope differences of each segment. For two specific points of two time-series represented in the APSOS 

form, Figure 5 shows how these values are defined. 

 

Figure 5 Angle definitions for each point in a time-series 

Consider two given time-series as 𝑇𝑆(1) = {𝑥1
(1)
, 𝑥2
(1)
, … , 𝑥𝑁

(1)
} and 𝑇𝑆(2) = {𝑥1

(2)
, 𝑥2
(2)
, … , 𝑥𝑀

(2)
}. The 

slope-based distance between two points of these time-series can be calculated by 

𝑑𝑠𝑙𝑜𝑝𝑒−𝑏𝑎𝑠𝑒𝑑 (𝑇𝑆𝑖
(1)
, 𝑇𝑆𝑗

(2)
) = 𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 + |sin𝜃𝑖

(1)
− sin𝜃𝑗

(2)
| , (11) 

where 𝜃𝑖 are defined as in Figure 5 and 𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 is the Euclidean distance between the 𝑖𝑡ℎ point of the 

first time-series and the 𝑗𝑡ℎ point of the second one, calculated by Eq. (10) when 𝑏 = 2. Hence the 

simple slop-based distance between two points will be 



11 

 

𝑑𝑠𝑙𝑜𝑝𝑒−𝑏𝑎𝑠𝑒𝑑 (𝑇𝑆𝑖
(1)
, 𝑇𝑆𝑗

(2)
) = √(𝑥𝑖

(1)
− 𝑥𝑗

(2)
)
2
+ |sin𝜃𝑖

(1)
− sin𝜃𝑗

(2)
| . 

(12) 

Simply it could be understood that considering only the slope of the segment on the right side of point 

will not be sufficient. It happens especially when one of the points is a local extremum and the other one 

is not. This time, the slopes of segments on both sides should be taken into consideration. Thus, the 

bilateral slope-based distance (BSD) will be  

𝑑𝐵𝑆𝐷 (𝑇𝑆𝑖
(1)
, 𝑇𝑆𝑗

(2)
) = |𝑥𝑖

(1)
− 𝑥𝑗

(2)
| + |sin𝜃𝑖

(1)
− sin 𝜃𝑗

(2)
| + |sin 𝜃𝑖−1

(1)
− sin 𝜃𝑗−1

(2)
| . (13) 

It must be mentioned that to standardize the distance measure, before using it, both time-series should 

be standardized into [-1, 1]. Thus −1 ≤ 𝑥𝑖
(1), 𝑥𝑖

(2)
≤ 1 and therefore 0 ≤ |𝑥𝑖

(1)
− 𝑥𝑗

(2)
| ≤ 2. Since −1 ≤

sin𝜃𝑖
(1)
, sin 𝜃𝑗

(2)
≤ 1 thus 0 ≤ |sin𝜃𝑖

(1)
− sin 𝜃𝑗

(2)
| ≤ 2. This means that each term of the BSD distance 

measure is in the same interval of [0, 2], which is also the reason behind selecting the sine as the 

representative of the slope, making it independent of any weighting coefficients. For the first and the 

last points of the time-series, only one term will be calculated and therefore the simple form of BSD is 

used. Based on Eq. (13) the BSD function is defined on ℝ3 so 𝑑𝐵𝑆𝐷:ℝ
3 × ℝ3 → ℝ. 

Since using a metric distance measure is desired as it is easier to index the space for speed-up search, it 

is necessary to show if the proposed distance measure is a metric one.  

Definition 3: a pair of (𝑆, 𝑑) is called metric space iff  

i) 𝑆 is a set, 

ii) 𝑑: 𝑆 × 𝑆 → ℝ is a function with following four properties for all 𝑥, 𝑦, 𝑧 in 𝑆: 

(P1) 𝑑(𝑥, 𝑦) ≥ 0 (nonnegativity) 

(P2) 𝑑(𝑥, 𝑦) = 0 ⟺ 𝑥 = 𝑦 (identity) 

(P3) 𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥) (symmetry) 

(P4) 𝑑(𝑥, 𝑦) ≤ 𝑑(𝑥, 𝑧) + 𝑑(𝑦, 𝑧) (triangle inequality).  

Based on the definition of a metric space, the distance function should satisfy the four aforementioned 

properties in order to be called a metric distance measure by definition [59][38][60].  

Proposition 1: the pair (ℝ3, 𝑑𝐵𝑆𝐷) is metric space (≡ Bilateral Slope-based Distance is a metric distance 

function) 

Proof: see the Appendix.  

Since the proposed distance measure is metric, indexing can be used which is very crucial for having 

efficiency on data mining tasks such as clustering especially for large databases (it should be mentioned 

that Dynamic Time Warping does not necessarily obey the triangle inequality (P4), even if its local 

distance measure is metric.) 

In the next section, PSO clustering will be briefly explained and then in section 5, the proposed distance 

measure is compared to some well-known distance measures. 

4. Particle Swarm Optimization Clustering 
PSO, an evolutionary and population-based algorithm in the field of swarm intelligence, has been 

developed as a heuristic technique for dealing with optimization problems [21], [22], [61], [62]. This 

technique is inspired by the natural and biological behavior of a group of animals like bees, ants, fish 

and birds which are collectively searching for food and communicating with each other [20], [24], [61]. 

On the basis of this natural behavior, in this technique, a swarm of particles, which is a representative 

of the population of animals, moves in the solution space, while each individual -each particle- tries to 

find an optimal solution and then cooperates and communicates with others by sharing its best solution 

[15]. 

To better understand the technique, consider a predefined objective function, F, which is desired to be 

optimized by minimization. Supposing the solution to this function is n-dimensional, the solution space 

would be n-dimensional [21]. In order to find the optimal solution for this function, a swarm of P 
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particles is released into the solution space while each particle p is a candidate for the solution and is 

distinguished from other particles by two vectors called position vector,𝑋𝑝
(𝑖𝑡𝑒𝑟)

 and velocity 

vector,𝑉𝑝
(𝑖𝑡𝑒𝑟)

 which are all from the same dimension of the solution space. The position vector is a 

solution and the velocity vector is used to move the particle to its next position which is going to be the 

next solution. In each iteration (iter), particles’ positions are fed to the objective function and they are 

compared to each other’s best positions ever and the best position of all the particles until that iteration. 

These two are called respectively personal best position, 𝑋𝑝
𝑃𝐵(𝑖𝑡𝑒𝑟)

 and global best position, 𝑋𝐺𝐵(𝑖𝑡𝑒𝑟). 

For the next iteration, the velocity of each particle must be updated in a way that the particle not only 

moves toward the global best position but also toward its personal best position. Then the new position 

of each particle is updated and again these positions which are in fact new solutions for the objective 

function, are fed into the function and they are compared. Through a number of iterations, these particles 

evolve and find an optimal solution. 

In order to match PSO to the clustering of time series, some modifications need to be applied on PSO. 

First of all, for the similarity or distance measure denoted by 𝑑(. ) in this paper, a distance measure 

which is compatible with time-series should be employed. For the objective function used both in PSO 

algorithm and clustering, the combined measure is selected to involve both the compactness and 

separation measures. Here, the objective function in PSO is the fitness function in clustering.  Therefore, 

the goal of the PSO algorithm here is to minimize the fitness function so that the quality of clusters 

increases. To do so, a swarm of 𝑃 particles with random values for Particle’s positions and velocity 

vectors is released into the search space. Each particle’s position is a clustering solution containing the 

cluster centers. Therefore, the position vector of 𝑝𝑡ℎ particle at iteration 𝑖𝑡𝑒𝑟 represents 𝐾 cluster centers 

as below 

𝑋𝑝
(𝑖𝑡𝑒𝑟)

= (𝑚1, … ,𝑚𝐾)(𝑖𝑡𝑒𝑟), 𝑝 = 1,… , 𝑃 (14) 

where 𝑚𝑘 is the center of cluster 𝑘 or cluster prototype, which here is a time series defined by the medoid 

sequence approach described in section 2. During each iteration, first the velocity vector and then the 

position vector of each particle is updated respectively according to Eq. (15) and Eq. (16):  

𝑉𝑝
(𝑖𝑡𝑒𝑟) = 𝑤𝑉𝑝

(𝑖𝑡𝑒𝑟−1) + 𝑐1𝑟1 (𝑋𝑝
𝑃𝐵(𝑡𝑖𝑡𝑒𝑟−1) − 𝑋𝑝

(𝑡𝑖𝑡𝑒𝑟−1)) + 𝑐2𝑟2 (𝑋𝑝
𝐺𝐵(𝑖𝑡𝑒𝑟−1) − 𝑋𝑝

(𝑡𝑖𝑡𝑒𝑟−1)), (15) 

𝑋𝑝
(𝑖𝑡𝑒𝑟) = 𝑋𝑝

(𝑖𝑡𝑒𝑟−1) + 𝑉𝑝
(𝑖𝑡𝑒𝑟)

. (16) 

The 𝑤 in the velocity update statement is called the inertia weight and it shows the impact of the previous 

velocity of a particle on the current one. Also, 𝑐1 and 𝑐2 are respectively cognitive coefficient and social 

coefficient; the first one indicates the tendency of a particle to move toward its best previous positions 

and the second one indicates the tendency of a particle to follow the best previous position of the whole 

swarm. The 𝑟1 and 𝑟2 coefficients are numbers from the uniform distribution in interval [0, 1] selected 

randomly [15], [20], [21]. 

Then the time series in data set are one by one assigned to the nearest cluster center which is defined in 

the new position vector and this is done for each particle. The reason is that each particle is a distinct 

solution and therefore this assigning must be done for each particle. Then the fitness function for each 

particle is calculated and these values are compared and then the values of personal best position and 

global best position are updated.  

The termination condition can be a maximum number of iterations, number of iterations without 

improvement and a minimum objective function criterion [21]. This paper uses 500 as the maximum 

number of iterations for the termination condition. 
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Through a number of iterations and when the termination condition is met, the optimal solution which 

is the last global best position is reached. The algorithm of the proposed method for clustering time 

Pseudo Code: PSO-based Algorithm for Clustering Time-Series Data 

Initialize a swarm of P particles, 

//initial positions and velocities 

for each particle p  

  𝑋𝑝
(0)
= 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑣𝑎𝑙𝑢𝑒 for each mk 

  𝑉𝑝
(0) = 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑣𝑎𝑙𝑢𝑒, 

  𝑋𝑝
𝑃𝐵(0)

= 𝑋𝑝
(0)
, 

  //initial assigning of time series to clusters 

  for each time series TSj in data set 

  for each cluster center k 

  calculate 𝑑(𝑇𝑆𝑗,𝑚𝑘), 
  end for 

  assign TSj to the nearest cluster  
  end for 

  𝑋𝐺𝐵(0) = 𝑎𝑟𝑔 min
𝑋𝑝
𝑃𝐵(0)

𝐹𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑(𝑋𝑝
𝑃𝐵(0)

), 

end for 

iter = 1, 

while (the termination condition is not met) 

  for p = 1 to P 

  //velocity and position update: 

  𝑉𝑝
(𝑖𝑡𝑒𝑟) = 𝑤𝑉𝑝

(𝑖𝑡𝑒𝑟−1) + 𝑐1𝑟1 (𝑋𝑝
𝑃𝐵(𝑖𝑡𝑒𝑟−1) − 𝑋𝑝

(𝑖𝑡𝑒𝑟−1)) + 𝑐2𝑟2 (𝑋𝑝
𝐺𝐵(𝑖𝑡𝑒𝑟−1) − 𝑋𝑝

(𝑖𝑡𝑒𝑟−1)), 

  𝑋𝑝
(𝑖𝑡𝑒𝑟)

= 𝑋𝑝
(𝑖𝑡𝑒𝑟−1)

+ 𝑉𝑝
(𝑖𝑡𝑒𝑟)

, 
  //assigning of time series to new clusters 

  for each time series TSj in data set 

  for each cluster center k 

  calculate 𝑑(𝑇𝑆𝑗,𝑚𝑘), 
  end for 

  assign TSj to the nearest cluster 
  end for 

  //personal best position update: 
  if 𝐹𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑(𝑋𝑝

(𝑖𝑡𝑒𝑟)) < 𝐹𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑(𝑋𝑝
𝑃𝐵(𝑖𝑡𝑒𝑟−1)) 

  𝑋𝑝
𝑃𝐵(𝑖𝑡𝑒𝑟) = 𝑋𝑝

(𝑖𝑡𝑒𝑟), 
  //global best position update: 
  if 𝐹𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑(𝑋𝑝

𝑃𝐵(𝑖𝑡𝑒𝑟)) < 𝐹𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑(𝑋
𝐺𝐵(𝑖𝑡𝑒𝑟−1)) 

  𝑋𝐺𝐵(𝑖𝑡𝑒𝑟−1) = 𝑋𝑝
𝑃𝐵(𝑖𝑡𝑒𝑟)

, 
  end if 

  end if 
  end for 
end while 

iter = iter+1, //next iteration 

Pseudo Code 2 PSO-based algorithm for clustering time-series data 
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series data in this paper is described in Pseudo Code 2. 

The choice of PSO algorithm to perform the task of clustering is highly affected by the fact that this 

algorithm and more generally the evolutionary algorithms do a very good job in complex and large-

scale optimization problems. Many studies have shown that among the evolutionary algorithms, PSO is 

the one that outperforms others in most of the metrics considered to be important in the field of 

optimization [63,64]. PSO outperforms most of the evolutionary algorithms in terms of the success rate, 

and the processing time [63]. It should be mentioned that the choice of PSO in this paper as the algorithm 

that performs the task of clustering is not a contribution of this paper since many other evolutionary 

algorithms can be used instead of PSO to do so. In fact, the modification of the algorithm in a way that 

complies with the problem of time-series clustering and can work with various similarity measures 

requires a huge effort and not always is supposed to work. This paper then uses a standard single-swarm 

PSO which works based on social learning. 

5. Experimental Results and Discussion 
This section of the paper provides the experimental results of testing and comparing the proposed 

distance measure to other methods of their kind on some time-series data sets. The data sets used in this 

paper are from the UCR time-series classification archive [65] and are available for free. Nine data sets 

are selected from this archive and their characteristics are provided in Table 1. The reason for selecting 

them is that they have the longest lengths and more samples among the rest of the datasets. The test sets 

have been used for the experiments. Figure 6 shows one sample of each class for these data sets. 

Table 1 Selected data sets from the UCR time-series archive 

Dataset Name T of data set Time-series length(N) 
No. of 

Classes 

CinC_ECG_torso 1420 1639 4 

HandOutlines 1370 2709 2 

Haptics 463 1092 5 

InlineSkate 650 1882 7 

MALLAT 2400 1024 8 

Phoneme 2110 1024 39 

StarLightCurves 9236 1024 3 

UWaveGestureLibrary 4478 945 8 

Worms 258 900 5 
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Figure 6 Samples from each class of the 9 data sets 
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These data sets were given to the APSOS algorithm in order to not only reduce their dimensions but also 

to make them have a better representation for the experiments. The changes in the average of time-

series’ lengths after applying APSOS is represented in Table 2. These time-series were all standardized 

into [-1, 1]. 

Table 2 Changes in the time-series' lengths by applying APSOS 

Dataset Name Raw Time-series length Avg. Reduced Length 

CinC_ECG_torso 1639 154 

HandOutlines 2709 178 

Haptics 1092 42 

InlineSkate 1882 139 

MALLAT 1024 127 

Phoneme 1024 36 

StarLightCurves 1024 155 

UWaveGestureLibrary 945 82 

Worms 900 231 

Since the performance of PSO-based clustering algorithm has been proved in other researches [15], [21], 

[22], [66], in this section of the paper only the proposed distance measure is compared to 3 other distance 

measures widely used for time-series similarity searches, namely Dynamic Time Warping (DTW) with 

Euclidean Distance [53], Edit Distance on Real Sequence (EDR) [44], and Longest Common 

Subsequence (LCSS) [67]. It should be mentioned that the proposed distance measure in this paper, 

BSD, is used with DTW to be compatible with the varied length time-series produced by any 

dimensionality reduction technique. The PSO-based algorithm presented in Pseudo Code 2 is used to 

conduct the task of clustering for all the mentioned distance measures. For the cluster prototypes, the 

medoid sequence approach is taken. The combined function described in section 2 is selected as the 

fitness function as it considers both the separation and compactness of the clusters. Figure 7 shows the 

performance of the mentioned distance measures on each data set in terms of the combined criteria. 

It is important to notice that all results are obtained by repeating the algorithms 10 times and for each 

experiment, the PSO parameters are set to 𝑤 = 1.2, 𝑐1 = 1.5, 𝑐2 = 1.5, and 𝑛=30 (these parameters 

have been tuned using Taguchi method[68]). The 𝑤 should decrease gradually through iterations. 
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Figure 7 Results for clustering with each distance measure in terms of the combined measure 

As it is clear from the results for 9 datasets in Figure 7, the BSD measure combined with DTW 

outperforms the rest of the measures in 8 datasets and improves the quality of clustering more than the 

rest of the measures. It must be mentioned that the selected measures are among the best and their 

performances are usually very close to each other. The reason behind the BSD’s lack of good 

performance in dataset Phoneme may rely on the fact that dimensionality reduction technique is weak 

in transforming a high-frequency time-series and most of the time-series in the dataset Phoneme are 

from high-frequency. 

The final results of clustering are also evaluated by other criteria mentioned in section 2, such as Cluster 

Purity, Rand Index, and Jaccard Score. They are shown in Table 3 to Table 11. The bold ones are the 

best in each criterion (the letter σ indicates the standard deviation).  

Table 3 Average and standard deviation of different measures for CinC ECG torso dataset 

Distance Measure Cluster Purity [σ] Jaccard Score [σ] Rand Index [σ] 

LCSS 0.7562 [0.0553] 0.3055 [0.1396] 0.6382 [0.1672] 

EDR 0.8011 [0.0632] 0.3292 [0.0809] 0.6646 [0.1229] 

DTW + ED 0.8629 [0.0879] 0.3753 [0.1343] 0.7008 [0.1819] 

DTW + BSD 0.9303 [0.0418] 0.4248 [0.1250] 0.7240 [0.1432] 

 

Table 4 Average and standard deviation of different measures for HandOutlines dataset 

Distance Measure Cluster Purity [σ] Jaccard Score [σ] Rand Index [σ] 

LCSS 0.7613 [0.0958] 0.3313 [0.0985] 0.6646 [0.1088] 

EDR 0.8448 [0.0795] 0.3820 [0.0871] 0.8892 [0.0966] 

DTW + ED 0.8717 [0.0822] 0.4497 [0.1394] 0.7863 [0.0777] 

DTW + BSD 0.9231 [0.0556] 0.4553 [0.0952] 0.8604 [0.1063] 

 

Table 5 Average and standard deviation of different measures for Haptics dataset 

Distance Measure Cluster Purity [σ] Jaccard Score [σ] Rand Index [σ] 

LCSS 0.6999 [0.0880] 0.3188 [0.1190] 0.6500 [0.1373] 

EDR 0.7134 [0.0667] 0.3216 [0.1210] 0.6266 [0.1457] 

DTW + ED 0.7491 [0.0183] 0.3367 [0.1001] 0.6634 [0.1586] 

DTW + BSD 0.8399 [0.0128] 0.3814 [0.1262] 0.7458 [0.1788] 
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Table 6 Average and standard deviation of different measures for InlineSkate dataset 

Distance Measure Cluster Purity [σ] Jaccard Score [σ] Rand Index [σ] 

LCSS 0.7922 [0.0624] 0.3967 [0.1203] 0.7036 [0.1309] 

EDR 0.8147 [0.0342] 0.4661 [0.1416] 0.6526 [0.1191] 

DTW + ED 0.7530 [0.0878] 0.4458 [0.1204] 0.6257 [0.1418] 

DTW + BSD 0.8291 [0.0722] 0.4815 [0.1052] 0.7157 [0.1833] 

 

Table 7 Average and standard deviation of different measures for MALLAT dataset 

Distance Measure Cluster Purity [σ] Jaccard Score [σ] Rand Index [σ] 

LCSS 0.7288 [0.0796] 0.3488 [0.0723] 0.6770 [0.1456] 

EDR 0.8132 [0.0988] 0.4188 [0.1096] 0.6121 [0.1660] 

DTW + ED 0.7801 [0.1069] 0.4716 [0.1006] 0.6016 [0.1189] 

DTW + BSD 0.8791 [0.0770] 0.4568 [0.0573] 0.6794 [0.1645] 

 

Table 8 Average and standard deviation of different measures for Phoneme dataset 

Distance Measure Cluster Purity [σ] Jaccard Score [σ] Rand Index [σ] 

LCSS 0.7880 [0.1064] 0.3501 [0.1461] 0.7413 [0.1385] 

EDR 0.6833 [0.1130] 0.3576 [0.1267] 0.7161 [0.1532] 

DTW + ED 0.7745 [0.0699] 0.3211 [0.1270] 0.7002 [0.1412] 

DTW + BSD 0.7194 [0.0828] 0.3037 [0.1197] 0.6523 [0.1203] 

 

Table 9 Average and standard deviation of different measures for StarLightCurves dataset 

Distance Measure Cluster Purity [σ] Jaccard Score [σ] Rand Index [σ] 

LCSS 0.8266 [0.0665] 0.3758 [0.1433] 0.6048 [0.1539] 

EDR 0.8327 [0.0881] 0.3105 [0.1112] 0.6569 [0.1299] 

DTW + ED 0.8037 [0.0873] 0.3974 [0.1042] 0.7130 [0.1722] 

DTW + BSD 0.8919 [0.0427] 0.4508 [0.1146] 0.7958 [0.1861] 

 

Table 10 Average and standard deviation of different measures for UWaveGesture dataset 

Distance Measure Cluster Purity [σ] Jaccard Score [σ] Rand Index [σ] 

LCSS 0.7589 [0.1018] 0.4213 [0.1024] 0.7434 [0.1535] 

EDR 0.7864 [0.0838] 0.3615 [0.1333] 0.7472 [0.1610] 

DTW + ED 0.8414 [0.0584] 0.4221 [0.1307] 0.6605 [0.1827] 

DTW + BSD 0.8843 [0.0263] 0.4570 [0.1521] 0.6626 [0.1261] 

 

Table 11 Average and standard deviation of different measures for Worms dataset 

Distance Measure Cluster Purity [σ] Jaccard Score [σ] Rand Index [σ] 

LCSS 0.8716 [0.0672] 0.3043 [0.1004] 0.8209 [0.1290] 

EDR 0.7883 [0.0619] 0.3853 [0.0758] 0.7711 [0.1528] 

DTW + ED 0.7253 [0.1163] 0.3183 [0.1433] 0.7298 [0.1186] 

DTW + BSD 0.9146 [0.0258] 0.3468 [0.1137] 0.8574 [0.1431] 

Also, the final results are evaluated using the SSE measure and represented in Figure 8. 



20 

 

Based on the results acquired by various measures mentioned and shown above, DTW which was shown 

to outperform distances such as EDR and LCSS works better with BSD rather than the simple Euclidean 

Distance.  

As the choice of the similarity measure can affect the time it takes algorithms to perform the clustering, 

a time analysis has also been conducted to show the comparison between the mentioned similarity 

measures. Table 12 demonstrates the time it takes for PSO to reach 500 iterations using each of the 

similarity measures in each dataset. As the Table 12 shows, in 4 out of 9 datasets, PSO with the proposed 

distance measure, performs the clustering faster than other similarity measures and in the second place 

Figure 8 Average SSE of different measures for each dataset 
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stands DTW + ED with being the fastest in 3 out of 9 datasets. Though it seems that PSO with the 

proposed distance measure is doing a better job in terms of time than other similarity measures, the times 

are so close that a strict conclusion cannot be made based on the results in Table 12. 

Table 12 The time it takes for PSO to reach 500 iterations using each similarity measure in each dataset in minutes [σ] 

Distance 

Measure 

CinC_EC

G_torso 
HandOu

tlines 
Haptics 

InlineS

kate 
MALL

AT 
Phone

me 
StarLight

Curves 
UWaveGestu

reLibrary 
Worms 

LCSS 
2.15 

[0.031] 

3.69 

[0.073] 

1.78 

[0.093] 

2.60 

[0.027] 

4.21 

[0.043] 

2.83 

[0.012] 

11.23 

[0.044] 
5.38 [0.077] 

3.37 

[0.045] 

EDR 
2.11 

[0.024] 

3.21 

[0.065] 

1.76 

[0.048] 

2.20 

[0.033] 

4.47 

[0.084] 

3.14 

[0.003] 

11.67 

[0.029] 
6.26 [0.065] 

3.76 

[0.05] 

DTW + 

ED 
2.40 

[0.027] 

3.45 

[0.027] 

1.79 

[0.009] 

2.19 

[0.021] 

4.41 

[0.035] 

2.57 

[0.02] 

10.89 

[0.075] 
5.50 [0.046] 

3.03 

[0.037] 

DTW + 

BSD 
1.95 

[0.041] 

3.56 

[0.033] 

1.75 

[0.092] 

2.45 

[0.026] 

4.11 

[0.092] 

2.95 

[0.054] 

10.81 

[0.048] 
5.99 [0.034] 

3.12 

[0.064] 

6. Conclusion 
In this paper first the deficiency of most of the representation methods in preserving the original time-

series’ shapes was removed by modifying the output of the APSOS algorithm and letting it preserve the 

slope of each segment in the form of the sine of the angle each segment makes with the horizontal line 

passing from the starting point of the segment. Since this representation method is a shape-based one 

and is designed to preserve the shape-characteristics of a given time-series and also to reduce the 

dimension of it, a new distance measure called Bilateral Slope-based Distance (BSD) was developed 

based on the output of this representation method, and the two so-called distance measures, Euclidean 

distance and DTW. The developed distance measure is based on the fact that when two points are similar 

in shape, the slope of the segments adjacent to the first point should be similar to the respective slopes 

adjacent to the second point. This similarity is based on the shape of the breakpoints or extremums of a 

time-series. Since this distance measure is based on the representation method used and usually 

representation methods do not have the same sample rate from the original time-series, the proposed 

distance measure should be used with one of the elastic measures such as dynamic time warping. Thus, 

in this paper, the proposed distance measure is combined with DTW and it is used instead of the simple 

Euclidean distance within the DTW. This way DTW not only considers the vertical difference of the 

time-series points but also the real shape differences of each pair. BSD can be called a shape-based 

distance measure for time-series and while used with DTW can best calculate the difference (or 

similarity) between two time-series. The results of the experiments conducted on various data sets with 

four different distance measures including DTW with BSD, DTW with ED, EDR, and LCSS show that 

BSD used along with DTW improves the clustering results more than the other mentioned distance 

measures, not only in one criterion but in five different measures. Further studies could focus on how to 

define weighting coefficients for the proposed distance measure to discriminate between each slope and 

to find the importance of each one. The BSD still uses the Euclidean distance between two points as a 

component of it. Further studies could also investigate the use of other distances instead of the Euclidean 

one to see the effect on the result of clustering. The suggestion is to use those distances that capture the 

shape of time-series the most. BSD captures the slope of each segment as the sine of the angles it makes. 

Other forms of capturing these slopes can also be investigated in further studies. 
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Appendix 
Proof for Proposition 1: assume any 𝑥, 𝑦, 𝑧 ∈ ℝ3 such that 

𝑥 = 𝑇𝑆𝑖
(1)
= (𝑥𝑖

(1)
, 𝜃𝑖
(1)
, 𝜃𝑖−1
(1)
), 

𝑦 = 𝑇𝑆𝑗
(2)
= (𝑥𝑗

(2)
, 𝜃𝑗
(2)
, 𝜃𝑗−1
(2)
), 

𝑧 = 𝑇𝑆𝑘
(3)
= (𝑥𝑘

(3)
, 𝜃𝑘
(3)
, 𝜃𝑘−1
(3)
), 

where, as defined before, e.g. 𝑇𝑆𝑖
(1)

 is a representative of the 𝑖𝑡ℎ point in Time-series (1) depicted by a 

triplet of the point’s value (𝑥𝑖
(1)) and its respective angles (𝜃𝑖

(1) and 𝜃𝑖−1
(1) ). 

It is clear that ℝ3 is a set. So part (i) of the definition 3 is satisfied.  

For part (ii) of the definition 3, function 𝑑𝐵𝑆𝐷: ℝ
3 × ℝ3 → ℝ should satisfy properties 1 to 4.  

For property 1: 

𝑑𝐵𝑆𝐷(𝑥, 𝑦) = 𝑑𝐵𝑆𝐷 (𝑇𝑆𝑖
(1)
, 𝑇𝑆𝑗

(2)
) = |𝑥𝑖

(1)
− 𝑥𝑗

(2)
|⏟        

≥0

+ |sin𝜃𝑖
(1)
− sin 𝜃𝑗

(2)
|⏟            

≥0

+ |sin 𝜃𝑖−1
(1)
− sin 𝜃𝑗−1

(2)
|⏟            

≥0

≥ 0. 

Since all the terms are nonnegative, 𝑑𝐵𝑆𝐷(𝑥, 𝑦) ≥ 0. 

For property 2: assuming 𝑑𝐵𝑆𝐷(𝑥, 𝑦) = 0, then 

𝑑𝐵𝑆𝐷(𝑥, 𝑦) = 𝑑𝐵𝑆𝐷 (𝑇𝑆𝑖
(1), 𝑇𝑆𝑗

(2)) = |𝑥𝑖
(1)
− 𝑥𝑗

(2)
|⏟        

=0

+ |sin𝜃𝑖
(1) − sin 𝜃𝑗

(2)
|⏟            

=0

+ |sin 𝜃𝑖−1
(1) − sin 𝜃𝑗−1

(2)
|⏟            

=0

= 0. 

Since all terms are nonnegative, the only way that the above equation can be zero is when all terms are 

zero, thus 

|𝑥𝑖
(1)
− 𝑥𝑗

(2)
| = 0 ⟹ 𝑥𝑖

(1)
= 𝑥𝑗

(2)
, 

|sin 𝜃𝑖
(1)
− sin𝜃𝑗

(2)
| = 0 ⟹ sin𝜃𝑖

(1)
= sin𝜃𝑗

(2)
−𝜋 2⁄ <𝜃𝑖

(1)
 ,𝜃𝑗
(2)
<𝜋 2⁄

⇒                𝜃𝑖
(1)
= 𝜃𝑗

(2)
, 

The same applies to 𝜃𝑖−1
(1)
 and 𝜃𝑗−1

(2)
. Thus (𝑥𝑖

(1)
, 𝜃𝑖
(1)
, 𝜃𝑖−1
(1)
) = (𝑥𝑗

(2)
, 𝜃𝑗
(2)
, 𝜃𝑗−1
(2)
) and therefore 𝑇𝑆𝑖

(1)
=

𝑇𝑆𝑗
(2)

 which means 𝑥 = 𝑦. 

Now for the reverse in property 2, assume 𝑥 = 𝑦, thus 

𝑇𝑆𝑖
(1) = 𝑇𝑆𝑗

(2)
 and then (𝑥𝑖

(1), 𝜃𝑖
(1), 𝜃𝑖−1

(1)) = (𝑥𝑗
(2), 𝜃𝑗

(2), 𝜃𝑗−1
(2)). Thus 

𝑑𝐵𝑆𝐷(𝑥, 𝑦) = 𝑑𝐵𝑆𝐷 (𝑇𝑆𝑖
(1), 𝑇𝑆𝑗

(2)) = |𝑥𝑖
(1)
− 𝑥𝑗

(2)
| + |sin𝜃𝑖

(1) − sin 𝜃𝑗
(2)
| + |sin 𝜃𝑖−1

(1) − sin 𝜃𝑗−1
(2)
| =

|𝑥𝑖
(1)
− 𝑥𝑖

(1)
|⏟        

=0

+ |sin𝜃𝑖
(1) − sin𝜃𝑗

(2)
|⏟            

=0

+ |sin𝜃𝑖−1
(1) − sin 𝜃𝑗−1

(2)
|⏟            

=0

= 0. 

For property 3:  

𝑑𝐵𝑆𝐷(𝑥, 𝑦) = 𝑑𝐵𝑆𝐷 (𝑇𝑆𝑖
(1), 𝑇𝑆𝑗

(2)) = |𝑥𝑖
(1)
− 𝑥𝑗

(2)
| + |sin𝜃𝑖

(1) − sin 𝜃𝑗
(2)
| + |sin 𝜃𝑖−1

(1) − sin 𝜃𝑗−1
(2)
| =

|𝑥𝑗
(2)
− 𝑥𝑖

(1)
| + |sin𝜃𝑖

(1) − sin𝜃𝑗
(2)
| + |sin𝜃𝑖−1

(1) − sin 𝜃𝑗−1
(2)
| = 𝑑𝐵𝑆𝐷 (𝑇𝑆𝑗

(2), 𝑇𝑆𝑖
(1)) = 𝑑𝐵𝑆𝐷(𝑦, 𝑥). 

For property 4: based on the triangle inequality that says |𝑣 + 𝑢| ≤ |𝑣| + |𝑢|, it is clear that adding and 

subtracting elements from 𝑧 in each corresponding term of 𝑑𝐵𝑆𝐷(𝑥, 𝑦) will result in: 

|𝑥𝑖
(1)
− 𝑥𝑘

(3)
⏟      + 𝑥𝑘

(3) − 𝑥𝑗
(2)

⏟      | ≤ |𝑥𝑖
(1) − 𝑥𝑘

(3)
| + |𝑥𝑘

(3) − 𝑥𝑗
(2)
|, 
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|sin 𝜃𝑖
(1) − sin𝜃𝑘

(3)
⏟          + sin𝜃𝑘

(3) − sin 𝜃𝑗
(2)

⏟          | ≤ |sin𝜃𝑖
(1) − sin 𝜃𝑘

(3)
| + |sin 𝜃𝑘

(3) − sin 𝜃𝑗
(2)
|, 

|sin 𝜃𝑖−1
(1)
− sin𝜃𝑘−1

(3)
⏟            + sin𝜃𝑘−1

(3)
− sin 𝜃𝑗−1

(2)
⏟            | ≤ |sin𝜃𝑖−1

(1)
− sin𝜃𝑘−1

(3)
| + |sin𝜃𝑘−1

(3)
− sin𝜃𝑗−1

(2)
|, 

thus, 

𝑑𝐵𝑆𝐷(𝑥, 𝑦) = 𝑑𝐵𝑆𝐷 (𝑇𝑆𝑖
(1), 𝑇𝑆𝑗

(2)) = |𝑥𝑖
(1) − 𝑥𝑗

(2)
| + |sin𝜃𝑖

(1) − sin 𝜃𝑗
(2)
| + |sin 𝜃𝑖−1

(1) − sin 𝜃𝑗−1
(2)
| =

|𝑥𝑖
(1)
− 𝑥𝑘

(3) + 𝑥𝑘
(3) − 𝑥𝑗

(2)
| + |sin𝜃𝑖

(1) − sin 𝜃𝑘
(3) + sin𝜃𝑘

(3) − sin𝜃𝑗
(2)
| + |sin𝜃𝑖−1

(1) − sin 𝜃𝑘−1
(3) +

sin𝜃𝑘−1
(3) − sin𝜃𝑗−1

(2)
| ≤ |𝑥𝑖

(1) − 𝑥𝑘
(3)
| + |𝑥𝑘

(3) − 𝑥𝑗
(2)
| + |sin 𝜃𝑖

(1) − sin𝜃𝑘
(3)
| + |sin𝜃𝑘

(3) − sin 𝜃𝑗
(2)
| +

|sin 𝜃𝑖−1
(1)
− sin 𝜃𝑘−1

(3)
| + |sin 𝜃𝑘−1

(3)
− sin𝜃𝑗−1

(2)
| = (|𝑥𝑖

(1)
− 𝑥𝑘

(3)
| + |sin 𝜃𝑖

(1)
− sin𝜃𝑘

(3)
| + |sin𝜃𝑖−1

(1)
−

sin𝜃𝑘−1
(3)
|) + (|𝑥𝑘

(3)
− 𝑥𝑗

(2)
| + |sin𝜃𝑘

(3)
− sin 𝜃𝑗

(2)
| + |sin 𝜃𝑘−1

(3)
− sin 𝜃𝑗−1

(2)
|) = 𝑑𝐵𝑆𝐷 (𝑇𝑆𝑖

(1)
, 𝑇𝑆𝑘

(3)
) +

𝑑𝐵𝑆𝐷 (𝑇𝑆𝑘
(3)
, 𝑇𝑆𝑗

(2)
) = 𝑑𝐵𝑆𝐷(𝑥, 𝑧) + 𝑑𝐵𝑆𝐷(𝑧, 𝑦). □ 
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