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*Highlights
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 ISM method is used for analyzing causal relationships of risk factors in NPD projects. 

 The effects of possible influential factors on risk analysis data are extracted and modeled 

by R-numbers methodology. 

 A new method based on fuzzy VIKOR and R-numbers is presented for dealing with risk-

based risk analysis of NPD projects. 
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Abstract. Innovative manufacturing firms strive to sustain and enhance their competitive 

advantages by running a range of new product development (NPD) projects in a consistent 

manner. The capital and time required to execute the NPD projects have substantially increased 

over the past years. This magnified the risk-aversion behavior of R&D managers and has 

increased their sensitivity towards the underlying risk of NPD projects. In particular, the R&D 

departments have recently started to proactively assess the accuracy of ambiguous information 

that is extensively used in preliminary market study and customer requirements analysis. Thanks 

to its high performance in dynamic environments, the R-numbers method can be employed to 

capture and analyze the risk of fuzzy numbers in a variety of decision making models. To tackle 

the complexity of such analysis, this paper proposes a novel risk-based fuzzy VIKOR (R-

VIKOR) methodology. Using the interpretive structural modeling, the risk factors are first 

classified to identify and rank the existing critical risk factors of NPD projects. The ultimate goal 

of this study is to develop a practical yet simple decision support system tool that enables the 

R&D managers to effectively examine the riskiness of fuzzy information and assess the relevant 

risk factors. A real-world case study is presented to test and examine the accuracy and 

effectiveness of the proposed risk management method.  

Keywords: New product development (NPD) projects, Fuzzy VIKOR, Interpretive structural 

modeling, R-numbers, R-VIKOR 
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Indices Description 

𝑾  ̃/𝑾̃ Weight matrix/ Fuzzy weight matrix 

𝒘𝒋 /𝒘̃𝒋 Wight of j-th attribute/ Fuzzy weight of j-th attribute 

K Number of decision-makers 

m Number of alternatives 

n Number of criteria 

𝑫̃𝑲 Fuzzy decision matrix by k-th decision-maker 

𝒔̃𝒌𝒊𝒋 The fuzzy evaluation in assessing i-th alternative related to j-th attribute.  

𝑫̃𝑻 The normalized aggregated matrix.  

𝒔𝒋
∗/𝒔𝒋

− The maximum value of all criteria/the minimum value of all criteria. 

𝑺𝒊̃/𝑭𝒊̃ The utility measure for the alternative 𝑖/ the regret measure for the alternative 𝑖. 

𝑸𝒊 The fuzzy VIKOR measure of each alternative.  

𝝑 The weight of the strategy of ‘‘the majority of criteria’’. 

1-𝝑 The weight of individual regret.  

𝑨̃/𝑩̃ Triangular fuzzy numbers.  

𝑮(𝑨̃) The graded mean of 𝐴̃. 

𝑹𝒃(𝑩̃)/𝑹𝒄(𝑩̃) R-numbers related to 𝐵̃  in the beneficial mode/ R-numbers related to 𝐵̃  in The non-

beneficial mode.  

𝒍𝑩̃/𝒖𝑩̃ The lower bound of 𝐵̃/The upper bound of 𝐵̃. 

𝑨𝑹̃−/𝑨𝑹̃+/𝑹𝑷̃−/𝑹𝑷̃+ 

 

Fuzzy negative acceptable risk/Fuzzy positive acceptable risk/Fuzzy risk perception 

associated with the negative risk/Fuzzy risk perception associated with the positive risk.  

𝒓̃−/𝒓̃+ Fuzzy negative risk matrix/ Fuzzy positive risk matrix.  

𝜶 A value close to one. 

𝑹+
𝒌
/𝑹−

𝒌
 The positive R-numbers matrix by k-th expert/ The negative R-numbers matrix by the k-th 

expert. 

𝑹𝑻 The aggregated R-numbers matrix. 

𝑹𝑻𝑵 The normalized R-numbers matrix.  

𝑹𝑺𝒋
∗/𝑹𝑺𝒋

− The maximum value 𝑠𝑗
∗ and the minimum value 𝑠𝑗

−of all normalized. R-numbers in each 

criterion.  

𝑹(𝑹𝑺̃𝑰)/ 𝑹(𝑹𝑭̃𝑰) The utility and the regret measures of i-th alternative, which are themselves, are R-numbers.  

𝑹(𝑸𝒊)̃ The R-VIKOR measure 

𝑹𝑺∗/𝑹𝑺−/ 𝑹𝑭∗/𝑹𝑭− The minimum value 𝑅(𝑅𝑆̃𝐼)/The maximum value 𝑅(𝑅𝑆̃𝐼)/ The maximum value 𝑅(𝑅𝐹̃𝐼)/ 

The minimum value 𝑅(𝑅𝐹̃𝐼).  

𝑮𝑮(𝑹(𝑨)̃) The defuzzified values of 𝑅(𝑄𝑖)̃. 
 

Abbreviations  Description 

AHP  Analytic hierarchy process 

ANP  Analytical network Process 

AS  Antecedent set 

BN  Complex proportional assessment of alternative with grey relations 

COPRAS-G  Complex proportional assessment of alternative with grey relations 

DEMATEL  Decision-making trial and evaluation  

EXIT  Express Cross-Impact Technique 

GRA  Grey relational analysis 

GDM  Grey relational analysis 

IS  Intersection sets 

ISM  Interpretive structural modeling 

MARCOS  Measurement of alternatives and ranking according to compromise solution 

MCDM  Multi-criteria decision making 

MICMAC  Cross-impact matrix multiplication applied to classification 

NPD  New product development 

RS  Reachability sets 

SAW  Simple additive weighting method 

SWOT  Strengths, weaknesses, opportunities, and threats 

SSIM  Structural self-interaction matrix  

TODIM  Interactive and multi-criteria decision making 
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TOPSIS  Technique for order preference by similarity to the ideal solution 

VIKOR  VIekriterijumska Optimizacija I Kompromiso Resenje 

1. Introduction 

Given the rapid growth of technology and the rapid pace of change in customer needs, the 

definition and implementation of  new product development (NPD) projects is one of the best 

ways for companies to survive in a business and competitive environment. [1]. Initiating and 

executing NPD projects is commonly run by the research and development (R&D) departments 

and plays a significant role in translating the growth strategies of firms and sustaining their 

competitiveness. With the ever increasing technological advancements, the manufacturing 

companies are forced to consistently innovate by either developing new products or improving 

the existing items. These projects lead to innovative solutions and assist firms to swiftly adopt to 

the evolving market needs and respond to changes in customers’ requirements [2]. 

Risk and ambiguity are inevitable features of any innovative idea, which significantly affect the 

costs and time of NPD projects. Hence, risk cognizance, risk control, and risk management are 

considered as essential tools required for the successful implementation of NPD projects [3]. 

Generally, effective risk management improves the performance of NPD projects and includes 

organizational risk management, technological risk management, commercialization risk 

management, and marketing risk management [4]. If the above risks are not managed 

appropriately, the NPD project may become economically unjustifiable [5]. However, analyzing 

all risk factors requires substantial time and investment. This often makes the R&D managers to 

only focus on identifying and calculating the most influential risk factors. Therefore, it is 

important to analyze the causal relationships among risk factors of NPD projects at an early 

design stage. To this aim, researchers have developed various techniques, such as cognitive maps 

[6], interpretive structural modeling (ISM) [7], express cross-impact technique (EXIT) [8], and 

AXIOM [9]. 

In most NPD risk management problems, the necessary data for forecasting and evaluation is 

provided by domain experts and usually involves a high degree of ambiguity and uncertainties 

[10]. Another concern in NPD risk management is the high degree of risk related to the fuzzy 

data. An example of such risks is the complexity of the technology and its accurate estimation, 

which is a function of time, future technology developments, and access to credible scientific 

resources [11]. Therefore, if competitors make a similar or more advanced product in a shorter 

time, customer needs and purchasing patterns will change. Consequently, the related strategic 

goals of the company – as well as the industry as a whole – will change, which may alter the 

direction of a project or even lead to a major failure. This means that there are various 

predictable and unpredictable risk factors that might affect our overall predictions.  Jo
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Fuzzy sets is one of the practical approaches to capture the above mentioned ambiguities. An 

important issue to consider, however, is that the fuzzy sets cannot capture its own uncertainty 

[12]. Uncertainty of fuzzy numbers can be expressed in two ways [12]: (i) assigning some 

percentage of confidence to fuzzy sets(methods such as Z-numbers [13], fuzzy D-numbers [14], 

probabilistic linguistic term sets [15]); (ii) determining a range for fuzzy numbers (e.g., 

intuitionistic fuzzy sets [16], fuzzy rough numbers [17]). One of the practical fuzzy sets 

extension models to capture the impact of risk factors on fuzzy data is the R-numbers 

methodology [12, 18]. Different from the other models, such as fuzzy rough numbers and fuzzy 

D-numbers, the R-numbers method can model various risk scenarios by considering a range as 

fuzzy data variation. Moreover, multiple parameters, such as fuzzy negative and positive risks, 

fuzzy negative and positive acceptable risks, and risk perception, can be included within the R-

numbers methodology in order to enhance the accuracy of final results [12]. 

R-numbers can be integrated into multi-criteria decision-making (MCDM) methods to improve 

the NPD risk management and capture the risk associated with fuzzy data. One of the applicable 

MCDM methods in risk management problems is VIekriterijumska Optimizacija I Kompromiso 

Resenje (VIKOR) approach. VIKOR method provides interesting characteristics, especially in 

group decision problems, including[19, 20]: (i) compromising is acceptable for conflict 

resolution, (ii) the decision-maker (DM) is willing to approve solution that is the closest to the 

ideal, (iii) there exist a linear relationship between each criterion function and a decision maker’s 

utility, (iv) the criteria are conflicting and non-commensurable (different units), (v) the 

alternatives are evaluated according to all established criteria (performance matrix), (vi) the 

DM’s preference is expressed by weights, given or simulated.  

 Several studies have been conducted on fuzzy NPD risk management using the VIKOR 

technique [21, 22]. To best of our knowledge, none of the previous studies identifies the critical 

risk factors by causal risk factors relation analysis to capture the risk of fuzzy data in NPD risk 

management.  

To address the research gap and overcome the associated methodological challenge, the present 

study combines the R-numbers and VIKOR methods and develops a new risk-based decision 

framework (hereafter called, R-VIKOR). Our research objectives are threefold: (i) using the ISM 

technique to identify the causal relationships between the risk factors of NPD projects 

(estimating the penetration power and dependence of each risk factor), (ii) assessing and ranking 

the first layer risks of NPD projects (risk factors with the highest penetration power and the 

lowest dependence), (iii) reducing uncertainty and increase the accuracy of risk assessment of 

NPD projects by considering assessment errors.  

The remainder of this article is organized as follows: Section 2 provides a brief literature review 

on the risk evaluation of NPD projects, and reviews the latest ISM and VIKOR developments. Jo
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Section 3 presents the preliminaries of ISM, fuzzy VIKOR, and R-numbers. The proposed R-

VIKOR methodology is presented in Section 4. To investigate the proposed model, a case study 

analysis is carried out in Section 5. Finally, conclusion and future works are provided in Section 

6. 

2. Literature review 

This section discusses the existing literature on NPD projects risk evaluation, and reviews the 

prior developments of ISM and VIKOR and their applications. Research gaps are also 

highlighted.   

2.1. NPD projects’ risk evaluation 

In general, the risk management process consists of risk identification, risk evaluation and 

quantification, risk mitigation for impact minimization, and risk monitoring [23]. Since NPD 

projects are usually derived by innovation, they prone a high degree of risk in practical 

applications. Regardless of the sector or industry, the NPD projects pose a certain number of risk 

factors that are mostly inevitable [24]. There are three key risk factors that affect the 

performance of NPD projects, namely technology, marketing, and organization [25]. Salavati et 

al. [4] studied the relationship between NPD performance and risk management. They suggested 

that technology, marketing, and organization factors significantly affect the NPD performance. 

Marmier & Laarz [5] proposed a risk-oriented model to descry strategic decisions in NPD 

projects and highlighted three important factors: (1) achieving governance by reducing supplier 

contention; (2) different rules of transactional and relational governance in achieving limited 

supplier contention and organizing high levels of collaboration; and (3) transactional and 

relational governance are organizationally obsolete. Marmier, Deniaud & Gourc [25] proposed a 

model for making strategic decisions in NPD projects based on risk factors. They suggested a 

process that contains design, project management, and risk management, and proposed and 

tested a generic decision support system considering a satellite design project.  

2.2. ISM method developments and applications 

Interpretive structural modeling was developed by Warfield [26] in 1974 to provide insights into 

the interrelationships between factors with ranking and direction [27]. This method can be 

differentiated from other MCDM techniques, such as ANP, which cannot show dependencies 

between elements and where interrelations are not ideal and exact [28]. Tan et al. [29] studied 

barriers to the implementation of building information modeling in China's prefabricated 

construction industry. They applied the ISM method to detect the interrelationships among these 

barriers. Lin et al. [30] extended the ISM methodology by employing grey relational analysis 

(GRA) for hierarchical analysis of influential factors. In this study, GRA was used to calculate 
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the correlation coefficient between significant factors. Additionally, ISM was applied to stratify 

and establish the multi-hierarchical structure of influential factors. Ultimately, they analyzed data 

regarding infant formula and sterilized milk food safety in China. Li et al. [31] proposed an 

integrated DEMATEL, ISM, and BN to study the effects of accident-causing factors on the urban 

subterranean gas pipeline network. They employed the DEMATEL method to specify a 

hierarchical network model by a cause-effect diagram. Then, the hierarchical network model was 

mapped onto a Bayesian network and expert judgments to quantify the strength of the coupling 

relationships among the accident-causing systems and to determine the main paths leading to 

system failure. 

2.3. VIKOR method developments and applications 

The VIKOR method has soon become one of the popular methods in MCDM since its 

introduction in 1998. Various studies have been conducted to analyze different MCDM problems 

using the VIKOR methodology. For instance, Bairagi et al. [32] used fuzzy-VIKOR, fuzzy-

TOPSIS, and COPRAS-G methods to rank robots. In this study, the criteria weights were 

determined by fuzzy-AHP. In a similar study, Parameshwaran, Kumar, and Saravanakumar [33] 

studied a robot selection problem and ranked different alternatives using an integrated model of 

fuzzy-VIKOR and fuzzy-TOPSIS. They first selected the decision making criteria by fuzzy 

Delphi, and then calculated their weights by fuzzy-AHP. Using fuzzy VIKOR, Mehbodniya et al. 

[34]proposed a novel multi-attribute vertical handoff algorithm for heterogeneous wireless 

networks ranking. Zeng, Chen, and Kuo [35] presented a new multi-attribute decision-making 

method, based on the new score function of intuitionistic fuzzy values and modified VIKOR, to 

calculate the farthest worst score value. Chuan Yue [36] developed the VIKOR method in group 

decision-making. author used picture fuzzy numbers to illustrate and characterize the decision 

making information. They established and applied a new Grey relational analysis (GDM) model 

for software reliability assessment. Liang, Zhang, Xue & Jamaldeen [37] extended the VIKOR 

method to the Pythagorean fuzzy environment. They investigated how the criteria weights can be 

set by defining Pythagorean fuzzy entropy and cross-entropy measures. They designed two novel 

decision-making approaches by combining interactive and multi-criteria decision making 

(TODIM) and fuzzy VIKOR. 

2.4. Research gaps 

By reviewing the literature, the following research gaps are identified: 

 Although project risk assessment has been extensively studied in prior works, majority of the 

existing models focus on non-NPD projects, such as oil and gas, construction, and 

infrastructure developments. A majority of studies in the field of NPD investigate the effects Jo
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of risk management on NPD projects and categorize the general risk factors (e.g., re-

evaluation and technical issues). Despite the important role they play in the success of NPD 

projects, identification of the particular NPD risk factors and defining the causal relationship 

between the mare rather underexplored in the literature. 

 ISM technique and cross-impact matrix multiplication applied to classification (MICMAC) 

diagram have been widely used in prior works to analyze and classify various factors. Again, 

a few papers apply these methods to accurately assess the risks of NPD projects considering 

the penetration power within the identified risk factors and associated effects. 

 There has been no study to simultaneously recognize critical risks (through causal risk 

factors relation analysis) and consider the risk of fuzzy data in NPD risk management using 

risk-based approaches, including R-numbers. Despite their high performance in fuzzy 

environments, R-numbers method is rarely applied to the existing decision making 

frameworks (e.g., R-TOPSIS [18] and R-SAW [11]). 

The theoretical contributions of the current paper for bridging the identified research gaps can be 

summarized as follows: 1) the ISM method is used for analyzing the causal relationships of NPD 

project risk factors; 2) the effects of possible influential factors on risk analysis data are extracted 

and modeled by the R-numbers method; 3) a new R-VIKOR method based on fuzzy VIKOR and 

R-numbers is developed to deal with complexities of risk-based analysis in the NPD projects. 

Finally, focusing on the automotive industry, the present study is applied to a case study and 

practical implication in relation to partitioning, evaluation and ranking of NPD project risks are 

discussed. 

3. Preliminaries 

In this section, the preliminaries of this study, including the ISM, fuzzy VIKOR, and R-numbers 

methods, are briefly presented in Sections 3.1, 3.2, and 3.3, respectively. 

3.1. ISM approach 

The ISM method is available to analyze the interrelationships among factors in a complex 

system. In this paper, the ISM method is used to identify the most critical risk factors capture the 

direct and indirect interrelationships between various risk factors. Different steps of this method 

are presented in Algorithm 1 [38]. 

Algorithm 1: ISM algorithm 

Input: Identified elements and their consequences (risk factors). 

Output: A multilevel interpretive structural model in which the relations among risks are 

clarified. 

Step 1. Organizing an ISM implementation group. 

Form a group of experts from different areas throughout the firm to share their relevant 

knowledge, skills, and background.  Jo
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Step 2. Structural Self-Interaction Matrix (SSIM) 

Determine which factors lead to others. The SSIM is built up based on these “contextual 

relationships”. 

Step 3. Reachability Matrix 

The SSIM is converted into a binary matrix by substituting the filled-in values with 1, if YES, 

and 0, if NO.   

Step 4. Classification of Elements 

Classify factors, according to their “depends” (how many factors they are influenced by) and 

“driving powers” (how many factors they influence). The output of this step is the dependence-

driving power graph. 

Step 5. ISM Level Partitioning 

Associate two sets with each element: the Reachability Sets, that is, a set of all elements that 

can be reached from the elements, and the Antecedent Set, which is a set of all elements that 

the element can be reached by. The top element of the hierarchy will not reach any other 

element, so it is identified and separated. 

3.2. The fuzzy VIKOR method 

The fuzzy VIKOR method a standard MCDM method. Wecombine the fuzzy VIKOR with R-

numbers in Section 4 for ranking the critical factors obtained by ISM. The steps of simple fuzzy 

VIKOR are presented in Algorithm 2 [36]. 

Algorithm2: Fuzzy VIKOR algorithm 

Input: Fuzzy decision matrix 

Output: Ranked alternatives 

Step 1. Determining the weight vector of the criteria (W) 

Step 2. Normalizing the fuzzy decision matrix by 𝑆̃𝑇𝑁𝑖𝑗 =
𝑠̃𝑇𝑖𝑗

√∑ 𝑠̃𝑇𝑖𝑗
2𝑚

𝑖=1

 

Step 3. Determining the best 𝑠𝑗
∗ and 𝑠𝑗

− 

where 𝑠𝑗
∗ =

𝑀𝑎𝑥
𝑖
𝑠̃𝑇𝑁𝑖𝑗  and 𝑠𝑗

− =
𝑀𝑖𝑛
𝑖
𝑠̃𝑇𝑁𝑖𝑗 

Step 4. Calculation of utility measure (S) and regret measure (F): 

𝑆𝑖̃ =∑
𝑤̃𝑗(𝑠

∗
𝑗 − 𝑠̃

𝑇𝑁
𝑖𝑗)

(𝑠𝑗
∗ − 𝑠𝑗

−)

𝑛

𝑗=1

, 𝐹𝑖̃ =
𝑚𝑎𝑥
𝑗 [

𝑤̃𝑗(𝑠𝑗
∗ − 𝑠̃𝑇𝑁𝑖𝑗)

(𝑠𝑗
∗ − 𝑠𝑗

−)
] 

Step 5. Computing of VIKOR index (𝑄𝑖) by 

𝑄𝑖̃ = 𝜗
(𝑆𝑖̃ − 𝑆

−)

(𝑆∗ − 𝑆−)
+ (1 − 𝜗)

(𝐹𝑖̃ − 𝐹
∗)

(𝐹∗ − 𝐹−)
 

where 0 < 𝜗 < 1. 

Step 6. Sorting of all alternatives based on the results of Step 5. 

3.3. The R-numbers methodology 

R-numbers methodology has been extended to justify the risks of future events associated with 

fuzzy data. This method is used in this paper to model the risk of fuzzy data in NPD risk 

management. The R-numbers for arbitrary fuzzy number 𝐵̃  for beneficial and non-beneficial 

attributes can be described as follows [18]: 

𝑅𝑏(𝐵̃) = (𝑅1𝑏(𝐵̃), 𝑅2𝑏(𝐵̃), 𝑅3𝑏(𝐵̃)), (1) 

where Jo
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{
  
 

  
 𝑅1𝑏(𝐵̃) = 𝑚𝑎𝑥 (𝐵̃ ⊗ (1⊖𝑚𝑖𝑛 (

𝑟̃−

1⊖ 𝑅𝑃̃−
, 𝛼) ⊗ (1⊖ 𝐴𝑅−̃)) , 𝑙𝐵̃)

𝑅2𝑏(𝐵̃) = 𝐵̃                                                                                                        

𝑅3𝑏(𝐵̃) = 𝑚𝑖𝑛 (𝐵̃ ⊗ (1⊕
𝑟̃+

1⊖ 𝑅𝑃̃+
⊗ (1⊖ 𝐴𝑅+̃) , 𝑢𝐵̃)                  

0 < 𝑟̃− < 1, 𝑟̃+ > 0                                                                                   

 

 

(2) 

 

and 

𝑅𝑐(𝐵̃) = (𝑅1𝑐(𝐵̃), 𝑅2𝑐(𝐵̃), 𝑅3𝑐(𝐵̃)), (3) 

where 

{
 
 
 

 
 
 𝑅1𝑐(𝐵̃) = 𝑚𝑎𝑥 (𝐵̃ ⊗ (1⊖𝑚𝑖𝑛 (

𝑟̃+

1⊖ 𝑅𝑃̃+
, 𝛼)⊗ (1⊖ 𝐴𝑅+̃)) , 𝑙𝐵̃)

𝑅2𝑐(𝐵̃) = 𝐵̃                                                                                                           

𝑅3𝑐(𝐵̃) = 𝑚𝑖𝑛 (𝐵̃ ⊗ (1⊕
𝑟̃−

1⊖ 𝑅𝑃̃−
⊗ (1⊖ 𝐴𝑅−̃)) , 𝑢𝐵̃)                  

𝑟̃− > 1, 1 < 𝑟̃+ < 0                                                                                 

 

 

 

(4) 

The possible range for 𝑅𝑃̃− and 𝑅𝑃̃+are [10]: 

{

𝑂𝑝𝑡𝑖𝑚𝑖𝑠𝑡 𝐸𝑥𝑝𝑒𝑟𝑡𝑠            0 < 𝑅𝑃̃−,  𝑅𝑃̃ < 1
𝑁𝑒𝑢𝑡𝑟𝑎𝑙 𝐸𝑥𝑝𝑒𝑟𝑡𝑠                           0                

𝑃𝑒𝑠𝑠𝑖𝑚𝑖𝑠𝑡 𝐸𝑥𝑝𝑒𝑟𝑡𝑠    − ∞ < 𝑅𝑃̃−,  𝑅𝑃̃ < 0

 

 

(5) 

Considering two R-numbers 𝑅(𝐴̃)  = (

(𝑎11, 𝑎12, 𝑎13),
(𝑎21, 𝑎22, 𝑎23),
(𝑎31, 𝑎32, 𝑎33)

) and 𝑅(𝐵̃) = (

(𝑏11, 𝑏12, 𝑏13),
(𝑏21, 𝑏22, 𝑏23),
(𝑏31, 𝑏32, 𝑏33)

), we 

have [39]: 

𝐴̃̃ ⊕ 𝐵̃̃ = (

(𝑎11 + 𝑏11, 𝑎12 + 𝑏12, 𝑎13 + 𝑏13),

(𝑎21 + 𝑏21, 𝑎22 + 𝑏22, 𝑎23 + 𝑏23),
(𝑎31 + 𝑏31, 𝑎32 + 𝑏32, 𝑎33 + 𝑏33)

), 

 

(6) 

𝐴̃̃ ⊖ 𝐵̃̃ = (

(𝑎11 − 𝑏33, 𝑎12 − 𝑏32, 𝑎13 − 𝑏31),

(𝑎21 − 𝑏23, 𝑎22 − 𝑏22, 𝑎23 − 𝑏21),
(𝑎31 − 𝑏13, 𝑎32 − 𝑏12, 𝑎33 − 𝑏11)

), 

 

(7) 

𝐴̃̃ ⊗ 𝐵̃̃ = (

(𝑎11𝑏11, 𝑎12𝑏12, 𝑎13𝑏13),

(𝑎21𝑏21, 𝑎22𝑏22, 𝑎23. 𝑏23),
(𝑎31𝑏31, 𝑎32𝑏32, 𝑎33𝑏33)

), 

 

(8) 

𝐴̃̃ ⊘ 𝐵̃̃ =

(

 
 
 
(
𝑎11

𝑏33  
,
𝑎12

𝑏32 
,
𝑎13

𝑏31
) ,

(
𝑎21

𝑏23  
,
𝑎22

𝑏22
,
𝑎23

𝑏21 
) ,

(
𝑎31

𝑏13
,
𝑎32

𝑏12
,
𝑎33

𝑏11  
)
)

 
 
 

. 

 

 

(9) 
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Example 1. Let us suppose 𝐵̃ = (0.25, 0.5, 0.75) is an expert’s fuzzy evaluation and also 𝑟̃+ =

(0.1,0.3,0.5) , 𝑟̃− = (0.1, 0.3, 0.5), 𝐴𝑅̃− = (0, 0, 0.3) , 𝐴𝑅̃+ = (0.1, 0.3,0.5),  𝑅𝑃̃+ =

(0, 0, 0.3)and 𝑅𝑃̃− = (−0.3, 0, 0). According to Eqs. (1) and (2), the R-numbers in beneficial 

mode can beobtained as: 

𝑅1𝑏(𝐵̃) = 𝑚𝑎𝑥 (𝐵̃ ⊗ (1⊖𝑚𝑖𝑛 (
𝑟̃−

1⊖ 𝑅𝑃̃−
, 𝛼) ⊗ (1⊖ 𝐴𝑅−̃)) , 𝑙𝐵̃) = 

𝑅1𝑏(𝐵̃) = 𝑚𝑎𝑥 ((0.25, 0.5, 0.75) ⊗ (1⊖𝑚𝑖𝑛 (
(0.1,0.3,0.5)

1⊖ (−0.3,0,0)
, 0.99)⊗ (1⊖ (0, 0, 0.3))) , 0.25) =  

𝑚𝑎𝑥 ((0.25, 0.5, 0.75) ⊗ (1⊖𝑚𝑖𝑛 (
(0.1,0.3,0.5)

(1,1,1.3)
, 0.99) ⊗ (0.7, 1, 1)) , 0.25)= 

𝑚𝑎𝑥 ((0.25, 0.5, 0.75) ⊗ (1 ⊖𝑚𝑖𝑛((0.07, 0.3, 0.5), 0.99) ⊗ (0.7, 1, 1)), 0.25)= 

𝑚𝑎𝑥((0.25, 0.5, 0.75) ⊗ (0.5, 0.7, 0.923) ⊗ (0.7, 1, 1), 0.25)=𝑚𝑎𝑥((0.25, 0.5, 0.75) ⊗ (0.35, 0.7, 0.923), 0.25)= 

𝑚𝑎𝑥((0.088, 0.35, 0.692), 0.25)=(0.088, 0.35, 0.692) 

𝑅2𝑏(𝐵̃) = 𝐵̃=(0.25, 0.5, 0.75) 

𝑅3𝑏(𝐵̃) = 𝑚𝑖𝑛 (𝐵̃ ⊗ (1⊕
𝑟̃+

1⊖𝑅𝑃̃+
⊗ (1⊖ 𝐴𝑅+̃) , 𝑢𝐵̃)= 

𝑚𝑖𝑛 ((0.25, 0.5, 0.75) ⊗ (1⊕
(0.1,0.3,0.5)

1⊖(0,0,0.3)
⊗ (1⊖ (0.1, 0.3, 0.5)) , 0.75)= 

𝑚𝑖𝑛((0.25, 0.5, 0.75) ⊗ (1 ⊕ (0.1, 0.3, 0.71) ⊗ (0.5, 0.7, 0.9), 0.75)= 

𝑚𝑖𝑛((0.25, 0.5,0 .75) ⊗ (1⊕ (0.05, 0.21, 0.63), 0.75)=𝑚𝑖𝑛((0.26, 0.6, 1), 0.75)=(0.26, 0.6, 1) 

 
→ 𝑅𝑏(𝐵̃)=((0.088, 0.35, 0.692), (0.25, 0.5, 0.75), (0.26, 0.6, 1)). 

4. The proposed R-VIKOR for the NPD risk analysis 

As discussed in the Introduction, the available data in NPD risk management sometimes contains 

some levels of risk. Since, in this current paper, the available data from experts are fuzzy, in this 

section, the aim is to develop the R-VIKOR methodology to model various risk scenarios based 

on expert judgments, such as fuzzy negative risk, fuzzy positive risk, fuzzy acceptable risk and 

fuzzy expert’s risk perception by R-numbers, and then rank failure modes by VIKOR. Suppose 

that the critical risk factors have been classified based on the ISM method. Now the objective is 

to evaluate 𝑚 risk factors with respect to 𝑛 criteria with the help of the R-VIKOR approach. The 

following are the proposed R-VIKOR steps.  

Step 1. Determining the critical risk factors Jo
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In the first step, the risk factors are predicted and determined based on the opinions of experts 

and managers based on market knowledge and customer needs; analysis of technological growth 

trends in advanced vehicles; analysis of future strategic behavior of competitors; SWOT matrix 

of the company’s strategic plan; and national and international economic and social trends. In 

addition, the risk factors identified are classified according to the ISM method.  

Step 2. Forming the decision and weight matrices 

In the first step, the fuzzy matrix of of 𝑚risk-factors assessment according to 𝑛 criteria for 𝐾 

decision-makers, and the fuzzy weights of the criteria are determined. 

𝐷̃𝐾 = [𝑠̃𝑘𝑖𝑗]𝑚×𝑛𝑘 = 1,2, … , 𝑘, 𝑖 = 1,… ,𝑚, 𝑗 = 1,… , 𝑛 (10) 

𝑊̃ = [𝑤̃𝑗]1×𝑛,𝑗 = 1,… , 𝑛 (11) 

Step 3. Forming the fuzzy positive and negative risk matrices, and the positive and negative 𝐴𝑅 

matrices 

Now, if there are possible risks related to the evaluations, the fuzzy positive and negative risk 

matrices of 𝑚risk factors with respect to 𝑛 criteria are specified by each expert. Additionally, the 

fuzzy positive and negative 𝐴𝑅  matrices are defined based on organization goals, which are 

given by: 

𝑅+
𝑘
= [𝑟̃𝑖𝑗

+𝑘]
𝑚×𝑛

 , (12) 

𝑅−
𝑘
= [𝑟̃𝑖𝑗

−𝑘]
𝑚×𝑛

, (13) 

𝐴𝑅+ = [𝐴𝑅𝑗
+]
1×𝑛

, (14) 

𝐴𝑅− = [𝐴𝑅𝑗
−]
1×𝑛

 . (15) 

where 𝑅+
𝑘
, 𝑅−

𝑘
, 𝐴𝑅+, and 𝐴𝑅−show the fuzzy positive risk, the fuzzy negative risk, the fuzzy 

positive 𝐴𝑅, and the fuzzy negative 𝐴𝑅 matrices, respectively. 

Step 4. Determining the R-numbers for the fuzzy evaluations by employing the fuzzy positive 

and negative risk matrices, and the fuzzy positive and negative 𝐴𝑅 matrices. 

Now, let us consider that the fuzzy evaluations are triangular fuzzy numbers, and 𝑅+
𝑘
, 𝑅−

𝑘
, 

𝐴𝑅+ , and 𝐴𝑅− are obtained from each expert. The R-numbers for the fuzzy evaluations 

concerning the beneficial or non-beneficial types of the attributes are then obtained, which are 

denoted by 𝑅𝑖𝑗(𝑆𝑖𝑗) as follows, 

{
𝑅𝑘(𝑠̃𝑘𝑖𝑗) = 𝑅𝑏(𝑠̃

𝑘
𝑖𝑗)       𝑖𝑓 𝑗 ∈ 𝐵𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑎𝑙 𝑠𝑒𝑡            

𝑅𝑘(𝑠̃𝑘𝑖𝑗) = 𝑅𝑐(𝑠̃
𝑘
𝑖𝑗)      𝑖𝑓  𝑗 ∈ 𝑁𝑜𝑛 − 𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑎𝑙 𝑠𝑒𝑡

 
(16) 

𝑅𝑘 = [𝑅𝑘(𝑠̃𝑖𝑗)]𝑚×𝑛 (17) 

Step 5. Aggregating the obtained decision matrices  
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In the fourth step, the aggregated matrix of all R-numbers is calculated using Eqs. (18) and (19). 

𝑅𝑇 = [𝑅𝑇(𝑠̃𝑖𝑗)]𝑚×𝑛, 
(18) 

where 

𝑅𝑇 =
1

𝐾
+𝑘=1
𝐾 𝑅𝑘 . (19) 

Step 6. The normalization of the R-numbers matrix 

In this step, the R-numbers matrix is normalized as follows using Eqs. (20) and (21): 

𝑅𝑇𝑁 = [𝑅𝑇𝑁(𝑠̃𝑖𝑗)]𝑚×𝑛,where (20)  

𝑅𝑇𝑁(𝑠̃𝑖𝑗) =
𝑅𝑇(𝑠̃𝑖𝑗)

√∑ 𝑅𝑇(𝑠̃𝑖𝑗)
2𝑚

𝑖=1

 
(21) 

Step 7. Calculating the maximum value 𝑅𝑆𝑗
∗ and the minimum value 𝑅𝑆𝑗

−
 

Calculating the maximum value 𝑠𝑗
∗ and the minimum value 𝑠𝑗

−of all normalized R-numbers in 

each criterion,  

𝑅𝑆𝑗
∗ =

𝑀𝑎𝑥
𝑖
𝑅𝑇𝑁(𝑠̃𝑖𝑗) , 

(22) 

𝑅𝑆𝑗
− =

𝑀𝑖𝑛
𝑖
𝑅𝑇𝑁(𝑠̃𝑖𝑗). 

(23) 

Step 8. Calculating the utility and the regret measures 

The utility and the regret measures of 𝑖-th alternative, which are themselves are R-numbers and 

shown by 𝑅(𝑅𝑆̃𝐼), and 𝑅(𝑅𝐹𝑖̃), are defined using Eq. (24). 

𝑅(𝑅𝑆̃𝐼) = ∑
𝑤̃𝑗(𝑅𝑆𝑗

∗ − 𝑅𝑇𝑁(𝑠̃𝑖𝑗))

(𝑅𝑆𝑗
∗ − 𝑅𝑆𝑗

−)
⁄𝑛

𝑗=1 , 𝑅(𝑅𝐹𝑖)̃ =
𝑚𝑎𝑥
𝑗 [

𝑤̃𝑗(𝑅𝑆𝑗
∗ − 𝑅𝑇𝑁(𝑠̃𝑖𝑗))

(𝑅𝑆𝑗
∗ − 𝑅𝑆𝑗

−)
⁄ ]          (24) 

Step 9. Calculating the R-VIKOR measure 

The R-VIKOR measure, which is a type of R-numbers, can be determined as follows: 

𝑅(𝑄𝑖)̃ =
𝜗(𝑅(𝑅𝑆̃𝐼), −𝑅𝑆

−)
(𝑅𝑆∗ − 𝑅𝑆−)
⁄ +

(1 − 𝜗)(𝑅(𝑅𝐹𝑖̃) − 𝑅𝐹
∗)
(𝑅𝐹∗ − 𝑅𝐹−)
⁄  

          (25) 

where 0 < 𝜗 < 1, and thus we have: 

{
  
 

  
 𝑅𝑆

∗ =
𝑚𝑖𝑛
𝑖
𝑅(𝑅𝑆̃𝐼)

𝑅𝑆− =
𝑚𝑎𝑥
𝑖
𝑅(𝑅𝑆̃𝐼),

𝑅𝐹∗ =
𝑚𝑖𝑛
𝑖
𝑅(𝑅𝐹𝑖̃),

𝑅𝐹− =
𝑚𝑎𝑥
𝑖
𝑅(𝑅𝐹𝑖̃).

 

 

 

 

 

(26) 

Step 10: Ranking the alternatives Jo
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In the final step for ranking the alternatives, the values of 𝑅(𝑄𝑖)̃ are defuzzified. Let 𝑅(𝐴)̃ =

((𝑎11, 𝑎12, 𝑎13), (𝑎21, 𝑎22, 𝑎23), (𝑎31, 𝑎32, 𝑎33)) , and by twice defuzzification of 𝑅(𝐴)̃ ,  using 

graded mean integration [40], we have: 

𝐺𝐺(𝑅(𝐴)̃) =
1

36
(𝑎11 + 4𝑎12 + 𝑎13 + 4𝑎21 + 16𝑎22 + 4𝑎23+𝑎31 + 4𝑎32 + 𝑎33)                                                  (27) 

Now the defuzzification values of 𝑅(𝑄𝑖)̃, 𝑅(𝑆𝑖) ̃ and 𝑅(𝐹𝑖)̃ are obtained according to Eq. (27) and 

the alternatives are ranked on this basis. The flowchart of the proposed R-VIKOR for NPD risk 

analysis is depicted in Fig. 1. 

 

Fig. 1. The proposed model for NPD risk analysis 

5. The case study 

The case study proposed in this paper was carried out at the IranKhodro automotive 

organization. IranKhodro Company was founded and registered in August 1962. The company is Jo
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currently largest Iranian automobile manufacturing company, assembling all kinds of light and 

heavy vehicles both in collaboration with foreign partners and independently. The company’s 

production capacity is about 577,000 vehicles a year. The company first started producing LP 

buses, the chassis of which were imported from Germany and assembled in IranKhodro. The 

company’s R&D department plays an important role in realizing the strategic goals of the 

organization and runs a range of NPD projects based on marketing and competitive environment 

orientation. To better understand the market trend and the customers’ requirements, the company 

constantly analyzes the market information and conducts risk management as fundamental steps 

before initiating any NPD project. However, the company has had an issue with uncertainty of 

ambiguous information gathered by the R&D team and coping with high costs and time of 

implementing risk management processes. Therefore, the company decided to develop a simple 

yet practical method, enabling them to identify and prioritize the most important risk factors. 

Resulted by a collaborative research project, this section presents the outcome of application of 

the developed R-VIKOR model in the company’s NPD risk management, including 

identification and analysis of one of their NPD projects’ key risk factors. As Fig. 1 depicts, the 

employed model consists of two major parts. In the first part, the risk factors of NPD projects are 

predicted and determined by industry experts and company managers (Table 1), and partitioned 

by the ISM method according to what is stated in Section 3.1 (see Section 5.1.) In the second 

part, the risks of the first layer (with higher penetration power and less dependence) are 

evaluated and ranked using the R-VIKOR method (see Section 5.2).  

5.1. Identifying and modeling the causal relationship of risk factors 

Following the Algorithm 1 (Section 3.1), we first define and analyze the relationship between the 

risk factors and then partition and prioritize them using the Reachability and Antecedent Sets. 

According to Step 1 of the algorithm, the risk factors of NPD projects are identified by experts 

according to Table 1. As mentioned, managing all the risk factors of NPD projects requires a lot 

of time and money, so only level 1 risk factors were analyzed. 

Table 1. Identified risks in NPD projects 

Risk Codes Explanations The identified risks 

𝑅1 

Due to the uncertainties of R&D projects, initial studies on the feasibility of the 

project may not be accurate and will fail despite the strong initial idea of the project. 

Poor project feasibility 

 

𝑅2 
Sometimes a good idea may be rejected due to a weakness in the proposal, or under 

the influence of the poor provider resume, lack of a business plan. 
Reject a good idea 

𝑅3 

Sometimes the reason for the failure of a project is the initial idea that it may be 

misunderstood for reasons of insufficient scrutiny. The risk is different from Risk 2, 

and should not be assumed to be the same. 

Accept a weak idea 

𝑅4 To successfully implement a research and development project, it is necessary to have Lack of team working Jo
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a team consisting of specialized experts and experienced managers. A group 

composed of people who have the required specialized knowledge and skills in the 

field of project innovation. The absence of such a team will lead to the failure of the 

project. 

𝑅5 

One of the basic requirements for the implementation of R&D projects is to have well 

equipped, and modern laboratory equipment can have adverse effects on the project 

goals. 

Lack of laboratory 

equipment 

𝑅6 

Careful product design and technical drawings, along with details, play a vital role in 

the success of a project, in which any weakness or error will lead to rework and 

repetition of project phases. 

Weakness in product 

design 

𝑅7 

One of the goals of an R&D project definition and implementation is profitability and 

survival in today’s competitive environment, so if an R&D project is not defined 

based on market analysis and customer needs, it can not lead to profitability and 

competitive advantage of the company. 

Misleading market 

analysis 

𝑅8 

Project planning and accurate estimation of project time and its activities is a 

prerequisite for the success of an R&D project, which, if not correct, will have many 

adverse consequences, such as increased costs, market loss, and customer 

dissatisfaction. 

Incorrect estimation of 

project time 

𝑅9 
Due to uncertainty and complexity, R&D projects may be delayed and costly, which 

can lead to many problems if there is no organizational support. 

Lack of organizational 

support for the project 

𝑅10 
The cooperation of suppliers in these projects reduces time and increases profitability, 

and their lack of cooperation can lead to delays and failure of the project. 

Non-cooperation of 

suppliers 

𝑅11 

The technology of R&D projects is often new and complex, and learning and using 

them correctly has a significant impact on the success of the project and requires 

sufficient knowledge and skills. 

The complexity of 

technology 

𝑅12 

Because project phases may be repeated many times due to the complexity of the 

innovation, access to adequate and quality raw materials is another critical factor in 

the success of the project. 

Restrictions on access to 

raw materials 

𝑅13 R&D projects need sufficient variable capital due to their high cost and uncertainty. Lack of variable capital 

𝑅14 

Another risk factor in R&D projects is an ambiguous economic situation. Economic 

uncertainties such as changes in the national capital, changes in export and import 

rates, etc., if not managed, can have adverse effects on the implementation of an R&D 

project. 

Uncertain economic 

situation 

𝑅15 

Similar risk 8, an accurate estimation of the project budget, is a prerequisite for the 

success of an R&D project, which, if not correct, will have many adverse 

consequences. 

Incorrect estimation of 

project budget 

𝑅16 

R&D projects require modern laboratory equipment and facilities because they are 

based on innovation, which will often be difficult and costly to access due to their 

novelty and complexity. 

Restrictions on access to 

technology 

 

Table 2. The first level of risk partitioning 

Rank 
Intersection 

Sets (IS) 
Reachability Sets (RS) Antecedent Sets (AS) 

 

- 10-8-7-6 -15-10-9-8-7-6-5-4-3-2 6-7-8-10-11-12-13-14-16 𝑹𝟏 

- 15-5 15-9-5-4-3 1-5-6-7-8-9-10-11-12-13-14-15-16 𝑹𝟐 

1 9-4 9-4 16-15-14-13-12-11-10-9-8-7-6-5-4-2-1 𝑹𝟑 Jo
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1 9-3 9-3 16-15-14-13-12-11-10-9-8-7-6-5-3-2-1 𝑹𝟒 

- 15-2 15-9-4-3-2 16-15-14-13-12-11-10-8-7-6-2-1 𝑹𝟓 

- 10-8-7-1 15-10-9-8-7-5-4-3-2-1 16-14-13-12-11-10-8-7-1 𝑹𝟔 

- 10-8-6-1 15-10-9-7-6-5-4-3-2-1 16-14-13-12-11-10-7-6-1 𝑹𝟕 

- 10-7-6-1 15-10-9-7-6-5-4-3-2-1 16-14-13-12 𝑹𝟖 

1 4-3 4-3 16-15-14-13-12-11-10-9-8-7-6-5-2-1 𝑹𝟗 

- 8-7-6-1 15-10-9-7-6-5-4-3-2-1 16-14-13-12-8-7-6-1 𝑹𝟏𝟎 

- 16-14-13-12 10-9-8-7-6-5-4-3-2-1 16-14-13-12 𝑹𝟏𝟏 

- 16-14-13-11 16-15-14-13-9-8-7-6-5-4-3-2-

1 
16-14-13-11 

𝑹𝟏𝟐 

- 16-14-12-11 16-15-14-12-11-10-9-8-7-6-5-

4-3-2-1 
16-14-12-11 

𝑹𝟏𝟑 

- 16-13-12-11 16-15-13-12-11-10-9-8-7-6-5-

4-3-2-1 
16-13-12-11 

𝑹𝟏𝟒 

- 5-2 9-5-4-3-2 16-14-13-12-11-10-8-7-6-5-2-1 𝑹𝟏𝟓 

- 14-13-12-11 15-14-13-12-11-10-9-8-7-6-5-

4-3-2-1 

14-13-12-11 𝑹𝟏𝟔 

According to Step 5 of Algorithm 1, if Intersection Set is the same as the Reachability Set of a 

risk factor, that risk factor is classified at the first level and removed from the calculations of the 

next step. In Table 2, these conditions are for R3, R4, and R9. Therefore, these risk factors are 

classified at the first level, and the ISM algorithm is repeated without them. 

Table 3. The second level of risk partitioning 

Rank IS RS AS 

- 10-8-7-6 15-10-8-7-6-2 6-7-8-10-11-12-13-14-16 𝑹𝟏 

2 15-5 15-5 16-15-14-13-12-11-10-8-7-6-5-1 𝑹𝟐 

2 15-2 15-2 16-15-14-13-12-11-10-8-7-6-2-1 𝑹𝟓 

- 10-8-7-1 15-10-8-7-5-2-1 16-14-13-12-11-10-8-7-1 𝑹𝟔 

- 10-8-6-1 15-10-7-6-5-2-1 16-14-13-12-11-10-7-6-1 𝑹𝟕 

- 10-7-6-1 15-10-7-6-5-2-1 16-14-13-12 𝑹𝟖 

- 8-7-6-1 15-10-7-6-5-2-1 16-14-13-12-11-8-7-6-1 𝑹𝟏𝟎 

- 16-14-13-12 
16-15-14-13-12-10-8-7-6-5-

2-1 
16-14-13-12 𝑹𝟏𝟏 

- 16-14-13-11 
16-15-14-13-11-10-8-7-6-5-

2-1 
16-14-13-11 𝑹𝟏𝟐 

- 16-14-12-11 
16-15-14-12-11-10-8-7-6-5-

2-1 
16-14-12-11 𝑹𝟏𝟑 

- 16-13-12-11 
16-15-13-12-11-10-8-7-6-5-

2-1 
16-13-12-11 𝑹𝟏𝟒 

2 5-2 5-2 16-14-13-12-11-10-8-7-6-5-2-1 𝑹𝟏𝟓 

 

- 
14-13-12-11 

15-14-13-12-11-10-8-7-6-5-

2-1 
14-13-12-11 𝑹𝟏𝟔 
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In Table 3, Intersection Set and Reachability Set related to R2, R5, and R15 are the same, so they 

are classified in the second level, and the ISM algorithm is repeated without them. 

Table 4. The third level of risk partitioning 

Rank IS RS AS  

3 10-8-7-6 10-8-7-6 6-7-8-10-11-12-13-14-16 𝑹𝟏 

3 10-8-7-1 10-8-7-1 16-14-13-12-11-10-8-7-1 𝑹𝟔 

3 10-8-6-1 10-8-6-1 16-14-13-12-11-10-7-6-1 𝑹𝟕 

3 10-7-6-1 10-7-6-1 16-14-13-12 𝑹𝟖 

3 8-7-6-1 8-7-6-1 1-6-7-8-11-12-13-14-16 𝑹𝟏𝟎 

- 16-14-13-12 16-14-13-12-10-8-7-6-1 16-14-13-12 𝑹𝟏𝟏 

- 16-14-13-11 16-14-13-11-10-8-7-6-1 16-14-13-11 𝑹𝟏𝟐 

- 13-14-12-11 16-14-12-11-10-8-7-6-1 16-14-12-11 𝑹𝟏𝟑 

- 16-13-12-11 16-13-12-11-10-8-7-6-1 16-13-12-11 𝑹𝟏𝟒 

- 14-13-12-11 14-13-12-11-10-8-7-6-1 14-13-12-11 𝑹𝟏𝟔 

In Table 4, Intersection Set and Reachability Set related to R1, R6, R7, R8, and R10 are the same, so 

they are classified in the third level, and the ISM algorithm is repeated without them. 

Table 5. Forth level of risk partitioning 

 

 

 

 

In Table 5, Intersection Set and Reachability Set related to R11, R12, R13, R14, and R16 are the 

same, so they are classified in the fourth level, and the ISM algorithm stops because all the risk 

factors are classified. 

 

Fig. 2. Levels of the risk factors 

Rank IS RS AS  

4 16-14-13-12 16-14-13-12 16-14-12-11 𝑹𝟏𝟏 

4 16-14-13-11 16-14-13-11 16-14-13-11 𝑹𝟏𝟐 

4 16-14-13-11 16-14-12-11 16-14-12-11 𝑹𝟏𝟑 

4 16-13-12-11 16-13-12-11 16-13-12-11 𝑹𝟏𝟒 

4 14-13-12-11 14-13-12-11 14-13-12-11 𝑹𝟏𝟔 
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Fig. 3. Risk factor classification 

In this section, risk factors were classified into four levels using the ISM method. As can be seen 

in Fig. 2, the risk factors categorized at the second level are the result of the occurrence of the 

risk factors categorized at the first level. The same pattern occurs up to the fourth level; the risk 

factors of each level are the result of the occurrence of the risk factors categorized at the previous 

level. Therefore, the risk factors classified in the first level are more influential than those in 

other levels. Thus, if they are well estimated and managed, the probability of occurrence of other 

risk factors will be low. An important consequence is that the risk level associated with each risk 

factor was consistent with the actual dependency on other factors as well. 

As Fig. 3 shows, the ISM classification suggests four main groups of risk factors according to the 

respective dependence and driving-power values: independent factors (high driving power-low 

dependence); autonomous factors (low driving power-low dependence); linkage factors (high 

driving power-high dependence) and dependent factors (low driving power-high dependence). 

Independent factors are determined by high driving power and low dependence. This means that 

they have a wide-ranging influence on other risk factors (they lead to other potential risks), and a 

snowball effect is likely if and when they happen. Therefore, managing these factors is very 

important for project success. Autonomous factors are determined both by low driving and low 

dependence. They are faint drivers and faint dependents and are more isolated. Dependent 

factors have the highest degree of dependence and the lowest driving power, so they are found in Jo
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the cluster of dependent factors. Linkage factors are determined by high driving power and high 

dependence. These factors are usually critical since any actions on them will have a spread effect 

on several dependent factors.  

5.2. Risk analysis via R-VIKOR 

In this section, the obtained critical risk factors of Section 5.1 are ranked using the steps of the 

proposed R-VIKOR as follows: 

Step 1. Determining the critical risk factors 

The critical risk factors were obtained from the ISM method are: R11: the complexity of 

technology; R12: restrictions on access to raw materials; R13: lack of variable capital; R14: 

uncertain economic situation; and R16: restrictions on access to technology, which are used as 

alternatives of the R-VIKOR method. 

Step 2. Forming the decision and weight matrices 

In this step, 𝐶1 =quality , 𝐶2 =cost , and 𝐶3 =customer demand are selected as the beneficial 

criteria by the experts, with the weights of 0.5, 0.3, and 0.2, respectively. For ranking the risk 

factors, linguistic variables, according to Table 6, are used. The fuzzy decision matrix of 

evaluating the risk factors acceding to these criteria is tabulated in Table 8. 

Step 3. Forming the fuzzy positive and negative risk matrices, and the positive and negative 𝐴𝑅 

matrices 

Here, the risks and errors of fuzzy evaluations of risk factors, including fuzzy negative risk and 

fuzzy positive risk, are obtained (Table 8) according to the linguistic variables of Table 6. 

Additionally, experts determine the positive and negative acceptable risks according to the 

strategic plan of the company. The values of 𝐴𝑅− and 𝐴𝑅+ are shown in Table 8. It should be 

pointed out that the expert risk perceptions are considered to be zero. 

Table 6. Linguistic variables for the assessment of risk factors [11]. 

Linguistic variables Triangular fuzzy numbers 

Very high (VH) (0.75,1,1) 

High (H) (0.5,0.75,1) 

Medium (M)  (0.25,0.5,0.75) 

Low (L) (0,0.25,0.5) 

Very low (VL) (0,0,0.25) 

Table 7. Linguistic variables for the assessment of positive risk and negative risk [11]. 

Linguistic variables Triangular fuzzy numbers 

Very low (VL) (0,0,0.3) 

Low (L) (0.1,0.3,5) Jo
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Medium (M)  (0.3,0.5,0.7) 

High (H) (0.5,0.7,0.9) 

Very high (VH) (0.7,0.99,0.99) 

Table 8. The 𝐴𝑅+ and 𝐴𝑅−values of each attribute. 

𝑨𝑹+ 
𝑪𝟏 𝑪𝟐 𝑪𝟑 

0.1 0.2 0.1 

𝑨𝑹− 0 0.4 0 

Table 9. The fuzzy evaluations and the fuzzy negative and positive risks. 

  𝑪𝟏 𝑪𝟐 𝑪𝟑   𝑪𝟏 𝑪𝟐 𝑪𝟑 

Expert 1 

𝑹𝟏𝟏 L H L 

Expert 2 

𝑹𝟏𝟏 H H L 

𝒓̃+ L L VL 𝒓̃+ VL L L 

𝒓̃− L VL L 𝒓̃− L L L 

𝑹𝟏𝟐 VH L L 𝑹𝟏𝟐 H VL H 

𝒓̃+ VL M M 𝒓̃+ L M H 

𝒓̃− VK L L 𝒓̃− L VL VL 

𝑹𝟏𝟑 H VH L 𝑹𝟏𝟑 L VL L 

𝒓̃+ L L VL 𝒓̃+ L VL L 

𝒓̃− VL L M 𝒓̃− VL L L 

𝑹𝟏𝟒 H VH H 𝑹𝟏𝟒 L VH VH 

𝒓̃+ L H L 𝒓̃+ L H VL 

𝒓̃− VL VL M 𝒓̃− L VL M 

𝑹𝟏𝟔 VH H VH 𝑹𝟏𝟔 VH H H 

𝒓̃+ VL L M 𝒓̃+ L L M 

𝒓̃− VL L VL 𝒓̃− L VL VL 

Expert 3 

𝑹𝟏𝟏 L H L 

Expert 4 

𝑹𝟏𝟏 L H L 

𝒓̃+ L VL VL 𝒓̃+ VL VL VL 

𝒓̃− L L VL 𝒓̃− L L VL 

𝑹𝟏𝟐 H H L 𝑹𝟏𝟐 VH L VL 

𝒓̃+ VL L L 𝒓̃+ VL M L 

𝒓̃− VL L VL 𝒓̃− VL VL VL 

𝑹𝟏𝟑 H H L 𝑹𝟏𝟑 L H L 

𝒓̃+ L L VL 𝒓̃+ L L L 

𝒓̃− VL VL L 𝒓̃− L VL L 

𝑹𝟏𝟒 VH VH VH 𝑹𝟏𝟒 H VH H 

𝒓̃+ L L VL 𝒓̃+ VL M VL 

𝒓̃− L L L 𝒓̃− L VL L 

𝑹𝟏𝟔 H H H 𝑹𝟏𝟔 VH VH VH 

𝒓̃+ VL L M 𝒓̃+ L L M 

𝒓̃− VL VL L 𝒓̃− L L VL 

Step 4. Determining the R-numbers for the fuzzy evaluations by employing the fuzzy positive 

and negative risk matrices, and the fuzzy positive and negative 𝐴𝑅 matrices. 

In this step, first, the R-numbers of all expert’s evaluations are formed using Eq. (1) due to the 

beneficial nature of the attributes. The obtained R-numbers of Expert 1’s decision matrix are 

tabulated in Table 10. 
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Table 10. The obtained R-numbers of Expert 1 

Step 5. Aggregating the obtained decision matrices  

In this step, the aggregated matrix of all the expert opinions is obtained by using Eq. (18) which 

can be seen Table 11. 

Table 11. The 𝑅𝑏
𝑇(𝐶1), 𝑅𝑐

𝑇(𝐶2), and 𝑅𝑏
𝑇(𝐶3). 

 𝑹𝒃
𝑻(𝑪𝟏) 𝑹𝒄

𝑻(𝑪𝟐) 𝑹𝒃
𝑻(𝑪𝟑) 

R11 

((0.1562, 0.3937, 0.7312), 

(0.3125, 0.5625, 0).8125), 

(0.3237, 0.63, 1) 

((0.365, 0.6487,0.955), 

(0.5, 0.75, 1), 

(0.52, 0.84, 1)) 

((0.125, 0.35,0.675), 

(0.25, 0.5,0.75), 

(0.2556, 0.5337,0.9862)) 

R12 

((0.4125, 0.8187 , 0.975), 

(0.625, 0.875, 1), 

(0.6362, 0.9256, 1)) 

(0.1825, 0.4437, 0.7237), 

(0.25, 0.5, 0.75), 

(0.29, 0.67, 1) 

((0.15, 0.4437,0.725), 

(0.25, 0.5,0.75), 

(0.3287, 0.725,1)) 

R13 

((0.25, 0.5875,0.8562), 

(0.375, 0.625, 0.875), 

(0.4087, 0.7937, 1)) 

((0.2487, 0.5287, 0.7937), 

(0.3125, 0.5625, 0.8125), 

(0.3375, 0.6825, 1)) 

((0.1625, 0.4625 , 0.7312), 

(0.25, 0.5 , 0.75), 

(0.2612, 0.5675 , 1)) 

R14 

((0.275, 0.5812, 0.8687), 

(0.5, 0.75, 0.9375), 

(0.5337, 0.9018, 1) 

((0.5925, 0.955,0.985), 

(0.75, 1, 1),  

(0.96, 1,1)) 

((0.3375, 0.6687,0.925), 

(0.625, 0.875, 1), 

(0.6362, 0.9256, 1)) 

R16 

((0.4062, 0.7875,0.95), 

(0.6875, 0.9375, 1), 

(0.7212, 1,1)) 

((0.4237, 0.7337, 0.97), 

(0.5625, 0.8125, 1), 

(0.6075, 1, 1)) 

((0.375, 0.7437, 0.95), 

(0.625, 0.875, 1), 

(0.7937, 1, 1)) 

 

 

  𝑹𝒃
𝟏(𝑪𝟏) 𝑹𝒄

𝟏(𝑪𝟐) 𝑹𝒃
𝟏(𝑪𝟑) 

R11 

 ((0.125, 0.351, 0.675), 

(0.25, 0.5, 0.75), 

(0.247, 0.585, 1)) 

((0.251, 0.451,1), 

(0.5, 0.75, 1), 

(0.44, 0.781, 1)) 

((0.125, 0.35,0.675), 

(0.25, 0.5,0.75), 

(0.225, 0.451,0.877)) 

R12 

 ((0.525, 1 , 1), 

(0.75, 1, 1), 

(0.675, 0.925, 1)) 

((0.075, 0.211, 0.405), 

(0.25, 0.5, 0.75), 

(0.261, 0.611, 1)) 

((0.125, 0.35,0.675), 

(0.25, 0.5,0.75), 

 (0.292, 0.675,1)) 

R13 

 ((0.351, 0.75,1), 

(0. 5, 0.75, 1), 

(0.451, 0.675, 1)) 

((0.075, 0.211, 0.315), 

(0.75, 1, 1), 

(0.911, 1, 1)) 

((0.075, 0.25 , 0.525), 

(0.25, 0.5 , 0.75), 

(0.225, 0.451 , 0.878)) 

R14 

 ((0.351, 0.75, 1), 

(0.5, 0.75, 1), 

(0.451, 0.675, 1)) 

((0.151, 0.315 , 0.421), 

(0. 5, 0.75, 1), 

(0.44, 0.78,0.15)) 

((0.152, 0.375,0.675), 

(0. 5, 0. 75, 1), 

(0.495, 0.878, 1)) 

R16 

 ((0.525, 1,1), 

(0. 75, 1, 1), 

(0.675, 0.91,1)) 

((0.25, 0.5, 0. 75), 

(0.5625, 0.8125, 1), 

(0.6075, 1, 1)) 

((0.525, 1, 1), 

(0.75, 1, 1), 

(0.878, 1, 1)) 
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Step 6. The normalization of the R-numbers matrix 

Now, the aggregated matrix of Table 11 is normalized using Eq. (20). The normalized matrix is 

depicted in Table 12. 

Table 12. The normalized matrix 

Step 7. Calculating the maximum value 𝑅𝑆𝑗
∗ and the minimum value 𝑅𝑆𝑗

−
 

Next the minimum and maximum values of all normalized R-numbers in each criterion are 

obtained, which are displayed in Table 13. 

Table 13. The minimum and maximum values 

 𝑹𝑺𝒋
∗ 𝑹𝑺𝒋

− 
𝑪𝟏 ((0.182, 0.402,0.781), 

(0. 331, 0.549, 0.793), 

(0.366, 0.686,1)) 

((0.069, 0.204, 0.601), 

(0.151, 0.329, 0.678), 

(0.164, 0.432, 1)) 

𝑪𝟐 ((0.264, 0.496 , 0.809), 

(0. 361, 0.585, 0.812), 

(0.487, 0.685,1)) 

((0.082, 0.231, 0.595), 

(0.121, 0.292, 0.624), 

(0.147, 0.459, 1)) 

𝑪𝟑 ((0.168, 0.387, 781), 

(0.301, 0.549, 0.844), 

(0.403, 0.686, 1)) 

((0.055, 0.182,0.555), 

(0.151, 0.329,0.579), 

(0.229, 0.366,1)) 

 

 

 𝑹𝒃
𝑻𝑵(𝑪𝟏) 𝑹𝒄

𝑻𝑵(𝑪𝟐) 𝑹𝒃
𝑻𝑵(𝑪𝟑) 

R11 

((0.069, 0.204, 0.601), 

(0.151, 0.329, 0.678), 

(0.164, 0.432, 1)) 

((0.163, 0.337,0.785), 

(0.241, 0.439, 0.811), 

(0.264, 0.576, 1)) 

((0.055, 0.182,0.555), 

(0.151, 0.329,0.579), 

(0.229, 0.366,1)) 

R12 

((0.184, 0.425 , 0.801), 

(0.301, 0.513, 0.922), 

(0.323, 0.635, 1)) 

((0.082, 0.231, 0.595), 

(0.121, 0.292, 0.624), 

(0.147, 0.459, 1)) 

((0.067, 0.231,0.595), 

(0.301, 0.512,0.713), 

(0.342, 0.678,1)) 

R13 

((0.112, 0.306,0.704), 

(0. 181, 0.366, 0.862), 

(0.208, 0.544, 1)) 

((0.111, 0.275, 0.652), 

(0.151, 0.329, 0.723), 

(0.171, 0.468, 1)) 

((0.073, 0.241 , 0.601), 

(0.181, 0.366 , 0.624), 

(0.211, 0.389 , 1)) 

R14 

((0.123, 0.302, 0.714), 

(0.241, 0.441, 0.745), 

(0.271, 0.618, 1)) 

((0.264, 0.496 , 0.809), 

(0. 361, 0.585, 0.812), 

(0.487, 0.685,1)) 

((0.151, 0.348,0.760), 

(0. 241, 0. 439, 0.798), 

(0.323, 0.635, 1)) 

R16 

((0.182, 0.402,0.781), 

(0. 331, 0.549, 0.793), 

(0.366, 0.686,1)) 

((0.189, 0.381, 0. 797), 

(0.271, 0.475, 0.823), 

(0.308, 0.685, 1)) 

((0.168, 0.387, 781), 

(0.301, 0.549, 0.844), 

(0.403, 0.686, 1)) 
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Step 8. Calculating the utility and the regret measures and the R-VIKOR measures and ranking 

As mentioned in Section 4, 𝐺𝐺(𝑅(𝑄𝑖)̃) , 𝐺𝐺(𝑅(𝑆𝑖))̃,  and 𝐺𝐺(𝑅(𝐹𝑖))̃  for each risk factor are 

calculated considering 𝜗 = 0.5. The results are presented in Table 14 and Fig. 4. 

5.3. Results validation 

In this section, the validation of the obtained results is performed. For verification of the 

proposed R-VIKOR outcomes, the criticality of the risk factors is calculated again by employing 

existing methods, including R-TOPSIS [18] and R-SAW [11] and extensions of MARCOS [43] 

and COPRAS [44] integrated with R-numbers, which are indicated by R-MARCOS and R-

COPRAS. The compared results are given in Table 14 and Fig. 4.  

Table 14. Final results of the R-VIKOR and other methods. 

Risk factor 
R-VIKOR R-TOPSIS R-SAW R-COPRAS R-MARCOS 

𝑮𝑮(𝑹(𝑸𝒊)̃) 𝑮𝑮(𝑹(𝑭𝒊))̃  𝑮𝑮(𝑹(𝑺𝒊))̃  Rank Rank Rank Rank Rank 

𝑹𝟏𝟏 1 0.3162 0.6154 5 0.3346 5 0.59 5 76.016 4 0.084 5 

𝑹𝟏𝟐 0.3728 0.2132 0.5603 3 0.3462 3 0.67 3 83.678 3 0.172 3 

𝑹𝟏𝟑 0.8827 0.2871 0.6261 4 0.335 4 0.597 4 74.101 5 0.095 4 

𝑹𝟏𝟒 0.3474 0.2513 0.4678 2 0.372 2 0,778 2 96.327 2 0.821 2 

𝑹𝟏𝟔 0 0.2135 0.4388 1 0.378 1 0,815 1 100 1 1.033 1 

Now, the parameters of the proposed model were changed, such as fuzzy positive risks and 

negative risks. Changing the parameters changed the corresponding results. The three scenarios 

that are considered are: 

Scenario 1: It is supposed that only optimistic values are investigated for the risk factor values. 

Scenario 2: It is supposed that for the risk factor values, only the pessimistic state is 

investigated.  

Scenario 3: It is supposed that there is no risk in the proposed model. 

The results of the three scenarios are obtained and compared with the final results from the 

default scenario, as shown in Table 15 and Fig. 4. 
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Table 15. The results of the scenarios 
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𝑹𝟏𝟏 1 0.27 0.604 5 1 0.32 0.63 4 1 0.30 0.61 4 

𝑹𝟏𝟐 0.82 0.24 0.64 3 0.39 0.22 0.58 3 0.961 0.31 0.56 5 

𝑹𝟏𝟑 0.97 0.25 0.67 4 0.88 0.29 0.65 5 0.963 0.28 0.63 3 

𝑹𝟏𝟒 0.11 0.23 0.41 2 0.34 0.26 0.48 2 0.41 0.25 0.47 2 

𝑹𝟏𝟔 0 0.21 0.49 1 0 0.22 0.41 1 0 0.21 0.39 1 

 

 

Fig. 4. Ranking results of different cases 

6. Conclusion 

Since NPD projects are based on innovation and new marketing, have high-risk levels, due to 

their uncertain and dynamic natures. Therefore, an appropriate risk management model is 

necessary for guaranteeing project success. In this study, at first, the ISM method was employed 

for modeling the causal relationship between risk factors and then a novel risk-based fuzzy 

model was developed based on the integration of R-numbers and fuzzy VIKOR to assess NPD 

projects' risk factors, taking into account the effects of possible influential factors on data risk. 

To investigate the efficiency of the proposed model in real-world applications, a case study was 

presented involving the research and development unit of an automaker in Iran. In the case study, 

the critical risk factors obtained by implementing the ISM method were: The complexity of 

technology, restrictions on access to raw materials and technology, lack of variable capital and 
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uncertain economic situation. Moreover, the R-VIKOR methodology shows the importance of 

the complexity of technology, lack of variable capital and restrictions on access to raw materials 

compared to other risk factors of NPD projects in Iranian Automaker Company. Other findings 

and outline the possible implications of this study are as following: 

 The presented model in this paper deals with information ambiguity problem and associated 

uncertainties by identifying, separating, and ranking the risk factors of NPD projects and 

analyzing the risk of data inaccuracy. Using the ISM method, the identified risk factors were 

first classified based on the opinions gathered from an expert panel who provide their inputs 

after a careful review of the previously registered information. In other words, the ISM 

method analyzes the input in formation of experts and provides an output in the form of risk 

factors classification. The risk factors in our case study were identified by the ISM method 

and include: complexity of technology; restrictions on access to raw materials; lack of 

variable capital; uncertain economic situation; and access restrictions to technology. 

 Analysis of causal relationships between the risk factors of NPD projects and their 

partitioning leads to the identification of risk factors with higher penetration power and lesser 

dependence. In other words, evaluation of the selected risk factors instead of all risk factors 

leads to substantial time savings and shortening the risk evaluation process of NPD projects. 

Evaluating and ranking all project risk factors in real-world setting can be time-consuming 

and complex. Thus, ranking the risk factors in a systematic way enables the R&D managers 

to identify the most influential risk factors and simultaneously reduce the costs of risk 

management and avoid NPD failure.  

 To validate the main theoretical results, the proposed model was tested under three other 

scenarios: 1) only optimistic values are considered, 2) only pessimistic values considered, 

and; 3) the research model was tested without risk. The results of the three scenarios are 

summarized in Table 15. For example, the risk factor 𝑅11 is ranked fifth in the first scenario 

and ranked fourth first in the second scenario. Changes in ranking in scenario 2 and 3 can be 

due to a variety of reasons (e.g., experts’ judgmental biases). The result of scenario 1 was the 

same as the proposed R-VIKOR, which shows that a majority of expert opinions were Non-

conservative. Considering pure optimistic or pessimistic values in risk assessment is not 

realistic and could also cause several issues. For example, an unnecessary focus on managing 

a risk factor can increase the risk management costs and reduce the success of risk 

management plan, so failing the firms in achieve their strategic goals. To avoid these, the 

proposed R-VIKOR model offers higher flexibility to future changes, due to its consideration 

of various risk configurations.  Jo
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 After validating the R-VIKOR model under different scenarios, the problem was solved 

using four other methods, including R-SAW, R-TOPSIS, R-MARCOS, and R-COPRAS. By 

comparing the ranking of risk factors, we find that the R-VIKOR, R-TOPSIS and R-

MARCOS methods lead to the same R-SAW rank of all risk factors.  

 Comparing the ranking results with the lessons learned in previous NPD projects shows that 

the proposed R-VIKOR provides more robust results, while maintaining the accuracy of final 

outputs. In addition, the proposed R-VIKOR takes advantage of simple fuzzy VIKOR, 

including the maximum “group utility of the majority” and the minimum “individual regret 

of the opponent”. In addition, it captures various data risk scenarios, such as pessimistic, 

optimistic and acceptable risks  

 Uncertainty is a crucial feature of NPDs. Thus, to improve time and costs of risk 

management, the NPD project managers are encouraged to employ flexible risk-based 

models, such as R-VIKOR, for analyzing the risk factors of NPD projects. Another important 

point is that using positive and negative 𝐴𝑅can be seen as managerial control tools in 

capturing the various amount of data risk. 

There were some limitations in this study which can be further explored in future. First, to reduce 

the complexity of solution, the risk of ISM data was not considered in this paper. Incorporating 

this risk and solving the presented problem could serve as a future research direction. The data 

risk refers to the uncertainties caused by the unreliable sources of data and/or any data changes 

associated with the future events. In this paper, the risk of R-numbers data was obtained 

qualitatively from the experts. This may lead to new risk factors in the assessment and, hence, 

needs further research. Besides, analyzing the risk factors of NPD projects by other MCDM and 

risk analysis methods using the R-numbers – such as Bayesian networks [41], fault trees [42], 

and other uncertainty theories– can provide novel risk response solutions for NPD projects and 

can be considered as another future research avenue. Finally, identifying and evaluating the risk 

factors of NPD projects in other industries with high-paced technological advancements, such as 

pharmaceutical, communication, aerospace, can be recommended as other future research 

direction.  
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