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Abstract
Invariances in neural networks are useful and necessary for many tasks. However, the representation

of the invariance of most neural network models has not been characterized. We propose measures to
quantify the invariance of neural networks in terms of their internal representation. The measures are
efficient and interpretable, and can be applied to any neural network model. They are also more sensitive to
invariance than previously defined measures. We validate the measures and their properties in the domain of
affine transformations and the CIFAR10 and MNIST datasets, including their stability and interpretability.
Using the measures, we perform a first analysis of CNN models and show that their internal invariance is
remarkably stable to random weight initializations, but not to changes in dataset or transformation. We
believe the measures will enable new avenues of research in invariance representation.
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1. Introduction

Neural networks (NNs) are currently the state of the art for many problems in machine learning. In
particular, convolutional neural networks (CNNs) achieve very good results in many computer vision appli-
cations [1].
However, NNs can have difficulties learning good representations when inputs are transformed. For

example, the classification of texture or star images generally requires invariance to rotation, scale and/or
translation transformation [2, 3], and face or body estimation models require pose-invariance [4, 5, 6].
The properties of invariance and equivariance explain how a model reacts to transformations of its

inputs. Understanding the invariance and equivariance of a network [7, 8, 9, 10] or any system [11] can help
to improve their performance and robustness. There are various ways to achieve invariance or equivariance
in a model. However, how these properties are encoded internally in a trained NN is generally unknown.
In this work, we present simple, efficient and interpretable measures of invariance for NNs’ internal

representations. These measures allow understanding the distribution of invariance of NN’s activations, and
their structure after a suitable analysis.
The following subsections present and expand common definitions of invariance and Equivariance and

summarize previous approaches for measuring invariance and equivariance.

1.1. Invariance, Same-Equivariance and Equivariance Properties
To deal gracefully with transformations, such as rotations of an image, requires the properties of invari-

ance o equivariance in a network, with respect to a properly defined set of transformations T = [t1, t2, … , tm]
1.
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1In this work, we define T as a finite set of transformations. Using an infinite set is also possible but unnecessarily complicates

other definitions. In case an approximately infinite set is desired, the number of transformations in the set can be increased as
needed.
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A network f is invariant to a single transformation t if transforming the input x with t does not change
the network output. Formally, ∀x, f(t(x)) = f(x). The notion of invariance can be generalized such that if
T = [ t1 … tm ] is a set of m transformations, then f is invariant to T whenever ∀x, f(t1(x)) = f(t2(x)) = ⋯ =
f(tm(x)). As shown in figure 1 (a), an invariant function produces the same output for all transformations
T of its inputs.

Same-equivariance is a property related to invariance. A function is same-equivariant if the same trans-
formation t can be applied either to the input or the output of the function (figure 1 (b)). Therefore, f is
same-equivariant to t if f(t(x)) = t(f(x)) ∀x [2].
The generalization of both notions is equivariance. A function f is equivariant to t whenever f’s output

changes predictably if x is transformed by t. Formally, it is equivariant if there exists a corresponding
function t′ such that ∀ x, we have f(t(x)) = t′(f(x)) [2]; the structure of t′ gives rise to the predictability.
Note that in this definition, t′ acts on the activation f(x), while t acts on the input x. Therefore the function
t′ is not restricted to act in any way similar to t as is the case in same-equivariance. As an example, figure
1 (c) shows how rotations in the input can correspond to translations in the output.
The notions of equivariance and same-equivariance can be generalized to a set of transformations as with

the invariance case.

(a) Invariance (b) Same-Equivariance (c) Equivariance

Figure 1: Illustration of invariance, same-equivariance and equivariance of f(x) to the set of rotation transformations T =
[t1, t2, t3, t4] corresponding to rotations of [0∘, 90∘, 180∘, 270∘] respectively and image inputs. In (a), the feature map calculated
by f is the same regardless of the transformation of the input, and therefore f is invariant to T. In (b), the feature map is
rotated in the same fashion as the input image and f is same-equivariant to T. In (c), rotations of the input correspond to
translations of the feature map, where the magnitude of the translation is a function of the magnitude of the rotation angle,
so that f is same equivariant to T, but the corresponding set T′ ≠ T since it consists of translations.

1.2. Invariance Measures
Given a network and a set of transformations, invariance (and other related properties) can be measured

in different ways.
To determine if f is equivariant to a transformation t that operates on inputs x, we need to find a cor-

responding transformation t′ that operates on the output space of f(x) [8]. A sufficient condition for the
existence of t′ is that f is invertible. Since CNNs are approximately invertible[12, 8], the approximate exis-
tence of t′ is very likely. However, determining t′ can be very difficult; known approacher require assuming
its functional form and estimating its parameters [8]. Therefore, empirically analyzing the equivariance of a
CNN can be difficult [8].
Measuring invariance does not require an estimation of t′. Therefore, invariance can be computationally

and conceptually easier to measure. Since invariance is a special case of equivariance, where t′ is the identity
transformation, we can exploit this special structure to measure invariance in simple and efficient ways.
Most previous work has focused on empirically measuring the invariance of the final output of the network.

The simplest invariance measures quantify the invariance of the final output of the network (ie. softmax
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layer for classification models) by measuring their changes with respect to a set of transformations of the
input. Figure 2 (a) illustrates this pattern of analysis, where only the first and last layers of the network
are taken into account.
Alternatively, we can consider a single node or layer, and measure its invariance with respect to its

particular input and output, without taking into account the interactions with the rest of the network
(figure 2 (b)). However, in general, these cases are simpler and can be handled analytically [13].
Given that most networks can be represented by an acyclic graph, we can generalize these notions by,

for example, considering all intermediate values computed by the network as possible inputs or outputs. For
simplicity, in the following, we will call these values activations of the network.
For example, we can consider all activations as outputs and measure their invariance with respect to the

initial input to the network (figure 2 (c)). Alternatively, via a topological sort of the network graph, we
can remove the first k − 1 nodes or layers from consideration, and calculate the invariance of the output
of the network with respect to transformations of the input to node or layer k (figure 2 (d)). In summary,
we can arbitrarily define a set of inputs to transform and a set of outputs to evaluate invariance or another
such property. In this work, we focus on case (c), transforming only the input to the whole network and
analyzing the impact of the transformation on all activations.

(a) (b) (c) (d)

Figure 2: Different approaches for calculating invariance in a NN with activations a1, a2, … a6. Green nodes indicate transformed
inputs, and red nodes indicate where the invariance is calculated. In (a), the invariance of the final output y = a6(x) of the
network is measured with respect to transformations of the initial input x. In (b), the invariance of a single node or layer a3
is calculated with respect to its direct inputs a1 an a2. In (c), the invariances of all nodes are calculated with respect to the
input x. Finally, in (d) the invariance of the output y is calculated with respect to the output of activations a4, a5 and a6.

1.3. Contributions
In this work, we focus on measuring the invariance of the internal representation of a network.
As explained before, the invariance of the activations of a network can be estimated by measuring

how they change with respect to transformations of its inputs. In this work, we define measures that can
empirically quantify the invariance of a NN with respect to a set of transformations following this principle.
Since these invariance measures can quantify the invariance of activations or intermediate layers, they allow
visualizing how invariant a network is as a whole and by layers or individual activations. Therefore, the
measures can provide insights into how invariance is encoded and represented in a NN.
The measures can be applied to any NN, irrespective of its design or architecture, as well as any set

of discrete and finite transformations. To keep the presentation short, in this work we focus on evaluating
and applying these measures to CNNs, and affine transformations, since computer vision is an area where
invariance is widely required and rotations, scaling, and translations are arguably the most common types
of transformations.
In summary, our main contributions are:

1. A variance-based measure of the invariance of a NN, or indeed any model that computes an internal
representation.

2. A distance-based alternative measure, which is a generalization of the variance case, as well as spe-
cializations for class-conditional invariances and convolutional layers.

3. An efficient method for computing the measures.
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4. An evaluation of these measures and their variants, in terms of their validity and stability.
5. A comparison with the only other invariance measure described in the literature [7].

This work is organized as follows. Section 2 gives a summary of the state of the art for invariant and
equivariant models, as well as previous measures related to the ones we propose. Section 3 describes the
proposed measures. Section 4 presents experiments that form an empirical validation of the measures on
a small but representative set of models, datasets, and transformations, along with their comparison and
analysis. Finally, section 5 contains the conclusions and future work.

2. State of the art

In this section, we review previous measures proposed to quantify invariance. Invariance (and equivari-
ance) can be measured indirectly, by observing the variations of the accuracy of a model as a function of
the transformation of its inputs. In this way, several authors have defined several accuracy-based measures
and diagrams. On the other hand, more detailed measures can be defined if the internal representation or
activations of the network can be accessed; we will call these activation-based measures of invariance.

2.1. Accuracy-based measures
There have been various methods proposed to measure invariance in NNs indirectly by measuring the

changes in the accuracy of the model with respect to changes in the input [14, 15, 16, 17, 18, 19, 20, 21, 22, 23].
In this case we refer to these as accuracy-based because these works mostly focus on measuring accuracy as
a function of the transformation of the input but the same technique can be applied to other error functions
such as the mean squared error.
In [22, 23, 24] the authors measure the effect of using different data augmentation schemes and CNNs

architectures on the final accuracy of the method. To visualize the results, [23] proposed using a Translation
Sensitivity Map that relates the classifier accuracy with the center position of the object in the image. In
a similar fashion, [22, 23] used equivalent 1D plots to evaluate invariances to rotation and other trans-
formations. [19, 16] focused on algorithms for determining the appropriate transformations to which the
network is invariant, but also focused on accuracy as an indirect measure of invariance. Finally, invariance
has been also studied from an adversarial perspective, since measuring invariance to transformations can
be considered equivalent to measuring the effectiveness of an attack by considering the transformations as
attacks[21, 20]. Therefore, measuring the required complexity of a transformation needed to decrease the
accuracy of a classifier is equivalent to measuring the strength of an adversarial perturbation.
All of these invariance quantification methods focus on final accuracy instead of understanding the

internal representations of the invariance in the network.

2.2. Activation-based measures
To the best of our knowledge, there are only two previously proposed measures of internal invariance or

equivariance of the network [7, 8]. These have been used only once each [9, 25] after their publication to
analyze specific properties of models. We briefly review these measures.

2.2.1. Invariance Measure of Goodfellow
Goodfellow et al. [7] were the first to propose a measure of invariance over the activations of the network

instead of just the outputs. We recreate the definition of their measure here since it is conceptually similar
to our own.
They define their measure in terms of the firing rate of activations. They assume that for each activation

a there is an associated threshold U, so that if a(x) > U then that unit is firing. Given a parametrized
transformation t(x, 𝛾), where x is the input and 𝛾 the parameter, the define a set of transformations of x
as T(x) = [t(x, 𝛾) ∣ 𝛾 ∈ Γ]. parametrized by a finite set of parameters Γ. Their measure GF(a,X) (equation
1) for activation a and dataset X is defined as the ratio between a local firing rate Local(a,X) and a global
firing rate Global(a,X) (equations 2 and 3):
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GFU(a,X) = LocalU(a,X)
GlobalU(a,X)

(1)

LocalU(a,X) = 1
|X|

∑
x∈X

1
|T(x)|

∑
x′∈T(x)

f(x′,U) (2)

GlobalU(a,X) = E
x∼P(x)

[f(a,U)] (3)

Where:

• f(x,U) = {1 if a(x) > U
0 otherwise

.

• P(x) is a distribution over the samples.

While the measure is defined over an arbitrary set X, in practice the expectation in equation 3 is calculated
over a fixed-size dataset of n samples. The threshold U, which can be different for different activations, is
selected so that G(a) = 𝛼, where 𝛼 = 0.01 in their experiments.
GF(a) is the invariance score for a single activation. To evaluate the invariance of an entire network N,

they define Invp(N) as the mean of the top-scoring proportion p of activations in the deepest layer of N.
They discard the 1 − p percentage of the least invariant activations on the hypothesis that different sub-
populations of units may be invariant to different transformations. While this may be true for some datasets
and models [10], they offer no method to determine the value of p and no support for that hypothesis.
Indeed, different values of p may be required for different transformations. Finally, we note that this scheme
is orthogonal to the definition of the measure since it can be applied to any invariance measure.
The measure has other difficulties as well for its practical application. First, the criteria for the selection

of the threshold poses a performance problem since it requires calculating a percentile. The percentile
cannot be computed in an online fashion unless using an approximation, and therefore requires storing in
memory the n values of the activation a for the n samples and 𝒪(nlog(n)) operations. Furthermore, there
is no justification for the use 𝛼 = 0.01 to determine the value of U. Finally, the use of a threshold and the
notion of the firing rate of an activation, while popular for models of biological NNs [26], has limited value
for modern NN architectures.
Finally, since their work was presented in 2009, the measure was used to evaluate architectures that used

layer-wise unsupervised pretraining and convolutional deep belief networks, with synthetic images and a
custom video dataset. Since then, to the best of our knowledge only [9] have used their method to evaluate
models for invariance in a limited fashion on the CIFAR10 and ImageNet datasets to then propose a new
activation function.

2.2.2. Equivariance measure of Lenc
Lenc et al.[8] measured the equivariance of the activations of a CNN given by y = f(x) with respect to

a transformation T. The transformation was applied to the input x. In order to make possible the search
for the equivariant function, they assume that the set of possible equivariances of the model f is a subset
of the affine functions. That assumption allows optimizing the parameters of T′ after a network is trained
via traditional gradient descent based algorithms using the error function |L(T(x)) − T′(L(x))|, where L
is the function that computes a given convolutional layer with respect to the initial input to the network.
A different transformation T′ was then estimated for each layer, using the total network error as a loss
function. A particular distance [8] from AT to the identity matrix was utilized as an invariance measure of
the layer’s representation. Although this approach measures the equivariance, it i) only deals with affine
transformations, which limits its applicability to convolutional layers as a spatial correspondence for the
affine map is needed, ii) requires an optimization process, and iii) is not simple to interpret.
Since then, to the best of our knowledge only [25] used Lenc’s measure to evaluate models and, in turn,

modified the loss function to improve the equivariance and invariance capabilities of a model. However, the
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authors used the technique to estimate the impact of this new loss function only for the last network layer,
and not the internal representation.

2.3. Other related techniques
Measurement Invariance. Also known as Factorial Invariance [27, 28], Measurement Invariance is a well-
established field that seeks to provide statistical models with the property of measuring the same construct
across different groups. For example, its techniques can be used to determine whether a certain measure is
invariant to different race or gender groups, by analyzing the behavior of its latent variables, analytically or
empirically. However, Measurement Invariance methods are focused on statistical modeling techniques such
as Confirmatory Factor Analysis and cannot be applied directly to NNs [28].

Ad-hoc invariance measures. In many areas, models or quantities are have been hypothesized to be invariant
to certain variables [11]. In turn, ad-hoc techniques have been created to test those hypotheses of invariances
[11].

Invariance measure of Quiroga et al.. Quiroga et al. [29] defined a variance-based invariance measure. This
work extends that formulation by refining and expanding the definition of the measure, adding an alternative
distance-based variance measure, and performing thorough validation of the measure. The details of the
measures are described in Section 3.

Qualitative Evaluation. Another approach to determine the invariance or equivariance of features consists
of evaluating them qualitatively. For example, visualizations have been used to understand invariance and
other properties such as diversity and discrimination in CNNs [30, 31, 32, 10]. However, this approach
is limited in that a useful visualization must exist for each type of feature and its interpretation can be
subjective.

Other Transformational Measures. While invariance and equivariance are very important properties, other
authors have defined measures for other properties such as feature complexity, invertibility, selectivity,
capacity, and attention [33, 34, 35].

3. Measures

In this section, we define the Invariance measures along with a general framework for defining new
transformational measures.

3.1. General framework
Our objective is to compute a measure of the activations of a model f with respect to a set of transfor-

mations T of its input x. In this case, our measures will be of invariance, but they could also target another
type of property.
Given an input x, a neural network model contains computes many intermediate or hidden values, which

we will call a1(x), … , ak(x). In the interest of brevity, we will call such values ai(x) activations of the network
f. This term is not to be confused with activation functions such as ReLU or TanH. An activation can be
the result of applying an activation function to a tensor, or simply the output of a convolutional or fully
connected layer. Note that x always refers to the input of the whole network, and never to the input of an
intermediate layer, as shown in Figure 3.
For example, let f be a two-layered network with a convolutional layer followed by a ReLU activation

function and a fully connected layer. The output of a convolutional layer contains H × W × C scalar
activations. After applying the ReLU, we obtain another set of H×W×C activations. By applying a flatten
operation followed by a fully connected layer with D neurons to the output of the convolutional layer, we
have another D activations. Therefore, there are k = H ∗W ∗C+H ∗W ∗C+D activations in this network.
In this case, we have ignored the output of the flatten operation. For appropriate cases such as this,

a subset of activations can be ignored for the computation of the measure, since their output is simply a
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Figure 3: Diagram of a network f with its activations. Given an input x, the network computes its output y = f(x), by calculating
its activations a1(x), … , a6(x). The final output value y is simply the value a6(x). Instead of considering each activation ai as
a function of the output of other activations that feed into it, the activation is viewed as a function of the original input x.

t1 t2 t3 t4
x1

x2

x3

x4

x5

t1 t2 t3 t4

⎡
⎢⎢⎢
⎣

⎤
⎥⎥⎥
⎦

x1 a(t1(x1)) a(t2(x1)) a(t3(x1)) a(t4(x1))
x2 a(t1(x2)) a(t2(x2)) a(t3(x2)) a(t4(x2))
x3 a(t1(x3)) a(t2(x3)) a(t3(x3)) a(t4(x3))
x4 a(t1(x4)) a(t2(x4)) a(t3(x4)) a(t4(x4))
x5 a(t1(x5)) a(t2(x5)) a(t3(x5)) a(t4(x5))

(a) Matrix of samples and
transformations

(b) ST matrix of activations

Figure 4: (a) Matrix of samples and their corresponding transformations given by tj(xi), for n = 5 samples and m = 4
transformations. (b) Corresponding ST matrix containing the activation values corresponding to each input for a single
activation a.

reshape of other activations. In other cases, outputs such as perhaps the activations of a convolutional layer
before the ReLU is applied can also be ignored to reduce the amount of information to analyze.
To measure the invariance of the model f, we measure the invariance of the individual activations

a1(x), … ak(x). Since the measure can be defined for an activation independently of the rest, we will fo-
cus on a single activation which we will denote simply as a(x).

3.2. Sample-Transformation activation matrix (ST)
In order to facilitate the definition of the measures, we define the concept of Sample-Transformations

activation matrices (ST) (Figure 4), which provide the main context and notation for the transformational
measures.
Given an activation a, a set of n samples X = [ x1 … xn ] and a set of m transformations T = [ t1 … tm ]

defined over X, we can compute the value of a for all the possible transformations of the samples.
Let xi,j = tj(xi) be the sample obtained by applying transformation tj ∈ T to input xi ∈ X. Given a, we

define the sample-transformations activation matrix ST(a,X,T) of size n×m as follows:
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Figure 5: a) Cube of activation values for a network. b) The result of a forward pass for a single sample and transformation.
c) Slice of the activations cube that corresponds to the ST a single output.

ST(a,X,T)i,j = a(xi,j) = a(tj(xi)) (4)

For simplicity, we will refer to ST(a,X,T) as ST(a) or simply ST whenever the context clearly determines
a or X and T. Note that ST resembles the matrix of observations employed in a one-way ANOVA, where
each transformation can be considered as a different treatment.
For a network f with k different activations, there are k associated ST matrices, which together form an

m× n× k cube (Figure 5).
Note that the result of a traditional forward pass only provides a small subset of the values of the ST

matrix needed to compute a measure. Therefore the computation of the ST matrix must be performed in
an online fashion for practical use to avoid storing all the activations for all the combinations of samples
and transformations.
In the following subsections, we define three invariance measures based on the ST matrix, each based on

different concepts. The ANOVA measure (section 3.3) uses the traditional analysis of variance procedure to
determine if an activation is invariant or not assuming the various transformations are similar to treatments
in an ANOVA setting. Variance-based measures [29] (section 3.4) use the common sample variance or
standard deviation of each activation to quantify its invariance. Distance-based measures (section 3.6)
compare the distance between activations to quantify how much they change under transformation of the
inputs.

3.3. ANOVA Measure
The Analysis of Variance (ANOVA) is a statistical hypothesis testing method [36]. It is used to analyze

samples of different groups. ANOVA can establish if the means for different groups of samples, called
treatments, are statistically similar. While ANOVA is a parametric method, it has mild assumptions and
is robust to violations of normality, especially with large sample sizes such as those available for machine
learning datasets [36].
One-way ANOVA employs a matrix of observations that contain n rows and m columns, where each row

corresponds to a sample, and m observations correspond to treatments that have been applied independently.
The null hypothesis in ANOVA states that the means are the same for the different treatments/columns.
Hence, we can adapt the interpretation of the method for invariance testing. The ST matrix can be inter-
preted as the matrix of observations in one-way ANOVA, where each treatment is a different transformation.
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Therefore, the null hypothesis is equivalent to invariance, since transformations do not affect the activation.
On the other hand, if the null hypothesis is rejected for an activation, then it is not invariant.
We define the ANOVA measure (AM) simply as the application of the one-way ANOVA procedure

to the ST matrix of each activation, independently. Therefore, the only parameter of the measure is the
significance value of the test, 𝛼.
While the ANOVA tests are independent for each activation, the number of activations in a NN is quite

large. Therefore, in the cases where the invariance of various activations is evaluated in tandem, we must
apply a Bonferroni correction [36] to 𝛼 to account for the large number of corresponding hypothesis tests.
Finally, in order to be consistent with the rest of the measures, when the ANOVA measure detects a variant
activation (rejection of null hypothesis) it outputs 1 as a result and 0 otherwise.
The choice of invariance as the null hypothesis can be considered strange since in general it is a property

models are not assumed to have a priori. However, in many cases, the models that are being measured
have been trained or designed for invariance. Therefore, while both approaches have their merits, using
invariance as the null hypothesis can be more appropriate in many cases.
The computation of the ANOVA requires two iterations over the ST matrix. The first iteration computes

the means for each treatment/transformation; the second, the within-group sum of squares. Both iterations
are performed iterating first over transformations and then over samples, that is, iterating over the rows of
the ST matrix.

3.4. Variance-based Invariance Measures
Variance-based invariance measures use the variance of an activation as an approximate notion of in-

variance. The variance Var is a function with range [0, ∞). Therefore, we can consider an activation as
exactly invariant to a set of transformations T if its variance is 0 with respect to the input x after being
transformed by elements of T. Values greater than 0 indicate different degrees of lack of invariance. Since
the variance with respect to the transformations depends on the scale of the activations, which can vary
between activations, layers, and datasets, we measure two different sources of variance, Transformation
Variance and Sample Variance, each computed by varying the transformations and samples, respectively.
Afterward, these two variances are combined to obtain a normalized Normalized Variance measure which
is dimensionless and can be used to compare the invariance of different activations. The following section
describes the three measures and their relationship.

3.4.1. Transformation Variance Measure
The Transformation Variance (TV) of an activation a is defined as the mean variance of an activation,

where the mean is computed over the set of samples and the variance over the set of transformations. This
is equivalent to computing the average variance of each row in the ST matrix (equation [5]).

TV = Mean⎛⎜
⎝

⎡⎢
⎣

Var(ST[1, ∶])
⋯

Var(ST[n, ∶])
⎤⎥
⎦

⎞⎟
⎠

(5)

Where:

• ST[i, ∶] = [ ST[i,1] ⋯ ST[i,m] ] is a vector containing row i of ST(a).

• Var([ x1 ⋯ xn ]) = ∑n
i=1 xi−x̄
n−1 is the standard sample variance defined over a vector of observations

[ x1 ⋯ xn ].

• x̄ = Mean([ x1 ⋯ xn ]) = ∑n
i=1 xi
n is the standard sample mean.

Each row i of the ST matrix contains the activations for sample xi and all transformations (equation [4]
and figure 4). Therefore, the variance is computed over the activations for different transformations; and
the mean over samples. Should the activation be completely invariant to T, all the values in each row would
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⎣
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⎠

Figure 6: Calculation of the Transformation Variance measure for n = 5 samples and m = 4 transformations. First, (1) the
variance of each row (over transformations) is calculated; then, (2) the mean of each column (over samples).

(a) (b) (c)

Figure 7: (a) Transformation Variance, (b) Sample Variance and (c) Normalized Variance of each activation of the ResNet
model. The transformation set for this example is a set of 16 rotations distributed uniformly between 0∘ and 360∘, and the
dataset is the test set of CIFAR10.

be equal and therefore the variance of each row would be 0. In this way, if an activation is invariant to
transformations then its transformational variance is 0.
Figure 7 (a) shows a visualization of the values of the Transformation Variance for all activations of

the network in terms of a specialized heatmap. The heatmap is organized first by columns, where each
column corresponds to a layer. Within each layer/column, there is a cell for each activation of the layer.
Cell colors correspond to different levels of invariance. Values in green indicate outliers. Each layer/column
can have a different number of activations and therefore rows. Since the order of activations within each
layer is arbitrary, there is no row-structure in the image. Only layers of activation functions have the same
structure as the previous layer because they act element-wise.
For layers that output a set of feature maps (convolutional, max-pooling, etc), we calculate the mean

invariance over the spatial dimensions of each feature map. Therefore, if a layer’s activation has size
H×W× C, this tensor is collapsed into a C size vector (see section 3.5 for more details).
Using Welford’s running mean and variance equations [37], computing the Transformation Variance

requires a single iteration through the rows of ST, and therefore the running time is 𝒪(k× n×m).
The Transformation Variance is measured in units of the activation a. When TV(a) = 0 the activation

is invariant to transformations. However, if TV(a) > 0 there is no clear interpretation for that value since
the unit of the activation depends on both the samples employed and the parameters of the model, which
may vary overmuch as can be observed in Figure 7 (a). To neutralize this unwanted source of variability,
we can normalize the Transformation Variance values. We propose using the Sample Variance, as defined
below, to divide the Transformation Variance and obtain a Normalized Variance measure.

3.4.2. Sample Variance Measure
The Sample Variance (SV) is the conceptual transpose of the Transformation Variance. It is equivalent

to computing the Transformation Variance on the transpose of the ST matrix. Therefore, instead of com-
puting the variance of each row(variance over transformations) and then computing the mean of the result,
the Sample Variance is obtained by first computing the variance of each column (variance over samples with
the same transformation), and then the mean over the resulting row vector (8).
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Figure 8: Calculation of the Sample Variance measure for n = 5 samples and m = 4 transformations. First, the variance of
each column (over samples) is calculated; then, the mean of each row (over transformations).

Equation 6 shows the formal definition of the Transformation Variance for an activation a in terms of
its ST matrix.

SV = Mean ([Var(ST[∶, 1]) ⋯ Var(ST[∶,m] )]) (6)

While the Transformation Variance measures the variance due to the transformations of the samples, the
Sample Variance measures the variance due to the natural variability of the domain. Figure 7 (b) shows the
results of calculating the Sample Variance as a heatmap. Note that the order of magnitude of the values of
the Sample Variance is similar to that of the Transformation Variance, and also depends on the layer and
activation.
Using running mean and variance equations, computing the Sample Variance requires a single iteration

through the columns of ST, and therefore the running time is also 𝒪(k× n×m).

3.4.3. Normalized Variance Measure
The Normalized Variance (NV) is simply the ratio between the Transformation Variance (equation

5) and the Sample Variance (equation 6) 2:

NV(a) = TV(a)
SV(a)

=
1
n ∑n

i=1Var(ST(a)[i, ∶])
1
m ∑m

i=1Var(ST(a)[∶, i])
(7)

The Normalized Variance is therefore a ratio that weights the variability due to the transformation with
the sample variability. Since both have the same unit, the result is a dimensionless value. Figure 7 (c) shows
the result of the Normalized Variance measure.
The computation of NV requires only two loops over the ST matrix, a transformation-first loop to

compute the Transformation Variance, and a samples-first loop to compute the Sample Variance. Therefore,
its running time is also 𝒪(k× n×m).

Interpretation of values of the Normalized Variance. We can analyse the possible values of NV as follows:

• If NV(a) = 0, then TV(a) = 0 and the activation is clearly invariant.

• If NV(a) < 1, the variance due to the transformations is less than that due to the samples, and so we
can consider the activation to be approximately invariant.

• If NV(a) > 1 the same reasoning applies, but with the opposite conclusion.

• If NV(a) = 1, then both variances are in equilibrium, and there’s no distinction between sample
and transformation variability. In this case, it is possible that the dataset/domain naturally contains
transformed samples, or simply that the model was trained in such a way that these values are similar.

Note that we can only interpret NV(a) in terms of relative invariance. For example, if NV(a) = 0.5, then
the sample variance is twice the transformation variance.

2Note that the Normalized Variance measure corresponds to the V measure previously described by the authors in [29]
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Special cases in the computation of the Normalized Variance measure. In cases where both TV(a) = 0 and
SV(a) = 0, we have the very definition of dead activations which do not respond to any pattern. Therefore
these have no use for the network, and so we set NV = 1 as a compromise. Alternatively, when SV(a) = 0
but TV(a) > 0 we set NV(a) = +∞. This case is similar to the previous one but the transformations
do make the activation vary in this case, possibly because they generate samples outside of the original
distribution, and therefore indicate anomalous behavior in the activation.
Both cases can occur in common datasets, especially if they are synthetic or have been heavily prepro-

cessed. For example, if all images in a dataset contain a black background and centered objects, it is likely
that activations corresponding to the borders of feature maps, especially in the first layers, are trained to
expect black pixels. However, transformations such as scale or translation can cause a shift in distribution
so that the borders of some transformed images now contain non-black pixels. Hence the feature maps will
possibly have non-zero activations in their edges so that SV(a) ∼ 0 but TV(a) > 0.

Alternative definitions of NV. The definition of NV may seem arbitrary at first. Indeed, it would be
possible, for example, to further transform the result of the measure, for example using a logistic function
to squash the measure to the interval [0, 1), so that NV(a) = 0.5 indicates equilibrium between TV and
SV. We deliberately choose not to do this in order to preserve the notion that we lack a proper theory of
approximate invariance to interpret these values.
Also, we preserve the definition in which NV(a) = 0 indicates invariance, since it reinforces the notion

that we are calculating the variance of the activations.
We considered other alternatives such as NV(a) = logistic(TV(a) − SV(a)), but prefer the definition in

which NV can be interpreted as a ratio. Since the variance or standard deviation depends on the scale of
the activations, using the difference TV(a) −SV(a) would still tie the value of the measure to the scale. The
coefficient of variation 𝜎

𝜇 could also be a viable alternative, but it would pose difficulties for many networks
that are designed so that 𝜇 = 0 for their activations.
Finally, for numerical stability reasons, we can replace the variance function for the standard deviation

for the actual computation of the measure with only a slight overhead and no difference in its interpretation.

3.5. Measure specialization for Feature maps
Some types of layers can require specialization of the measures to obtain more useful results. Convolu-

tional layers currently provide state of the art performance for several types of data including images. We
describe a specialization of the variance measures for 2D convolutional layers since these are typically used
with images; generalizing to 1D or ND convolutions is simple from this particular case.
Typical 2D convolutional layers output Kf feature maps, each of size H ×W. Therefore, the number

of individual activations is Kf × H × W, which can be considerably large for inputs with high spatial
resolution. More importantly, the activations of a feature map have a spatial structure, which if ignored
can yield uninteresting or incorrect results. For example, for object classification, the borders of the feature
map usually yield little information, and analyzing them individually for invariance can be misleading or
uninteresting.
Alternatively, we can measure the variance of feature maps by first aggregating the variance over the

spatial dimensions. Given feature map F of size H ×W such that F(i, j) is the activation in the i, j spatial
coordinates, we can define TV(F) and SV(F) as (see Equation 8):

TV(F) = 1
H×W

H
∑
i=1

W
∑
j=1
TV(F(i, j)) = E

SV(F) = 1
H×W

H
∑
i=1

W
∑
j=1
SV(F(i, j))

NV(F) = TV(F)
SV(F)

(8)
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Note that in the case of the NV measure, the aggregation is done at the level of the TV and SV
measures, before the normalization. The alternative definition NVafter (equation 9) is also possible but
introduces potential problems, since individual ratios TV(F(i,j))

SV(F(i,j)) can vary wildly and produce less consistent
values.

NVafter(F) = 1
H×W

H
∑
i=1

H
∑
i=1

W
∑
j=1
NV(F(i, j)) (9)

We chose to aggregate the variances of the feature map via the mean of the measures of each activation
in the feature maps, so that TV(F) and SV(F) represent its mean variance. Alternatives for the aggregation
could include max, min, sum or other such functions. Since feature maps are generally sparse[38], and
given that filters may be active only in certain spatial regions, aggregating activations via the min of the
activations instead of the mean would significantly underestimate the variance of the feature map; choosing
max may cause the inverse problem. Note that for the NV measure, the sum would yield the same result as
the mean (equation [8]), but not for TV or SV; in those cases, using the mean might be useful to disentangle
the value of the measure from the size of the feature map.

3.6. Distance-based Invariance Measures
The previously shown variance-based measures use the variance as an indicator of invariance, quantifying

deviations from the mean. This implies the assumption that the distribution of activations is roughly
unimodal. However, in some cases, that assumption may be incorrect. For example, when the samples are
drawn from different classes of objects, some activations may be triggered only by some subset of the classes.
Distance-based measures are similar to variance methods, but instead of calculating the variance, they

employ a distance function between activations for different transformations or samples. By computing
the distance between all pairs of activations, there are no assumptions of unimodality, and an appropriate
distance function can be employed for different types of activations.
In the same way as with the variance measures, we define the TransformationDistance (TD), SampleDistance

(SD) and NormalizedDistance (ND) measures using distance functions as follows (Equation 10)

TD(a) = Mean ([ D(ST[1,∶]) ⋯ D(ST[n,∶]) ])
SD(a) = Mean ([ D(ST[∶,1]) ⋯ D(ST[∶,m]) ])

ND(a) = TD(a)
SD(a)

(10)

Where D computes the mean distances between all values of a vector. Given an arbitrary distance
function d ∶ R2 → R, D is defined as:

D([ x1 … xn ]) =
∑n

i=1 ∑n
j=1 d(xi, xj)
n2 (11)

The distance measures calculate the average pairwise distances between activations either row-wise
(Transformation Distance) or column-wise (Sample Distance), analogously to the Transformation Variance
and Sample Variance measures. If an activation is completely invariant to a transformation, the mean
distance between the activations for all transformations of a sample (D(ST[i, ∶])) will be 0. Therefore the
Transformation Distance will be 0, and so will the Normalized Distance.
If the activation is approximately invariant, the mean distance between transformed samples will quantify

this, and the mean distance between samples will quantify the degree of invariance.

13



#Activations Batch Size Activations (MB)
1M 8 32
1M 64 256
1M 512 2048
10M 8 320
10M 64 2560
10M 512 20480

Figure 9: Maximum RAM usage for the calculation of the Normalized Variance and Normalized Distance, assuming float32
precision for activations.

Approximation of the average distance. The full computation of all distances between transformations and
samples can be prohibitive. Such distance matrix would have size n× n for the sample variance and m×m
for the transformation variance. While the mean distance does not require storing all distance values, it
does require storing all k activations. As discussed before, the computation of the ST matrix must be done
online. Therefore, we must employ an approximation to compute the mean distances. Since looping over
the ST matrix is done by batches, it is straightforward to only compute distances for samples in the same
batch. In this way, we approximate the mean of the full distance matrix by only computing the mean of the
distances between blocks of the distance matrix.
A more principled approach would involve computing a low-rank approximation of the full euclidean

distance matrix and then computing the mean distances [39]. However, the current best randomized algo-
rithms for a single matrix are 𝒪(n+m) [40], which would render the computation of the measure impractical
given a large number k of activations.

3.6.1. Running time
Analogously to the Normalized Variance case, the computation of the Normalized Distance requires two

iterations over the ST matrix, one for the Transformation Distance and another for the Sample Distance.
Given that in this case we are computing distances between all elements of a batch, the algorithm is
𝒪(b2 × n×m

b × k), where b is the batch size and k the number of activations.
Distance-based measures have an additional runtime factor b, compared with variance-based measures.

The greater the value of b, the better the approximation, but also the running time and storage, since the
computation of the mean pairwise distance is O(b2). Figure 9 shows examples of ram usage for typical
networks.
The batch size b is strongly limited by the amount of RAM memory required to store activations,

whether in CPU or GPU. Therefore, the approximation is, in principle, limited by the storage capacity.
Nevertheless, several passes can be made to improve the approximation if required. By changing the order
of iteration of the samples or transformations and aggregating the results of each pass, we can effectively
sample more values of the distance matrix. Consequently, distance-based measures can choose the batch
size independently from the desired number of samples for the approximation.

Relationship between variance and squared euclidean distance. In the case of the squared euclidean distance
measure, it is well known that the variance and distance computations are equivalent, and so are the
measures, as per equation [12]. In this particular case, we can avoid the approximation introduced by
sparsely sampling the distance matrix by simply computing variance-based measures.
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D([ x1 … xn ]) =
∑n

i=1 ∑n
j=1(xi − xj)2

n2

= 2n
∑n

i=1(xi −Mean([ x1 … xn ]))2

n2

= 2
∑n

i=1(xi −Mean([ x1 … xn ]))2

n
= 2Var([ x1 … xn ])

(12)

Feature maps. As mentioned before, measuring the invariance of each activation of a feature map may
be undesirable, since the feature map has a spatial structure. The method described for the Normalized
Variance measure to calculate the variance of feature maps (Section 3.5) is also valid for the distance measure
(equation 13). That is, we can calculate the distance measure of each individual activation ND(F(i, j)) in a
feature map F and then sum the individual measures.

TD(F) = 1
H×W

H
∑
i=1

W
∑
j=1
TD(F(i, j))

SD(F) = 1
H×W

H
∑
i=1

W
∑
j=1
SD(F(i, j))

ND(F) = TD(F)
SD(F)

(13)

The advantage of a distance-based measure, however, is that we can use specialized distances for each
type of activation or layer. Note that these distances can now be not between individual activations of
a feature map, but between entire feature maps. Therefore, we may employ any image-based distance
measure. For example, we can compare entire feature maps with a semantic distance measure such as the
Frechet-Inception distance [41] and obtain pairwise distances between them.
Let F be a feature map, and ST(F) be a n×m matrix as before, but now each element ST(F)[i, j] ∈ Rh×w

consists of the feature map calculated from sample i after applying transformation j. Then we can define
TD, SD and ND in a similar fashion as equation [10], but for feature maps F (equation [14]).

TD(F) = Mean ([ D(ST(F)[1,∶]) ⋯ D(ST(F)[n,∶]) ])
SD(F) = Mean ([ D(ST(F)[∶,1]) ⋯ D(ST(F)[∶,m]) ])

ND(F) = TD(a)
SD(a)

(14)

Where now d is a distance function between feature maps (Rh×w) instead of real numbers:

D([ F1 … Fn ]) =
∑n

i=1 ∑n
j=1 d(Fi,Fj)
n2 (15)

4. Validation of the measures

In this section, we validate the Normalized Variance measure in terms of its ability to detect invariances
in the models and compare it to the Goodfellow and ANOVA measures. We also present results that show the
need for the normalization scheme in the Normalized Variance measure. Finally, we measure its sensitivity
to random initializations of the models’ weights, to ensure that the results of the measure do not depend
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Figure 10: General diagram for our experimental methodology. We train a model using a dataset A applying data augmentation
with transformation set B. The resulting model is therefore invariant to B. Afterwards, we measure the invariance of the trained
model using dataset A’ and transformation set B’. In most experiments, the training and measuring datasets are the same, as
well as the transformations A and B.

overmuch on the training procedure itself and specific final weights, but on the choice of model, dataset,
transformations, and other hyperparameters.
We focus on the Normalized Variance measure because it is the most efficient. Also, given that the

Normalized Distance can be seen as an approximation of the Normalized Variance for the euclidean distance,
many conclusions about the Normalized Variance will be true for the Normalized Distance as well. First, we
perform qualitative and quantitative experiments to determine if indeed the Normalized Variance measure
is capable of measuring the desired property (invariance). Afterward, we study the general behavior of the
measure in terms of its dependence on weight initialization and the dataset and transformation set sizes.
While the measures can be employed to analyze any type of model or input type, in this work we focus on

image classification problems since transformations in this domain are more easily understood and defined,
particularly affine transformations, using CNNs.
The general methodology of our experiments (figure 10) consists of training a model with a given dataset

A and a set of transformations B used for data augmentation to force the network to acquire invariance to
B during training [42, 22]. Afterward, we evaluate measures using the trained model with another dataset
A’ and a set of transformations B’. We note that in many cases, A=A’ and B=B’, so that the same datasets
and transformations are used both for training and measuring.
We now describe the datasets, transformations, and models used in the experiments and analyses. All

experiments can be replicated with code available at https://github.com/facundoq/transformational_
measures_experiments.

4.1. Experimental setup
4.1.1. Datasets
All of our experiments use MNIST and CIFAR10. Both datasets are well known and we expect any

analysis performed on them is easy to understand and relate to existing methods. Also, both are small
datasets to ease the computational burden. While MNIST is somewhat toy-like, it provides more inter-
pretable results. Since all models obtain an accuracy near 100 for the test set on MNIST, this dataset allows
evaluating the results of the measure in a near-perfect accuracy scenario. CIFAR10, on the other hand,
consists of more complex natural images that complement the analysis, since the model achieves accuracies
around 75% in most cases.
Invariance can be measured using the training or test subsets, in the same way as other metrics such as

accuracy or mean squared error. For invariance, however, it is not clear that the test subset is always more
appropriate to understand a model. The training set invariance shows how the model learned the invariance
of the model, and the test set invariance shows how this model’s invariance representation generalizes to
new data from a similar distribution.
Nonetheless, we have experimented measuring invariance with the train and test subsets (not shown for

brevity) and we have found that for the MNIST and CIFAR10 datasets the invariance measures yield the
same results for both subsets. Therefore, we choose to measure the invariance on the standard test sets
of MNIST and CIFAR10, which can provide stronger assurances on the generality of the invariance of the
model.
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4.1.2. Transformations
We chose three common transformation sets used throughout the experiments: rotations, scalings, and

translations. These sets represent common affine transformations and therefore provide a wide range of
diversity in order to establish properties of the measures independently of the specific transformations used.
In all cases, the transformation sets include the identity transformation.

1. Rotation (25 transformations), discretized into 25 distinct angles (including 0∘). Rotations are always
with respect to the center of the image.

2. Scaling (25 transformations). We scaled images by a set of 8 scale factors chosen uniformly from
(0.5, 1.25). We generate all possible combinations of these factors so that for each factor s, we scale
the image by (1, s), (s, 1) and (s, s), where (sh, sw) indicate the scaling factors for the height and width
of the image, respectively. Thus, we modify the aspect ratio in 2

3 of the transformations. Note that we
scale the contents of the image but the size is kept constant. When downscaling, we fill the borders
with reflections instead of filling them with a constant color to maintain the original distribution of
the pixels as much as possible. The scale factors are chosen asymetrically (0.5 vs 1.25) since upscaling
the image by more than 1.25 tends to remove important parts of the object.

3. Translation (25 transformations): We used 3 translation factors: 15%, 10% and 5%. For each trans-
lation factor t, we translate the images by [ (−t,−t) (−t,t) (t,−t) (t,t) (0,t) (t,0) (0,−t) (−t,0) ],for a total of
8 ∗ 3 = 24 non-identity translation transformations.

We will refer to these simply as the rotation, scale, translation sets. Figure 11 shows examples of all sets
for MNIST and CIFAR10.
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Figure 11: Samples of MNIST (top row) and CIFAR10 (bottom row) for each set of transformations.
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Figure 12: Architecture of the SimpleConv model. The model is a typical CNN with convolutional, max-pooling and fully
connected layers.

4.1.3. Models
For most of the experiments we use the SimpleConv model, shown in figure 12. It is a simple model

consisting of traditional Convolution (Conv), MaxPooling (MaxPool), and Fully Connected (FC) layers.
The activation functions are all ELU, except for the final Softmax. All convolutions have stride = 1 and
kernelsize = 3 × 3. MaxPooling layers are 2D and use stride = 2 and kernelsize = 2 × 2. SimpleConv was
the simplest model we found with only three layers that obtains 80% accuracy in CIFAR, which is not state
of the art but of similar accuracy to other more complex models. Limiting the design to only these layers
applied in a feedforward fashion also facilitates the analysis.
Since our goal is not to obtain state-of-the-art accuracies, to prioritize consistency and simplicity we

employed the AdamW optimizer [43] with a learning rate of 10−4 to train the models. The number of
epochs used to train each model was determined separately for every dataset and set of transformations to
ensure the model converges. To this effect, a base number of epochs was chosen for every model/dataset
combination. To account for the difficulty of learning more transformations of the data augmentation of the
training set, that number of epochs was multiplied by log(m), where m is the size of the transformation set.
Given that CIFAR10 is a more challenging dataset than MNIST, the models for MNIST have been

modified to use half the number of filters/features than for CIFAR10 in all layers. Since effective invariance
cannot be separated from accuracy, we verified that in all cases the accuracy of the models was superior to
95% on MNIST, and to 75% on CIFAR10.

4.1.4. Visualization
While comparing the full result of the measure (as a heatmap or other representation) between different

models would yield the most detailed information, comparing individual activations of different trained
models is very hard given that their function changes for different sets of trained weights. Since our objective
is to compare measures/models and many experiments require different trained instances of the same model,
we present the results of the measures aggregated by layers, which are more stable in their function. The
aggregation consists of computing the mean value of the measure for all activation of each layer, and we
plot the resulting means, as show in figure 14. This aggregation, therefore, allows a high-level view of the
invariance of a model, which is ideal for comparing the results of different models.

4.2. Comparison of measures
We compare the invariance values for different measures to gauge their differences. Figure 15 shows the

Normalized Variance (NV), Goodfellow (GF) and ANOVA measures on the SimpleConv model.
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MNIST CIFAR10

Figure 13: Accuracies for the SimpleConv model on MNIST and CIFAR10 for the 3 sets of transformations.

Heatmap Average by layer

Figure 14: Values of the Normalized Variance measure for the SimpleConv model trained and measured with the MNIST
dataset and rotation transformations. The results are visualized via a heatmap showing the full set of values (left) and a plot
showing the mean value for each layer (right).

The ANOVA measure is insensitive to the variance of the model. It rejects the null hypothesis in almost
all cases and therefore considers all activations as variant (value of 1). We note that to compute the ANOVA
measure we used a Bonferroni correction with 𝛼 = 0.99 to account for the multiple hypotheses tested.
The Goodfellow measure shows less invariance for convolutional layers than for the subsequent activation

function. As we show in appendix Appendix A, activation functions such as ELU never increase the variance,
and therefore this suggests that the Goodfellow measure may not be a good indicator of the invariance of
the model.
We note that in order to calculate the Goodfellow measure [7] in a reasonable time, we adapted the

original algorithm to determine the threshold t so that instead of calculating the 1% percentile, we calculate
the value z for which a normal distribution satisfies P(f ≤ z∗) = 0.01. Afterward, we employ z∗ as the
threshold t in the original algorithm. In this way, we avoid having to store all activations to calculate the
percentile, which would be computationally prohibiting for large models, datasets, or transformations sets.
Nonetheless, the interpretation remains the same since this alternative may change the value of the threshold
but not the way the measure is computed.
The ANOVA measure is very sensitive to violations of invariance and therefore not very useful for

measuring that property. However, it does serve as a principled first approach to defining an invariance
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Figure 15: Comparison of normalized measures Normalized Variance (NV), Goodfellow and ANOVA for the SimpleConv model.

measure.

4.3. Normalization of Normalized Variance
The Transformation Variance measure by itself is a useful measure of invariance. However, its values are

not normalized in any way and comparisons between models or layers can be difficult. Figure 16 shows the
results of the Transformation Variance and Sample Variance measures. The models were trained with data
augmentation with a set of transformations T and then the TransformationVariance and SampleVariance
were also calculated with respect to T.
The magnitudes of both measures are similar for the same layer but quite different between datasets

and mildly different between transformations. We note as well that the magnitudes vary significantly
across layers. The units of the activations of convolutional layers are significantly lower than those of fully
connected layers, hence the lower variance. Therefore, comparing the values of the Transformation Variance
for convolutional and linear layers is difficult. The variance for models on MNIST is also much lower than
the variance for models trained on CIFAR10. This is expected given that the background for MNIST
images is much more uniform but still makes comparisons between datasets difficult. This confirms our
claims in section 3 on the importance of normalizing the Transformation Variance to obtain values that are
interpretable across layers, datasets, and transformations.

4.4. Dependence on size of dataset and transformations
We analyze the Normalized Variance measure in terms of the datasets and transformation sets used

to measure it, varying their size systematically and independently. In this way, we can gain an initial
understanding of the computational requirements of the measures. In this case, we consider as reference the
value of the measure computed with 2304 samples and transformations. As figure 17 shows, the relative error
between computing the measure with both 2304 samples and transformations (∼ 5300000 values in the ST
matrix) is at most 10.6% with respect to computing the measure with only 24 samples and transformations
(∼ 600 values in the ST matrix). As a middle ground, choosing 385 samples and transformations yields a
relative error of at most %1.5 with only ∼ 160000 values in the ST matrix, which seems a reasonable tradeoff.
We also note that errors always decrease when increasing either the number of samples or transformations,
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Figure 16: Comparison of unnormalized measures Transformation Variance and Sample Variance for the SimpleConv model.
The scale of the values of the measure differ with the choice of dataset and transformation set.

indicating a convergence with larger sizes. This indicates that the measure is well behaved in its dependence
on the size of the dataset and transformation set.

4.5. Correlation between invariance and measures
While an invariance measure can be theoretically sound, it may not be useful in practice if has poor

sensitivity to the changes in the model’s invariance. However, there are no previously proposed methods or
tests to validate the appropriateness of an invariance measure.
In order to verify the correlation of the Normalized Variance measure, we use the fact that models

trained without data augmentation have very low accuracy when evaluated on transformed samples[29].
Models trained with data augmentation, on the other hand, mostly recover the lost performance. Therefore,
we expect the latter models to possess more invariance in their activations, or at the very least in the final
Softmax layer [42, 22]. In this way, we can determine if the measures are sensitive to small changes in
invariance, and furthermore, if they show a positive correlation between the amount of data augmentation
in training and the measured invariance.
With these assumptions, we can train different models with subsequently more complex transformations

of the same type. Then, we measure the invariance of each model with respect to the most complex of these
transformations. Ideally, the measure should detect the increase of invariance in the subsequent models.
Figure 18 shows the results for the different training transformations complexity for the Normalized

Variance measure. The measure was always evaluated with the most complex of the transformation sets.
We can observe that the Normalized Variance measure captures the increasing invariance of the model’s
activations. The change in invariance appears to occur mostly in the linear layers and occasionally but less
significantly in the last convolutional layers.
The Goodfellow measure (figure 19), on the other hand, fails to capture this relationship, and even more,

it measures less invariance for models trained with data augmentation in many cases.

4.6. Stability of the Normalized Variance measure
To study the effect of the random initialization of the model on the stability of the measure, we trained

N=30 instances of each model using the same architecture, dataset, and set of transformations, until con-
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Figure 17: Relative error between the Normalized Variance of the same trained model, type of transformations and data, but
varying the size of the transformation set and dataset. The relative error is computed with respect to the values of the measure
computed with the largest transformation set/dataset combination.
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Figure 18: Normalized Variance measure of SimpleConv models trained with different sets of transformation (including a
singleton set with the identity transformation, which corresponds to no data augmentation). The models were evaluated with
the most complex transformation set in each case.
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Figure 19: Goodfellow measure of SimpleConv models trained with different transformations (including a singleton set with
the identity transformation, which corresponds to no data augmentation. The models were evaluated with the most complex
transformation in each case.

vergence. Each model was initialized with different random weights. Afterward, each trained model was
evaluated with the Normalized Variance measure.
Since comparing the representations of each model instance directly is difficult [44], we perform a N-

Sample Anderson-Darling test to verify if the distribution of invariance of the N models is the same or
if it differs [45]. The tests are performed by layer, so that we obtain a p-value for each layer. A higher
p-value indicates that the distribution for that layer is not the same for all models. Note that p-values are
expressed in terms of type-I errors, since the null hypothesis is that all N models have the same distribution
of invariance. However, given the large number of models we are comparing, the chances of finding any two
models with a different distribution grows as the number of models increases. Therefore, by using a large N
in this case we are also substantially reducing the chance of type-II errors.
The results (figure 20) suggest that the measures vary very slightly with respect to the initialization.

Only a few cases we encounter p-values larger than 0.1%. This indicates that the pattern of mean invariance
per layer is an emergent property despite the random initialization of the network weights. Therefore, this
pattern might mostly depend only on the model architecture, dataset, and transformation.
In any case, the stability of the measures with respect to the initialization is a desirable property, given

that it is not always computationally possible to repeatedly train models to achieve a greater degree of
certainty of the invariance of a model.
Also, note that the pattern of invariance does vary when changing either the transformation or dataset.

This indicates that different transformations may require different ways of encoding the invariance, and also
that the invariance to a set of transformations is actually specialized for the a specific dataset. This has
consequences in terms of the transferability of the representations.

Random Weights. While evaluating the measure with different trained models indicates if it is stable for
different initializations, it is also interesting to understand the base invariance of an untrained model and if
it varies significantly for different initializations. Therefore, we measured the Normalized Variance of N = 30
different initializations of the same model. As figure 21 shows, similarly to the trained case, the values of
the measure for different untrained weights does not differ significantly. This reinforces the view that the
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Figure 20: Stability of the Normalized Variance measure for the SimpleConv model. Each color line in each plot corresponds to
the invariance obtained by different models with the same architecture. The dashed line black shows the mean values. Vertical
black bars indicate standard deviation (very low in most cases). Additionally,

distribution of invariance of each layer is dictated mostly by the model, dataset, and transformation set,
and not the specific set of weights of the model.
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Figure 21: Normalized Variance measure for untrained models with different initializations. Each color line in each plot
corresponds to the invariance obtained by different models with the same architecture. The dashed line black shows the mean
values. Vertical black bars indicate standard deviation.
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Invariance while training. To complement this view, we can attempt to understand the dynamics of learning
invariances. Therefore, we computed invariance measures at regular intervals while the models were being
trained. The regular intervals were chosen as percentages of the total number of epochs. We use the
percentages 0%, 1%, 3%, 5%, 10%, 30%, 50%, 100% for all datasets/transformations.
Figure 22 shows the distribution of the invariance over the layers of a model while it is being trained.

In all cases, we can observe that after the first one or two epochs, the invariance structure of the network
remains mostly fixed. Also, this structure is different from the structure of the networks at epoch 0, that is,
with random, untrained weights.
The variance of the lower convolutional layers changes only slightly throughout the training. That of the

final convolutional layers and the FC layers does change more significantly during training, mostly becoming
smaller. In the case of MNIST, this transition is much weaker faster for CIFAR10, possibly because of the
different complexities of the dataset.
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Figure 22: Comparison of the Normalized Variance measures for the SimpleConv model. Each line in each plot corresponds
to the same model in a different epoch. Percentages indicate the corresponding test set accuracy in that epoch. For MNIST,
train percentages 0% and 1% were mapped to epoch 0, and 5% and 10% to epoch 1, because of the low number of epochs.

Recalling the stability of the measure for the final values of the weights, the results indicate that given
a fixed dataset, transformation, and model, the distribution of invariance before and after training is quite
similar. Therefore, training with data augmentation forces, through the loss function, models to converge
to a similar invariant representation despite the initial random initialization.

5. Conclusions and future work

Invariance can be a useful or necessary property for a network in different components of its architec-
ture. However, there are several ways to achieve and encode invariance in a network, and there is a need
to understand their differences. This work proposes invariance measures that enable important tools to
investigate these encodings. The measures can be applied to any neural network model, dataset and finite
transformation set.
Along with the measures, we propose experimental methods that take advantage of the network to

analyze non-trivial properties of the networks and their encoding. In this case, our measure can quantify
the invariance in a simpler way that is more interpretable and sensitive than previous approaches.
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Our main findings show that the measures are indeed able to effectively quantify the invariance of a
network. Also, we have shown that the measures are efficient in terms of sample and transformation set
sizes, and stable with respect to the random initialization of network weights.
Furthermore, our first analysis of a simple CNN model, made invariant by data augmentation, revealed

interesting facts about this architecture. For instance, the structure of the invariance of the layers converges
to the same distribution, even when the network’s weights are initialized randomly. Also, the invariance
structure of randomly initialized networks without training is very similar. This indicates that the encoding
of invariance achieved by data augmentation can be stable and reliable.
In future work, we expect to expand the set of measures following a similar approach to also quantify

same-equivariance and equivariance. Another limitation of the presented measures is that they focus on
individual activations to compute the measures, and aggregate these results to perform global analysis in a
simple fashion. It would be interesting to extend these measures to allow them to automatically detect the
transformational structures of the network in terms of groups of activations. This would allow the analysis
with intermediate granularities that lie between analyzing a whole network, layer, or individual activations.
Finally, while the measures apply to any type of neural networks, transformations and datasets, in this

work we restricted ourselves to well-known instances of these objects, such as CNNs, affine transformations,
and the MNIST and CIFAR datasets. Therefore, we are also interested in widening the set of models,
transformations, and domains in which to apply the measure, ranging outside the set of affine transformations
and image classification problems.

Acknowledgments

The Titan X Pascal used for this research was donated by the NVIDIA Corporation.

References

[1] I. Goodfellow, Y. Bengio, A. Courville, Deep Learning, MIT Press, 2016.
URL http://www.deeplearningbook.org

[2] S. Dieleman, J. De Fauw, K. Kavukcuoglu, Exploiting Cyclic Symmetry in Convolutional Neural Networks,
arXiv:1602.02660 [cs]ArXiv: 1602.02660 (Feb. 2016).
URL http://arxiv.org/abs/1602.02660

[3] Q. Xie, Z. Dai, Y. Du, E. Hovy, G. Neubig, Controllable invariance through adversarial feature learning, in: Advances in
Neural Information Processing Systems, 2017, pp. 585–596.

[4] C.-H. Lin, W.-J. Huang, B.-F. Wu, Deep representation alignment network for pose-invariant face recognition, Neurocom-
puting 464 (2021) 485–496. doi:https://doi.org/10.1016/j.neucom.2021.08.103.
URL https://www.sciencedirect.com/science/article/pii/S092523122101300X

[5] M. Véges, V. Varga, A. Lőrincz, 3d human pose estimation with siamese equivariant embedding, Neurocomputing 339
(2019) 194–201. doi:https://doi.org/10.1016/j.neucom.2019.02.029.
URL https://www.sciencedirect.com/science/article/pii/S0925231219302437

[6] C. Xu, Q. Liu, M. Ye, Age invariant face recognition and retrieval by coupled auto-encoder networks, Neurocomputing
222 (2017) 62–71.

[7] I. Goodfellow, H. Lee, Q. V. Le, A. Saxe, A. Y. Ng, Measuring invariances in deep networks, in: Advances in neural
information processing systems, 2009, pp. 646–654.

[8] K. Lenc, A. Vedaldi, Understanding image representations by measuring their equivariance and equivalence,
arXiv:1411.5908 [cs]ArXiv: 1411.5908 (Nov. 2014).
URL http://arxiv.org/abs/1411.5908

[9] W. Shang, K. Sohn, D. Almeida, H. Lee, Understanding and improving convolutional neural networks via concatenated
rectified linear units, in: International Conference on Machine Learning, 2016, pp. 2217–2225.

[10] N. Cammarata, S. Carter, G. Goh, C. Olah, M. Petrov, L. Schubert, Thread: Circuits, Distill 5 (3) (2020) e24.
[11] F. Bucci, F. Lillo, J.-P. Bouchaud, M. Benzaquen, Are trading invariants really invariant? trading costs matter (2019).

arXiv:1902.03457.
[12] A. C. Gilbert, Y. Zhang, K. Lee, Y. Zhang, H. Lee, Towards understanding the invertibility of convolutional neural

networks, Proceeding of the Twenty-Sixth International Joint Conference on Artificial Intelligence (IJCAI) (2017).
[13] M. M. Bronstein, J. Bruna, T. Cohen, P. Velickovic, Geometric deep learning: Grids, groups, graphs, geodesics, and

gauges, CoRR abs/2104.13478 (2021). arXiv:2104.13478.
URL https://arxiv.org/abs/2104.13478

[14] H. Larochelle, D. Erhan, A. Courville, J. Bergstra, Y. Bengio, An empirical evaluation of deep architectures on problems
with many factors of variation, Vol. 227, 2007, pp. 473–480. doi:10.1145/1273496.1273556.

26

http://www.deeplearningbook.org
http://www.deeplearningbook.org
http://arxiv.org/abs/1602.02660
http://arxiv.org/abs/1602.02660
https://www.sciencedirect.com/science/article/pii/S092523122101300X
https://doi.org/https://doi.org/10.1016/j.neucom.2021.08.103
https://www.sciencedirect.com/science/article/pii/S092523122101300X
https://www.sciencedirect.com/science/article/pii/S0925231219302437
https://doi.org/https://doi.org/10.1016/j.neucom.2019.02.029
https://www.sciencedirect.com/science/article/pii/S0925231219302437
http://arxiv.org/abs/1411.5908
http://arxiv.org/abs/1411.5908
http://arxiv.org/abs/1902.03457
https://arxiv.org/abs/2104.13478
https://arxiv.org/abs/2104.13478
http://arxiv.org/abs/2104.13478
https://arxiv.org/abs/2104.13478
https://doi.org/10.1145/1273496.1273556


[15] X. Peng, B. Sun, K. Ali, K. Saenko, Exploring invariances in deep convolutional neural networks using synthetic images,
CoRR, abs/1412.7122 2 (4) (2014).

[16] A. Fawzi, P. Frossard, Manitest: Are classifiers really invariant?, CoRR abs/1507.06535 (2015). arXiv:1507.06535.
URL http://arxiv.org/abs/1507.06535

[17] M. Amorim, F. Bortoloti, P. M. Ciarelli, E. de Oliveira, A. F. de Souza, Analysing rotation-invariance of a log-polar
transformation in convolutional neural networks, in: 2018 International Joint Conference on Neural Networks (IJCNN),
2018, pp. 1–6. doi:10.1109/IJCNN.2018.8489295.

[18] C. Bunne, L. Rahmann, T. Wolf, Studying invariances of trained convolutional neural networks, arXiv preprint
arXiv:1803.05963 (2018).

[19] C. Kanbak, Measuring robustness of classifiers to geometric transformations, Master’s thesis, École polytechnique fédérale
de Lausanne (2017).
URL http://infoscience.epfl.ch/record/230235

[20] F. Tramèr, J. Behrmann, N. Carlini, N. Papernot, J.-H. Jacobsen, Fundamental tradeoffs between invariance and sensitivity
to adversarial perturbations, in: International Conference on Machine Learning, PMLR, 2020, pp. 9561–9571.

[21] L. Engstrom, D. Tsipras, L. Schmidt, A. Madry, A rotation and a translation suffice: Fooling cnns with simple transfor-
mations, CoRR abs/1712.02779 (2017).

[22] F. Quiroga, F. Ronchetti, L. Lanzarini, A. F. Bariviera, Revisiting data augmentation for rotational invariance in convo-
lutional neural networks, in: International Conference on Modelling and Simulation in Management Sciences, Springer,
2018, pp. 127–141.

[23] E. Kauderer-Abrams, Quantifying translation-invariance in convolutional neural networks, CoRR abs/1801.01450 (2018).
arXiv:1801.01450.
URL http://arxiv.org/abs/1801.01450

[24] M. Srivastava, K. Grill-Spector, The effect of learning strategy versus inherent architecture properties on the ability of
convolutional neural networks to develop transformation invariance, CoRR abs/1810.13128 (2018). arXiv:1810.13128.
URL http://arxiv.org/abs/1810.13128

[25] T. M. Christopher Tensmeyer, Improving invariance and equivariance properties of convolutional neural networks, Inter-
national Conference on Learning Representations (2017).
URL https://openreview.net/forum?id=SyBPtQfAZ

[26] W. Gerstner, J. L. van Hemmen, Universality in neural networks: the importance of the ‘mean firing rate’, Biological
Cybernetics 67 (3) (1992) 195–205.

[27] R. J. Vandenberg, C. E. Lance, A review and synthesis of the measurement invariance literature: Suggestions, practices,
and recommendations for organizational research, Organizational Research Methods 3 (1) (2000) 4–70. arXiv:https:
//doi.org/10.1177/109442810031002, doi:10.1177/109442810031002.
URL https://doi.org/10.1177/109442810031002

[28] N. Schmitt, G. Kuljanin, Measurement invariance: Review of practice and implications, Human Resource Man-
agement Review 18 (4) (2008) 210 – 222, research Methods in Human Resource Management. doi:https:
//doi.org/10.1016/j.hrmr.2008.03.003.
URL http://www.sciencedirect.com/science/article/pii/S1053482208000053

[29] F. Quiroga, J. Torrents-Barrena, L. Lanzarini, D. Puig, Measuring (in) variances in convolutional networks, in: Conference
on Cloud Computing and Big Data, Springer, 2019, pp. 98–109.

[30] Y. Zhong, W. Deng, Exploring features and attributes in deep face recognition using visualization techniques, in:
2019 14th IEEE International Conference on Automatic Face Gesture Recognition (FG 2019), 2019, pp. 1–8. doi:
10.1109/FG.2019.8756546.

[31] M. D. Zeiler, R. Fergus, Visualizing and understanding convolutional networks, in: European conference on computer
vision, Springer, 2014, pp. 818–833.

[32] S. A. Cadena, M. A. Weis, L. A. Gatys, M. Bethge, A. S. Ecker, Diverse feature visualizations reveal invariances in early
layers of deep neural networks, in: The European Conference on Computer Vision (ECCV), 2018.

[33] C.-Y. Tsai, D. Cox, Characterizing visual representations within convolutional neural networks: Toward a quantitative
approach, in: ICML Workshop on Vis for Deep Learning, 2016.

[34] D. Kumar, A. Wong, G. W. Taylor, Explaining the unexplained: A class-enhanced attentive response (clear) approach
to understanding deep neural networks, in: The IEEE Conference on Computer Vision and Pattern Recognition (CVPR)
Workshops, 2017.

[35] J. Ukita, Causal importance of low-level feature selectivity for generalization in image recognition, Neural Networks 125
(2020) 185–193.

[36] R. E. Kirk, Experimental design, Handbook of Psychology, Second Edition 2 (2012).
[37] T. F. Chan, G. H. Golub, R. J. LeVeque, Algorithms for computing the sample variance: Analysis and recommendations,

The American Statistician 37 (3) (1983) 242–247.
[38] A. Aimar, H. Mostafa, E. Calabrese, A. Rios-Navarro, R. Tapiador-Morales, I.-A. Lungu, M. B. Milde, F. Corradi,

A. Linares-Barranco, S.-C. Liu, et al., Nullhop: A flexible convolutional neural network accelerator based on sparse
representations of feature maps, IEEE transactions on neural networks and learning systems 30 (3) (2018) 644–656.

[39] I. Dokmanic, R. Parhizkar, J. Ranieri, M. Vetterli, Euclidean distance matrices: essential theory, algorithms, and appli-
cations, IEEE Signal Processing Magazine 32 (6) (2015) 12–30.

[40] P. Indyk, A. Vakilian, T. Wagner, D. Woodruff, Sample-optimal low-rank approximation of distance matrices, arXiv
preprint arXiv:1906.00339 (2019).

[41] M. Heusel, H. Ramsauer, T. Unterthiner, B. Nessler, S. Hochreiter, Gans trained by a two time-scale update rule converge

27

http://arxiv.org/abs/1507.06535
http://arxiv.org/abs/1507.06535
http://arxiv.org/abs/1507.06535
https://doi.org/10.1109/IJCNN.2018.8489295
http://infoscience.epfl.ch/record/230235
http://infoscience.epfl.ch/record/230235
http://arxiv.org/abs/1801.01450
http://arxiv.org/abs/1801.01450
http://arxiv.org/abs/1801.01450
http://arxiv.org/abs/1810.13128
http://arxiv.org/abs/1810.13128
http://arxiv.org/abs/1810.13128
http://arxiv.org/abs/1810.13128
https://openreview.net/forum?id=SyBPtQfAZ
https://openreview.net/forum?id=SyBPtQfAZ
https://doi.org/10.1177/109442810031002
https://doi.org/10.1177/109442810031002
http://arxiv.org/abs/https://doi.org/10.1177/109442810031002
http://arxiv.org/abs/https://doi.org/10.1177/109442810031002
https://doi.org/10.1177/109442810031002
https://doi.org/10.1177/109442810031002
http://www.sciencedirect.com/science/article/pii/S1053482208000053
https://doi.org/https://doi.org/10.1016/j.hrmr.2008.03.003
https://doi.org/https://doi.org/10.1016/j.hrmr.2008.03.003
http://www.sciencedirect.com/science/article/pii/S1053482208000053
https://doi.org/10.1109/FG.2019.8756546
https://doi.org/10.1109/FG.2019.8756546


to a local nash equilibrium, Advances in neural information processing systems 30 (2017).
[42] A. Azulay, Y. Weiss, Why do deep convolutional networks generalize so poorly to small image transformations?, CoRR

abs/1805.12177 (2018). arXiv:1805.12177.
URL http://arxiv.org/abs/1805.12177

[43] I. Loshchilov, F. Hutter, Decoupled weight decay regularization, in: International Conference on Learning Representations,
2019.
URL https://openreview.net/forum?id=Bkg6RiCqY7

[44] S. Kornblith, M. Norouzi, H. Lee, G. Hinton, Similarity of neural network representations revisited, in: International
Conference on Machine Learning, PMLR, 2019, pp. 3519–3529.

[45] F. W. Scholz, M. A. Stephens, K-sample anderson–darling tests, Journal of the American Statistical Association 82 (399)
(1987) 918–924.

[46] G. Klambauer, T. Unterthiner, A. Mayr, S. Hochreiter, Self-normalizing neural networks, in: Advances in neural informa-
tion processing systems, 2017, pp. 971–980.

[47] A. Ciuparu, A. Nagy-Dăbâcan, R. C. Mureșan, Soft++, a multi-parametric non-saturating non-linearity that improves
convergence in deep neural architectures, Neurocomputing (2019). doi:https://doi.org/10.1016/j.neucom.2019.12.014.
URL http://www.sciencedirect.com/science/article/pii/S0925231219317163

28

http://arxiv.org/abs/1805.12177
http://arxiv.org/abs/1805.12177
http://arxiv.org/abs/1805.12177
https://openreview.net/forum?id=Bkg6RiCqY7
https://openreview.net/forum?id=Bkg6RiCqY7
http://www.sciencedirect.com/science/article/pii/S0925231219317163
http://www.sciencedirect.com/science/article/pii/S0925231219317163
https://doi.org/https://doi.org/10.1016/j.neucom.2019.12.014
http://www.sciencedirect.com/science/article/pii/S0925231219317163


Appendix A. Variance of common activation functions

In order to characterize the evolution of invariance, it is useful to understand how activation functions
can affect the variance of the activations. Many theoretical analyses of the variance of activation functions
have been performed in terms of the output of a preceding fully connected or convolutional network, or the
entire network[46]. However, these assume a certain distribution of the input, typically defined by the type
of the previous layer or the initial input to the network.
Since our measures are agnostic to the type of layers used before an activation function, it would be

useful to obtain a characterization of the variance of the activation functions irrespective of the distribution
of its input. Therefore, we study common activation functions in terms of their effect on the variance of
their output.
The mean E and variance V of a continuous function f of a real random variable x can be defined as:

E(f(x)) = ∫
∞

−∞
f(x)p(x)dx

V(f(x)) = ∫
∞

−∞
(E(f(x)) − f(x))2)p(x)dx

= E(f(x)2) − E(f(x))2

(A.1)

We show that V(f(x)) ≤ V(x) for various common activation functions f(x). That is, the activation func-
tions are non-increasing with respect to the variance of its input. In general, the cases where this inequality
is strict (ie, V(f(x)) < V(x)) depend on p(x) and therefore cannot be specified without characterizing the
output of the previous layer, which would defeat the original purpose. Nonetheless, the results on section 4
provide empirical evidence that the variance is lower, on average, for the activations corresponding to acti-
vation functions than those of the immediately previous layer. In practice, therefore, our result implies that
these activation functions tend to lower the variance of a network.
To show this inequality for the functions ReLU, LeakyReLU, PReLU and ELU[47], let’s cast these

functions into the form defined in equation [A.2], where g is an arbitrary continuous function that satisfies
x ≤ g(x) for x < 0:

f(x) = {g(x) x < 0
x x ≥ 0

(A.2)

The aforementioned activation functions can all be defined in terms of equation [A.2] with appropriate
choices for g(x). Also, they all satisfy x ≤ g(x) for x < 0, with reasonable choices for the hyperparameter
𝛼 in LeakyReLU and ELU (𝛼 < 1) and restrictions for the corresponding parameter 𝛼 in PReLU (𝛼 < 1).
These are, coincidentally, the most common choices for these parameters.
As show below, A.3 proves that V(f(x)) ≤ V(x) with the help of the inequalities E(f(x)) ≥ E(x) and

E(f(x)2) ≤ E(x2) (equations [A.4] and [A.5]).

V(f(x)) = E(f(x)2) − E(f(x))2

≤ E(x2) − E(f(x))2

≤ E(x2) − E(x)2

= V(x)

(A.3)
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E(f(x)) = ∫
∞

−∞
f(x)p(x)

= ∫
0

−∞
g(x)p(x)dx+ ∫

∞

0
xp(x)dx [x ≤ g(x)]

≥ ∫
0

−∞
xp(x)dx + ∫

∞

0
xp(x)dx

= ∫
∞

0
xp(x)dx = E(x)

(A.4)

E(f(x)2) = ∫
0

−∞
g(x)2p(x)dx+ ∫

∞

0
x2p(x)dx

≤ ∫
0

−∞
x2p(x)dx+ ∫

∞

0
x2p(x)dx [x ≤ g(x)]

= ∫
∞

−∞
x2p(x)dx = E(x2)

(A.5)
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