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Abstract

In this paper, we consider distributed maximum likelihood estimation (MLE) with dependent quantized data under the
assumption that the structure of the joint probability density function (pdf) is known, but it contains unknown deterministic
parameters. The parameters may include different vector parameters corresponding to marginal pdfs and parameters that
describe dependence of observations across sensors. Since MLE with a single quantizer is sensitive to the choice of thresholds
due to the uncertainty of pdf, we concentrate on MLE with multiple groups of quantizers (which can be determined by the
use of prior information or some heuristic approaches) to fend off against the risk of a poor/outlier quantizer. The asymptotic
efficiency of the MLE scheme with multiple quantizers is proved under some regularity conditions and the asymptotic variance is
derived to be the inverse of a weighted linear combination of Fisher information matrices based on multiple different quantizers
which can be used to show the robustness of our approach. As an illustrative example, we consider an estimation problem
with a bivariate non-Gaussian pdf that has applications in distributed constant false alarm rate (CFAR) detection systems.
Simulations show the robustness of the proposed MLE scheme especially when the number of quantized measurements is small.
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1 Introduction

Wireless sensor networks have attracted much atten-
tion with a lot of research taking place over the past
several years. Many advances have been made in dis-
tributed detection, estimation, tracking and control (see
e.g., [16] and references therein). Distributed estimation
and quantization problems have been considered in a
number of previous studies. The parameters to be es-
timated are modeled as random and deterministic in
different situations. For random parameters, there ex-
ist various prior studies under the assumption of known
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joint pdf of parameters and sensor measurements (see,
e.g., [9]). We concentrate on deterministic parameters in
this paper. For deterministic parameters, several univer-
sal distributed estimation schemes have been proposed
[19] in the presence of unknown, additive sensor noises
that are bounded and identically distributed. The work
in [11] addressed design and implementation issues un-
der the assumption of a scalar parameter to be estimated
and using scalar quantizers. The work in [4] proposed
vector quantization design for distributed estimation un-
der the assumption of additive observation noise model.

System identification based on quantized measurements
is a challenging problem even for very simple models and
has been researched for a wide range of applications (see,
e.g., [17]). A method for recursive identification of the
nonlinear Wiener model was developed in [18] and the
corresponding convergence properties were analyzed. In
[5], Godoy et al. developed an MLE approach and used
a scenario-based form of the expectation maximization
algorithm to parameter estimation for general MIMO
FIR linear systems with quantized outputs. The problem
of set membership system identification with quantized
measurements was considered in [2]. In [6], the results
from statistical quantization theory were surveyed and
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applied to both moment calculations and the likelihood
function of the measured signal. The system identifica-
tion of ARMA models using intermittent and quantized
output observations was proposed in [8]. The formal con-
ditions for the asymptotic normality of the MLE to the
reliability of a complex system based on a combination
of full system and subsystem tests were proposed in [12].

In previous works, the MLE with quantized data is ex-
tensively used to estimate the deterministic parameters.
In this paper, robust distributed MLE with dependent
quantized data is considered. Our work differs from pre-
vious studies in several aspects. Previous results concen-
trate on the problem of how to design the quantization
schemes for estimating a deterministic parameter where
each sensor makes one noisy observation. The observa-
tions are usually assumed independent across sensors,
and they discuss the relationship between MLE perfor-
mance and the number of sensors. Here, we focus on the
problem of how to design estimation schemes for the un-
known parameter vector associated with the joint pdf
of the observations where the number of sensors is fixed.
The emphasis here is on system robustness. These obser-
vations may be dependent across sensors. The unknown
parameters may include different vector parameters cor-
responding to marginal pdfs and parameters that de-
scribe dependence of observations across sensors. Actu-
ally, the dependence between sensors is very important
inmultisensor fusion systems, for example, see the recent
work on distributed location estimation with dependent
sensor observations [13].

In this paper, we investigate the performance of MLE
with multiple quantizers, since MLE with a single quan-
tizer is sensitive to the choice of thresholds due to the un-
certainty of pdf (see, e.g., [3]). Our main contribution is
that we analytically derive the asymptotic efficiency and
robustness of a practical MLE with multiple quantizers
in the context of dependent quantized measurements at
the sensors, unknown parameter vector and without the
knowledge of measurement models. The difficulties in-
clude the fact that due to dependence between measure-
ments across sensors, the unknown high dimensional vec-
tor parameter estimation problem cannot be decoupled
to scalar parameter estimation problems; and the quan-
tized samples are not identically distributed due to the
use of multiple different quantizers. Therefore, we have
to deal with unknown vector parameter and unidenti-
cally distributed samples simultaneously. The asymp-
totic variance is derived to be the inverse of a weighted
linear combination of Fisher information matrices based
on J different quantizers which can be used to verify the
robustness of our approach. A typical estimation prob-
lem with a bivariate non-Gaussian pdf with application
to the distributedCFAR detection systems is considered.
Simulations show that the new MLE scheme is robust
and much better than that based on the worst quan-
tization scheme from among the groups of quantizers.
Moreover, when the number of quantized measurements

is small, a surprising result is that the robust MLE has a
significant and dominated advantage over the MLE with
a single quantizer. It is also shown that the performance
of the robust MLE is not the average performance of
multiple quantizers. The rest of the paper is organized
as follows. Problem formulation is given in Section 2. In
Section 3, the robust MLE scheme is proposed and the
asymptotic results are derived. In Section 4, numerical
examples are given and discussed. In Section 5, conclu-
sions are made.

2 Problem formulation

The basic L-sensor distributed estimation system is con-
sidered (see Figure 1). Each sensor has ki-dimensional
observation population Yi, i = 1, . . . , L. Suppose that
the joint observation population Y , (Y ′

1 , . . . , Y
′
L)

′ has
a given family of joint pdf:

{p(y1, . . . , yL|θ)}θ∈Θ⊆Rk (1)

where ′ denotes the transpose and θ is the unknown k-
dimensional deterministic parameter vector which may
include marginal parameters and dependence parame-
ters. Here, we do not assume independence across sen-
sors, knowledge of measurement models and Gaussian-
ity of the joint pdf. Let N independently and identically
distributed (i.i.d.) sensor observation samples and joint
observation samples be

~Yi = (Yi1, . . . , YiN ), i = 1, . . . , L; (2)

~Y = (~Y ′
1 , . . . , ~Y

′
L)

′. (3)

Suppose the sensors and the fusion center wish to jointly

Sensor 1
Population: Y

1
∈  Rk

1

Samples:Y
1n

, 

n=1…,N

Sensor 2
Population: Y

2
∈  Rk

2

Samples:Y
2n

,

n=1…,N

Quantizer:
I
2
(y

2
)

Quantizer:
I
1
(y

1
)

Quantizer:
I
L
(y

L
)

Quantized
samples:
U

1n
=I

1
(Y

1n
),

n=1,…,N

Quantized
samples:
U

2n
=I

2
(Y

2n
),

n=1,…,N

Quantized
samples:
U

Ln
=I

L
(Y

Ln
),

n=1,…,N

Fusion center:

θest = MLE(U
in

,

i=1,…,L,
n=1,…,N)

Sensor L
Population: Y

L
∈  Rk

L

Samples:Y
Ln

,

n=1,…,N

.

.

.

.

.

.

.

.

Fig. 1. Distributed MLE fusion system with quantized data

estimate the unknown parameter vector θ based on the
spatially distributed observations. If there is sufficient
communication bandwidth and power, the fusion center
can obtain asymptotically efficient estimates with the
complete observation samples based on MLE procedure
under some regularity conditions on the joint pdf.
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In many practical situations, however, to reduce the
communication requirement from sensors to the fusion
center due to limited communication bandwidth and
power, the i-th sensor quantizes the observation vector
to 1 bit (it is straightforward to extend to multiple bits)
by a measurable indicator quantization function:

Ii(yi) : yi ∈ R
ki → {0, 1}, (4)

for i = 1, . . . , L. Here, the quantization region of each
quantizer Ii(yi) may be continuous or union of discon-
tinuous regions. Moreover, we denote by

I(y) , (I1(y1), . . . , IL(yL))
′ ∈ R

L. (5)

Once the binary quantized samples Ii(Yin) are generated
at sensor i, i = 1, . . . , L, they are transmitted to the
fusion center, for n = 1, . . . , N . The fusion center is
then required to estimate the true parameter vector θ∗

based on the received quantized data. By the definition
of observation samples and quantizers, we define

~U , (~U ′
1, . . . , ~U

′
N)′, (6)

~Un , (U1n, . . . , ULn)
′, n = 1, . . . , N, (7)

Uin , Ii(Yin), n = 1, . . . , N. (8)

If we take ~Un as the joint quantized observation sample
and denote the quantized observation population byU ,

I(Y ) = (I1(Y1), . . ., IL(YL))
′, we know that U has a

discrete/categorical distribution. Based on the pdf of Y
and quantizers I(y), the probabilitymass function (pmf)
of the quantized observation population U is

fU (u1, u2, . . . , uL|θ)
=

∫

Ξ(u1,u2,...,uL)

p(y1, y2, . . . , yL|θ)dy1dy2 . . . dyL, (9)

where

(u1, u2, . . . , uL) ∈ Su = {(u1, u2, . . . , uL) ∈ R
L :

ui = 0/1, i = 1, . . . , L}, (10)

Ξ(u1,u2,...,uL) = {(y1, y2, . . . , yL) :
I1(y1) = u1, I2(y2) = u2,

. . . , IL(yL) = uL}. (11)

Thus, the quantized observation population U has a
family of joint pmf {fU (u1, u2, . . . , uL|θ)}θ∈Θ⊆Rk which

yields the following log likelihood function of samples ~U
by (6)-(11):

l(θ|~U), log

N
∏

n=1

fU (U1n, U2n, . . . , ULn|θ) (12)

=

N
∑

n=1

log fU (U1n, U2n, . . . , ULn|θ) (13)

=
2L
∑

j=1

nj log fU (~uj |θ) (14)

where nj = #{(U1n, U2n, . . . , ULn) = ~uj ∈ Su, n =

1, . . . , N}, ∑2L

j=1 nj = N ; #{·} is the cardinality of the
set. The parameter vector θ is estimated by maximizing

the log likelihood function (14). Let θ̂ denote the MLE
of θ.

Based on the classical asymptotic properties of MLE
(see, e.g., textbooks [1,14]), we have the following
lemma.

Lemma 1 Assume that p(y1, y2, . . . , yL|θ) and sensor
quantizers I1(y1), . . ., IL(yL) generate the quantized
samples and fU (u1, u2, . . . , uL|θ) satisfies the regularity
conditions (A1)–(A6) given on page 516 of [1] with re-
spect to the vector parameter θ; the Fisher information
matrix is nonsingular. Then,

√
N(θ̂ − θ∗) −→ N (0, I−1(θ∗, I(y))) (15)

where I−1(θ∗, I(y)) is the Cramér-Rao lower bound for
one quantized sample which depends on the quantizer

I(y). That is, θ̂ is a consistent and asymptotically effi-
cient estimator of θ∗.

From Lemma 1, a natural problem that arises is how
should quantizers I(y) be designed such that the asymp-
totic variance I−1(θ∗, I(y)) of MLE with quantized data
is as small as possible. The true parameter θ∗, however,
is not known, i.e. the pdf is not known. Most of the ex-
isting work on the design of optimal quantizers depends
on the availability of the pdf or signal models. When
both of them are not known, an optimal quantizer can-
not be derived or the optimal quantizer depends on un-
known parameters which can not be implemented (see,
e.g., [3]). Since MLE with a single quantizer is sensi-
tive to the choice of thresholds due to the uncertainty of
pdf, we employ multiple groups of quantizers (which can
be determined by the use of prior information or some
heuristic approach) at each sensor to fend off against
the risk of a single poor/outlier quantizer. To the best
of our knowledge, the asymptotic efficiency and robust-
ness of MLE scheme with multiple quantizers are not de-
rived analytically in the context of dependent quantized
measurements at the sensors, unknown parameter vec-
tor and without the knowledge of measurement models.

3 Robust maximum likelihood estimation with
quantized data

The word “robust” has many and sometimes inconsis-
tent connotations. In the theory of robust estimation,
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robustness generally means the ability to resist against
outliers or the departure from a uncertain model with
nominal values and bounds of uncertainty. In this paper,
for our purpose, it means the ability to resist against out-
liers. In this section, we will employ multiple groups of
quantizers which can be determined by the use of prior
information or some heuristic approach at each sensor
to fend off against the risk of a single poor/outlier quan-
tizer. The asymptotic efficiency of the MLE scheme with
multiple quantizers is derived analytically. It enables us
to verify and discuss the robustness of our approach.

The MLE scheme with multiple groups of quantizers is
given as follows.

(1) Choose J groups of different quantizers I(j)(y) ,

(I
(j)
1 (y1), . . . , I

(j)
L (yL))

′ ∈ R
L, j = 1, . . . , J, where

I
(j)
i (yi) : yi ∈ R

ki → {0, 1}, i = 1, . . . , L.
(2) Observe Nj joint observation samples {(Y1nj

, . . .,

YLnj
)}Nj

nj=1 which are quantized by the j-th group

of quantizers for j = 1 . . . , J . We denote by

N ,
∑J

j=1 Nj . The quantized observation samples

{(I(j)1 (Y1nj
), . . . , I

(j)
L (YLnj

))}Nj

nj=1 are denoted by

{(U (j)
1nj

, . . . , U
(j)
Lnj

)}Nj

nj=1. Moreover, we denote by

~U (j) , {(U (j)
1nj

, . . . , U
(j)
Lnj

)}Nj

nj=1. The population of

the quantized sample (U
(j)
1nj

, . . . , U
(j)
Lnj

) is denoted

by U (j) whose pmf is

f
(j)
U (u1, u2, . . . , uL|θ), j = 1, . . . , J, (16)

which can be similarly obtained by (9) and is de-
termined by I(j)(y) and p(y1, y2, . . . , yL|θ).

(3) Estimate the parameter θ with the N quantized
samples which are generated by J groups of quan-
tizers by maximizing the log likelihood function:

l(θ|~U (1), . . . , ~U (J))

= log
J
∏

j=1

Nj
∏

nj=1

f
(j)
U (U

(j)
1nj

, U
(j)
2nj

, . . . , U
(j)
Lnj

|θ) (17)

=

J
∑

j=1

l(θ|~U (j)), (18)

where l(θ|~U (j)) is the log likelihood function of the

j-th group of quantized data ~U (j). Let θ̂R denote
the solution of MLE with J quantizers.

Obviously, the N quantized samples are unidentically
distributed due to the use of J different quantizers.
One may question whether the new estimator based on
the different quantizers is still asymptotically efficient?
What is the asymptotic variance of the new estimator?

Why is it robust compared to using one group of quan-
tizers? Actually, these questions can be analytically
answered by the following Theorem.

Theorem 1 There are J groups of different sen-
sor quantizers I(j)(y), j = 1, . . . , J . Assume that
p(y1, y2, . . . , yL|θ) and quantizers I(j)(y) generate the

quantized samples and the quantized pmf f
(j)
U (u1, u2, . . .,

uL|θ) defined by (16) satisfies the regularity conditions
(A1)–(A6) given on page 516 of [1] with respect to the
vector parameter θ 1 ; the Fisher information matrix is
nonsingular. Then,

√
N(θ̂R − θ∗) −→ N (0, I−1(θ∗; I(1)(y), . . . , I(J)(y))(19)

where N =
∑J

j=1 Nj, Nj → ∞, ωj = limNj→∞
Nj

N , j =
1, . . . , J ,

I−1(θ∗; I(1)(y), . . . , I(J)(y))

,





J
∑

j=1

ωjI(θ∗; I(j)(y))





−1

, (20)

(

∑J
j=1 ωjI(θ∗; I(j)(y))

)−1

is the Cramér-Rao lower

bound, where I(θ∗; I(j)(y)) is the Fisher information

matrix for one quantized sample of U (j). That is, θ̂R is a
consistent and asymptotically efficient estimator of θ∗.

Proof: The regularity of p(y1, y2, . . . , yL|θ) and quan-
tizers I(j)(y) ensures that the quantized samples and

the corresponding pmf f
(j)
U (u1, u2, . . . , uL|θ) defined by

(16) satisfy the regularity conditions (A1)–(A4) (from

[1] page 516), and it is easy to prove that θ̂R is a consis-

tent estimator of θ∗, i.e., θ̂R → θ∗, in probability. The
proof is similar to that of Theorem 10.1.6 in [1]. How-
ever, N quantized samples are independent but uniden-
tically distributed due to the use of J different quan-
tizers. Thus, to prove the asymptotic normality, we will
use the Lyapunov central limit theorem by checking the
Lyapunov condition (see, e.g., [14]). Simultaneously, the
Cramér-Wold device (see, e.g., [14]) will be used to deal
with the high dimensional estimated parameters.

First, we expand the first derivative of the log likelihood
function (17) around the true value θ∗,

∂l(θ|~U (1), . . . , ~U (J))

∂θ

1 Since the regularity conditions are fairly standard and the
space is limited, we do not repeat them in the paper. More
discussion on when the regularity conditions are reasonable
can be seen in 10.6.2 of [1].
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=
∂l(θ|~U (1), . . . , ~U (J))

∂θ

∣

∣

∣

∣

∣

θ∗

+
∂2l(θ|~U (1), . . . , ~U (J))

∂θ2

∣

∣

∣

∣

∣

θ∗

(θ − θ∗)

+
1

2
D3(θ − θ∗; θ0)(θ − θ∗), (21)

where

D3(θ − θ∗; θ0)

=













(θ − θ∗)′{ ∂2

∂θ2

(

∂l(θ|~U(1),...,~U(J))
∂θ1

)∣

∣

∣

θ0
}

...

(θ − θ∗)′{ ∂2

∂θ2

(

∂l(θ|~U(1),...,~U(J))
∂θk

)∣

∣

∣

θ0
}













(22)

θ0 is between θ and θ
∗. Substituting θ̂R for θ and realizing

that the left-hand of (21) is 0 to obtain

0=
∂l(θ|~U (1), . . . , ~U (J))

∂θ

∣

∣

∣

∣

∣

θ̂R

=
∂l(θ|~U (1), . . . , ~U (J))

∂θ

∣

∣

∣

∣

∣

θ∗

+
∂2l(θ|~U (1), . . . , ~U (J))

∂θ2

∣

∣

∣

∣

∣

θ∗

(θ̂R − θ∗)

+
1

2
D3(θ̂R − θ∗; θ0)(θ̂R − θ∗). (23)

Thus,

√
N(θ̂R − θ∗) =−

[

1

N

∂2l(θ|~U (1), . . . , ~U (J))

∂θ2

∣

∣

∣

∣

∣

θ∗

+
1

2N
D3(θ̂R − θ∗; θ0)

]−1

· 1√
N

∂l(θ|~U (1), . . . , ~U (J))

∂θ

∣

∣

∣

∣

∣

θ∗

. (24)

Then, we check the Lyapunov condition. Denote

by S2
N ,

∑J
j=1 NjI(θ∗, I(j)), (Sτ

N )2 ,
∑J

j=1 Nj

τ ′I(θ∗, I(j))τ for an arbitrary τ 6= 0 (τ = 0 is a trivial
case), and

Mj , E





∣

∣

∣

∣

∣

τ ′
∂
∂θf

(j)
U (U1nj

, U2nj
, . . . , ULnj

|θ)
f
(j)
U (U1nj

, U2nj
, . . . , ULnj

|θ)

∣

∣

∣

∣

∣

3


 (25)

which exists, since condition (A3) is satisfied and U (j) is
a categorical distribution. Moreover, by condition (A5)

and (25),

lim
N→∞

1

(Sτ
N )3

J
∑

j=1

Nj
∑

nj=1

E

[∣

∣

∣

∣

τ ′
∂

∂θ
log f

(j)
U (U1nj

, U2nj
, . . . , ULnj

|θ)

− E[τ ′
∂

∂θ
log f

(j)
U (U1nj

, U2nj
, . . . , ULnj

|θ)]
∣

∣

∣

∣

3
]

= lim
N→∞

1

(Sτ
N )3

J
∑

j=1

Nj
∑

nj=1

E

[

∣

∣

∣

∣

τ ′
∂

∂θ
log f

(j)
U (U1nj

, U2nj
, . . . , ULnj

|θ)− 0

∣

∣

∣

∣

3
]

≤ lim
N→∞

1

(Sτ
N )3

J
∑

j=1

Nj
∑

nj=1

Mj

≤ lim
N→∞

1

(Sτ
N )3

N max{M1, . . . ,MJ}

≤ lim
N→∞

N max{M1, . . . ,MJ}
(N min{τ ′I(θ∗, I(1))τ, . . . , τ ′I(θ∗, I(J))τ}) 3

2

≤ lim
N→∞

1√
N

max{M1, . . . ,MJ}
min{τ ′I(θ∗, I(1))τ, . . . , τ ′I(θ∗, I(J))τ}

= 0.

That is, the Lyapunov condition is satisfied. Thus, by
the Lyapunov central limit theorem (see, e.g., [14]), for
all τ ,

1√
N

τ ′
∂l(θ|~U (1), . . . , ~U (J))

∂θ

∣

∣

∣

∣

∣

θ∗

→ N (0, (Sτ
ω)

2)

(in distribution),

where (Sτ
ω)

2 ,
∑J

j=1 ωjτ
′I(θ∗, I(j))τ . Moreover, by the

Cramér-Wold device (see, e.g., [14]), we have

1√
N

∂l(θ|~U (1), . . . , ~U (J))

∂θ

∣

∣

∣

∣

∣

θ∗

→ N (0, S2
ω) (26)

(in distribution),

where S2
ω ,

∑J
j=1 ωjI(θ∗, I(j)). By application of the

weak law of large number, we have

1

Nj

∂2l(θ|~U (j))

∂θ2

∣

∣

∣

∣

∣

θ∗

→ −I(θ∗; I(j)(y)), j = 1, . . . , J, (27)

(in probability)

where l(θ|~U (j)) is defined in (18). By Slutsky’s Theorem
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and Equation (27), we have

1

N

∂2l(θ|~U (1), . . . , ~U (J))

∂θ2

∣

∣

∣

∣

∣

θ∗

=

J
∑

j=1

Nj

N

1

Nj

∂2l(θ|~U (j))

∂θ2

∣

∣

∣

∣

∣

θ∗

→−
J
∑

j=1

ωjI(θ∗; I(j)(y)) = −S2
ω (in probability). (28)

Since condition (A6) given on page 516 of [1] guaran-
tees that three times differentiation of the log likelihood
function can be bounded by an integrable function for
all θ in a small neighborhood of θ∗ and note that θ0 is

between θ̂R and θ∗, θ̂R → θ∗ (in probability), we have

1

2N
D3(θ̂R − θ∗; θ0) → 0 (in probability) (29)

Moreover, based on Equations (24) (26), (28), (29) and
Slutsky’s Theorem, we have

√
N(θ̂R − θ∗) −→ N (0, I−1(θ∗; I(1)(y), . . . , I(J)(y))(30)

(in distribution)

where I−1(θ∗; I(1)(y), . . . , I(J)(y)) defined by (20) and

is the Cramér-Rao lower bound. Therefore, θ̂R is a con-
sistent and asymptotically efficient estimator of θ∗. ✷

Remark 1 As we have shown that the asymptotic vari-
ance of multiple quantizers is the inverse of a weighted
mean of Fisher information matrices based on J differ-
ent quantizers. Without loss of generality, assume that
the weights are equal and the first quantizer is an out-
lier, i.e., the asymptotic variance of multiple quantizers
is the inverse of the mean of Fisher information matri-
ces based on J different quantizers and the asymptotic
variance I(θ∗; I(1)(y))−1 is much larger than the other
J−1 asymptotic variances I(θ∗; I(j)(y))−1, j = 2, . . . , J .
Since I(θ∗; I(j)(y))−1, j = 1, . . . , J are positive definite
matrices and A � B implies A−1 � B−1 for positive
definite matrices, the Fisher information I(θ∗; I(1)(y))
is much smaller than the other J−1 Fisher informations
I(θ∗; I(j)(y)), j = 2, . . . , J respectively. Thus, the mean

of Fisher informations with outlier 1
J

∑J
j=1 I(θ

∗; I(j)(y))

and that without outlier 1
J−1

∑J
j=2 I(θ

∗; I(j)(y)) are

much larger than I(θ∗; I(1)(y)) and are very close to
each other with the same order of magnitude. More-
over, the corresponding asymptotic variances are much
smaller than I(θ∗; I(1)(y))−1 and are very close to each
other with the same order of magnitude by the continu-
ity of matrix inverse. Therefore, the MLE scheme with
multiple quantizers is a robust scheme.

As a simple numerical example, let us consider that there
are 3 quantizers with asymptotic variances 1

3×103, 1
3 ,

1
3.3

respectively. Obviously, the first quantizer is an outlier.
It can be calculated that the asymptotic variance of ro-
bust MLE when equally using 3 different quantizers is

1
1
3 (3×10−3+3+3.3)

= 0.4760 which is much smaller than

that of the outlier 1
3 × 103 and has the same order of

magnitude as 1
1
2 (3+3.3)

= 0.3175 and 1
3 ,

1
3.3 .

4 Numerical Examples

In distributed detection systems, the detection perfor-
mance relies heavily on the knowledge of the joint pdf
under hypotheses H0 and H1. Here, we consider the
problem of estimating joint pdf underH1 for distributed
CFAR detection systems [15] that has great practical
relevance. In these systems, the marginal distribution
of measurements is usually assumed exponentially dis-
tributed or Gamma pdf. By noting that the exponential
pdf is a special case of the Gamma pdf, we consider the
marginals of a two-sensor system to follow a Gamma
distribution as follows:

Si : Yi ∼ Gamma(θi, 4),

pi(yi|θi) =
yθi−1
i e−yi/4

4θiΓ(θi)
, θi > 0, i = 1, 2,

where θ1 and θ2 are the parameters to be estimated. It
has been shown recently that the dependence between
sensors is very important to the distributed detection
performance (see e.g., [7]). To estimate the dependence
between sensors, copula theory can be used to construct
the structure of dependence. By Sklar’s Theorem in cop-
ula therory (see, e.g., [10]), the joint pdfs can be written
as follows:

p(y1, y2|θ) = c(F1(y1|θ1), F2(y2|θ2))|θ0)
2
∏

i=1

pi(yi|θi),

where pi(yi|θi) and Fi(yiθi) are marginal pdf and cumu-
lative distribution function respectively; c(v1, v2 |θ0) is
the copula density. For a specific numerical example, we
consider the joint Clayton copula density as follows:

c(v1, v2|θ0)
= (1 + θ0)v

−1−θ0
1 v−1−θ0

2

(−1 + v−θ0
1 + v−θ0

2 )−2−1/θ0 , θ0 ∈ [−1,∞)\{0},

which is a frequently used copula model to describe de-
pendence (see [10]). The parameter vector to be esti-

mated is θ , [θ0, θ1, θ2] corresponding to the copula
density and the two marginals. We compare the robust
MLE with MLE based on a single quantizer. We assume
that the prior information is that the thresholds are in
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[10, 25]. Based on this information, we uniformly choose
the following four groups of different quantizers.

I(1)(y) = (I
(1)
1 (y1), I

(1)
2 (y2)) = (I[y1 − 25], I[y2 − 25]),

I(2)(y) = (I
(2)
1 (y1), I

(2)
2 (y2)) = (I[y1 − 20], I[y2 − 20]),

I(3)(y) = (I
(3)
1 (y1), I

(3)
2 (y2)) = (I[y1 − 15], I[y2 − 15]),

I(4)(y) = (I
(4)
1 (y1), I

(4)
2 (y2)) = (I[y1 − 10], I[y2 − 10]),

where I[x− c] = 1 if x ≥ c; otherwise I[x − c] = 0. For
the robust MLE, we let N1 = N2 = N3 = N4 = N/4
where N is the number of samples for MLE with fixed
quantizer I(j)(y), j = 1, 2, 3, 4 respectively.

The robustness of the MLE with multiple quantizers is
illustrated in Figs. 2–5. In Figs. 2–5, MSEs based on
1000 Monte Carlo (M.C.) runs as a function of the num-
ber of measurementsN = [40, 100, 200, 400] for different
estimation methods (MLE with single quantizer, robust
MLE and MLE with raw measurements) are plotted for
parameters θ0 = 1.0759, θ1 = 4 and θ2 = 5 respectively,
where θ0 = 1.0759 corresponds to the dependence mea-
sure namely Spearman’s ρ = 0.5. Figs 2–3 present the
MSEs of θ0 in linear and logarithmic scales respectively.
In Figs 4–5, we present the MSEs of θ1 and θ2 in linear
scale respectively. In our work thus far, we have assumed
that 1-bit quantized data is transmitted to the fusion
center in simulations.We consider another system where
finely quantized data (5-bit data corresponding to a sub-
set of samples instead of 1-bit data corresponding to all
the samples) is transmitted while maintaining the total
number of bits equal to N . While evaluating the perfor-
mance of the system with 5-bit data, we employ the re-
sults corresponding to raw data which, in fact, give more
optimistic results. TheMSEs based on 1000M.C. runs of
transmitting N/5 finely quantized 5-bit measurements
are given in Figs 2–5 for θ0, θ1 and θ2 respectively.

From Figs 2–5, we have the following observations: (1).
From Figs 2–5, MSEs based on 1000 M.C. runs for ro-
bustMLE aremuch smaller than those of theMLE based
on the single quantizer that is the worst (outlier) in the
group. This phenomenon is consistent with the results
in Theorem 1 and Remark 1. Robust MLE is a conserva-
tive estimate, but it can avoid large errors in the worst
case. The advantage of robustness (MSE of the worst
MLE minus MSE of Robust MLE) is much larger than
the loss due to conservative estimation to enhance ro-
bustness (MSE of Robust MLE minus MSE of the best
one), especially in Figs 2, 3 and 4. (2). From Figs 2–3,
a surprising result that is observed is that the Robust
MLE based on 1000 M.C. runs has a significant advan-
tage overMLE with a single quantizer, when the number
of quantized measurements is small N=40. The reason is
that, for small number of samples, the MLE with single
quantizer is sensitive to the randomized samples so that
it may be an outlier in each M.C. run resulting in poor
performance. (3). By comparing our robust MLE with 1-

bit quantized data with MLE that transmits a subset of
finely quantized data in Figs 2–3, we observe that their
performance of estimating θ0 is very close. However, for
the performance of estimating θ1 and θ2, robust MLE is
much better than the latter from Figures 4–5. Thus, ro-
bust MLE is a better estimation method in distributed
dynamic systems with limited bandwidth.

5 Conclusion

In this paper, we have proposed an approach for ro-
bust distributed MLE with dependent quantized data
under the assumption that the structure of the joint
pdf is known, but it contains unknown deterministic pa-
rameters. We considered a practical estimation problem
with a bivariate non-Gaussian pdf arising from the dis-
tributed constant false alarm rate (CFAR) detection sys-
tems. Simulation results show that the newMLE scheme
is robust and much better than that based on the worst
(outlier) quantization scheme from among the groups of
quantizers. An important obersvation is that the robust
MLE has a significant advantage over MLE with a single
quantizer, when the number of quantized measurements
is small.
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Fig. 2. MSEs of MLE of θ0 based on 1000 M.C. runs while
using raw measurements, different quantizers and the robust
MLE of θ0 for different number of measurements. Figure 2
is using linear scale.
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Fig. 3. Figure 2 using logarithmic scale.
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Fig. 4. MSEs of MLE of θ1 based on 1000 M.C. runs while
using raw measurements, different quantizers and the robust
MLE of θ1 for different number of measurements.

0 50 100 150 200 250 300 350 400
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Number of bits (N)

M
S

E

 

 
MLE with N raw measurements 
MLE with N quantized measurments based on quantizer 4  
MLE with N quantized measurments based on quantizer 3
MLE with N quantized measurments based on quantizer 2
MLE with N quantized measurments based on quantizer 1
MLE with N quantized measurments based on robust method
MLE with N/5 raw measurements (each one use 5 bits)

Fig. 5. MSEs of MLE of θ2 based on 1000 M.C. runs while
using raw measurements, different quantizers and the robust
MLE of θ2 for different number of measurements.
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